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g Building the foundations Spotting the blind spots

- Baseline knowledge on  Why and how intersectional
fairness in Al policy harms are often missed in
» Risk-based governance and its policy and governance

limitations interventions

 The need for understanding Al| - Where do regulatory

harm frameworks fall short
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% But first things first ...




What does
fairness mean
to you?
How do you
understand it In
relation to Al?




FAIRNESS IN Al GOVERNANCE

WHERE AND HOW IS Al FAIRNESS RELEVANT?

As a goal, safeguarding
fundamental principles of As a means towards non-

non-discrimination and « | FAIRNESS | . discriminatory ends,
equality as foundations of deployed in the Al lifecycle
the rule of law

Metrics, evaluations, bias detection and mitigation

A very team-, data science- oriented effort

Assumptions of causality

Part of the first wave of Al governance

A move towards fairness by design
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 Australia’s
Benefits

Scandal
Robodebt

 Dutch Child
Benefits
Scandal
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WHAT DO Al
RISKS MEAN?”
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THE RISK MODEL OF THE Al ACT

ientific lens Risk
specification

Risk ) - Al Act risk
perspectives Interpretation management

Knowledge
about
orobabilities
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GROUP RELFECTION:
What harms are (in)visible In
your own policy context?
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Presenter Notes
Presentation Notes
Harms occur at the interplay of technical system components with societal power dynamics (Green & Viljoen, 2020), and travel through social systems – judicial decisions, policy recommendations, interpersonal lived experiences…



LETS 'FALK ABOUT

TERSECTIO NALIT
FOR A MOMENT * +,



Presenter Notes
Presentation Notes
Coined by K. Crenshaw in 1989, who was the first to theorize the intersection of race and gender and the need to look beyond single-issue positions and identities; expanded feminist theory and antiracist politics. 
Nowadays intersectionality has grown into an actionable framework for social justice, critically examining domination, social divisions and inequalities at large.  
What is intersectionality? (youtube.com)



. ERATIONALIZING INTERSECTIONALITY

>) What it facilitates What it does not

* A holistic lens, a framework for « Does not simply mean the added value
understanding overlapping identities of disadvantages

- Describes people's relational history in «  Does not by default solve inequality
societal systems and discrimination issues

* Traces the interactions between  Does not provide answers but the
different sources of disadvantages or questions on how to include
inequality marginalized people and counter their

* Provides equal intervention erasure

opportunities -> informs the way to

¢ practice
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Clarifies the relationship between Al risk and harm, as current Al regulation has a
heavy focus on risk management. Al harms knowledge can further help in litigation.

* Following the framing of the Al Act, defining risks and underlying harms wiill
remain challenging regarding fundamental rights and values due to their
inherent normative ambiguity.

» Tackles difficult normative decisions regarding accountability models and the
so-called ‘augmented harms’.

* It allows to explore other, more inclusive, governance pathways that are not
effectively covered under the Al Act.
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LIMITATIONS OF EXISTING
REGULATION THROUGH AN
INTERSECTIONAL LENS




INTERSECTIONAL CRITIQUE OF
THE GDPR AND THE AIACT | |4

 INDIVIDUALIZED RIGHTS VS. STRTUCTURAL HARMS

 The GDPR and the Al Act primarily focus on individual rights (e.g., consent, access,
explanation), not on collective or systemic harms.

* Do not address group-based discrimination or historical inequalities that are reprodu
through data and Al systems. :

* ONE-SIZEFITSALL FRAMEWORKS

* Both regulations use universal categories (e.g., “data subject”, “Al user”), which ignore /
different communities are vulnerable to Al's impact and harm.
* Vulnerable groups (e.g., migrants, people with disabilities, LGBTQAI+ communities, ete,
often lack the access, resources or literacy to claim their interests and rights. \




INTERSECTIONAL CRITIQUE OF
THE GDPR AND THE AI ACT I

« TECHNO-CENTRICITY AND NARROWCONCEPTION OF DISCRIMINATION

« Both regulations focus on explicit discrimination (e.g., treating someone differently based
on protected characteristics), but often fail to capture indirect, cumulative or

intersectional discrimination
* The Al Act emphasizes technical compliance without integrating social and historical

contexts of discrimination; GDPR's reliance on automated processing clauses or legal
bases often sidesteps real-world power imbalances in data use.

* LACK OF INCLUSIVE RARTICIPATION

 Marginalized communities are rarely meaningfully included in the development, design,

deployment or governance of Al or data protection.
* This reinforces the priorities of dominant groups (e.g., tech companies, policymakers, the

Global North), not those most affected. x¢x¢
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But if this is all true, what

are we missing on a
structural basis”? And how do
we ask better questions?




THREE CHARACTERISTICS OF Al
HARMS

These characteristics can help INTENTIONALITY TEMPORALITY INTERACTIVITY
researchers and policy makers to 7 [Llriiililiy,
identify and address the structurality, " Relates to the
. LY Whether harm is
systemic or procedural elements, that \|  farmandithe Relates to the role the result of direct
quality of the of time in the way or indirect
facilitate the manifestation of Al harms . Mmentalstatefrom - that Alharms come - jnteraction with Al

~—  which it originated: into being, e.g. systems by the

WHEOEIRAES singular or

Find the reading here — intentional, e Peoilﬁetngt;uffer
unintentional or the
|

‘s . . result of negligence
Situating harms in the Al

governance landscape—
Understanding Al harms
through the lens of

interactivity, temporality

\ and intentionality” / - - x¢x¢
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FROM Al FAIRNESS TO
PARTICIPATORY PRACTICES

New types Obstacles

of Processes
information

Improving btrenghtening

policies democracy,
consent

~of

(63"\0 .

Co'c Innovative
public

services

Legitimacy

Choose Al governance Sensitivity

the right that recognizes to power

crowd . . . Organisati imbalances
[ intersectionalit & Sationa| Structyre

Support,
skills,

momentum Commons-

There are Trust among based

options

Citizen
science Anticipatory
methods

decision-

beyond Al makers

itizen-driven/
citizen-owned

Adaptiveness

Foresight
Scenarios
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ET IN TOUCH

Funded by the European Union. Views and
opinions expressed are however those of the
author(s) only and do not necessarily reflect
those of the European Union or the Culture
Executive Agency. Neither the European
Union nor the granting authority can be held
responsible for them.
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