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1 Introduction

Cybersecurity has undeniably strengthened over the years [1]. Organisations have invested
heavily in technologies, frameworks, and protocols to protect their digital assets. However,
this progress has not gone unnoticed by adversaries. Attackers have evolved in parallel,
developing increasingly sophisticated techniques that challenge even the most advanced
defences.

This dynamic has created a continuous cyber rat race. On the defence side, maintaining
security consumes ever-growing amounts of manpower, financial resources, and technical
infrastructure [2]. Despite the abundance of security tools, platforms, and educational
materials, a persistent lack of awareness among users and stakeholders remains a critical
vulnerability [3]. Human error, negligence, and insufficient understanding of basic security
hygiene continue to undermine even the most robust systems.

Compounding this issue is the increasing complexity of digital infrastructures. Organisations
now operate in hybrid environments with cloud-native systems, legacy components, and
third-party integrations. On top of this complexity, they must navigate a dense landscape of
cybersecurity legislation, surplus of countermeasures, and cope with a global shortage of
skilled professionals.

1.1 Need for Autonomous Cyber Resilience

The challenges — technical complexity, regulatory pressure, limited expertise, and low
awareness — make it clear that traditional approaches to cybersecurity are no longer
sufficient. Given the scale and intricacy of modern infrastructures, it is no longer feasible to
manually oversee every component or respond to every threat in real time with human
operated security. Moreover, cyberattacks are getting more automated and use artificial
intelligence (Al), enabling these attacks to take place at machine speed, whereas the
response is still mostly at human speed. This all necessitates the adoption of autonomous
capabilities. Furthermore, it became evident that perfect security is unattainable — not only
due to the evolving threat landscape but also because human factors consistently introduce
weaknesses — making resilience essential. Hence, this calls for a paradigm shift: from
reactive defence to proactive security. This necessitates a focus on Autonomous Cyber
Resilience (ACR), defined in accordance with [4] as:

¢ the ability of a (digital computing) system to
anticipate, withstand, recover from, and adapt to
cyberattacks and unintended disruptions
to ensure mission or business objectives
without being controlled directly by humans. ’
While the broader system does not need to be fully autonomous, ACR can be conceptualised
as an autonomous subsystem embedded within (see Figure 1.1). This subsystem is comprised
of components that enable the system to autonomously anticipate, withstand, recover from,
and adapt to cyber threats. Where autonomously means among others without requiring
direct human control and being able to respond and adapt in real time. These components
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1.2

may include monitoring agents, adaptive response mechanisms, and learning modules, often
structured around the MAPE-K loop (Monitor, Analyse, Plan, Execute over a shared Knowledge)

[5].

/(Autonomous) System (Autonomous) System\

ACR Subsystem Wse Plan/
ACR ACR
Execute

system € Monitor| Knowledge

Robustness & Preventive

Security Measures
Managed Element /

Environment

Figure 1.1: Conceptual placement of ACR as an autonomous subsystem within an (autonomous) system.

However, achieving ACR requires more than just these dynamic elements. It also depends
on a broader set of enablers: robustness techniques (e.g., fault-tolerant design, redundancy)
and preventative security measures (e.g., access control, encryption). While these enablers
are not part of the ACR subsystem per se, they are essential to its effectiveness and must be
considered in the system’s overall design.

Cyber Resilience Engineering

Developing cyber resilient systems is not a trivial task. To support systems engineering with
this task, several approaches have been developed that provide guidance on how to apply
cyber resiliency concepts, techniques (i.e., building blocks) and engineering practices during
the systems engineering process. Over the years, different, typically academic, approaches
for designing and developing cyber resilient systems have been proposed. These are often
domain specific, such as military, telecom, and cyber-physical systems. The most mature is
the Cyber Resiliency Engineering Framework (CREF) developed by The MITRE Corporation,
that has been standardised in NIST SP 800-160 Volume 2 [6], and is described in Subsection
1.2.1.

Given the extensive body of research on robustness and resilience within the domain of
network and telecom, it is worthwhile to highlight ongoing developments in this field. For
example, the EU COST action ‘Resilient Communication Services Protecting End-user
Applications from Disaster-based Failures’ (RECODIS) brought researchers from all over
Europe together to work on the topic. An overview of the work is collected in [7]. A
systematic approach to the engineering of network resilience was introduced in [8] that
consists of a control loop comprising a number of conceptual components that realise the
real-time aspect of the D2R2 + DR strategy, and consequently implement network resilience.
The D2R2 + DR stands for Defend, Detect, Remediate, Recover, and Diagnose and Refine, and
was introduced in [9].

In recent years, the definition, design and specification of 6G mobile communications
systems has started. The International Telecommunication Union (ITU) has identified
resilience as key factor in the design, deployment, and operational consideration of 6G
systems [10]. In addition, in the beginning of 2024 several countries released a Joint
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Statement Endorsing Principles for 6G. Secure, Open, and Resilient by Design®. Several
academic papers have now been published on resilient-by-design methodologies for 6G,
[11], [12], and [13]. Since 6G has a strong focus on use of Al and zero-touch networking, the
authors of the papers implicitly assume the resilience capabilities to be (semi-)autonomous.

A whole different approach is security chaos engineering, a method to automatically subject
a system to (chaotic) input and failures to test and increase its resilience as described in
[14]. Although this is not a guidance framework for how to design and develop cyber
resilient systems, it does provide a different perspective on the nature of cyber resilience.

1.2.1

MITRE Cyber Resilience Engineering Framework

MITRE Cyber Resilience Engineering Framework (CREF) (see Figure 1.2) provides structured
guidance for embedding cyber resilience into systems, in alignment with NIST SP 800-160
Volume 2 [6]. The framework is structured into four components: cyber resiliency goals,
objectives, techniques and approaches. The goals — built on the four pillars, namely, Adapt,
Anticipate, Recover, and Withstand — provide linkage between risk management decisions

at system level.
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Figure 1.2: MITRE Cyber Resilience Engineering Framework (CREF) Navigator [15].

Forensic and Behavioral/Analysis I

These goals are further refined into objectives, which define what the system is intended to
achieve within its operational environment. This allows stakeholders to prioritise resilience

T https://www.ntia.gov/speechtestimony/2024/joint-statement-endorsing-principles-6g-secure-open-resilient-

design,
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1.2.2

based on organisational missions or business functions. Together, the cyber resiliency goals
and objectives form a vocabulary for describing what properties and capabilities are needed.

In contrast, cyber resiliency techniques and approaches provide a vocabulary for how a
system can realise these cyber resiliency goals and objectives. A technigue comprises a set
of interdependent practices and technologies designed to achieve one or more goals or
objectives by providing capabilities. For each technique, multiple non-exhaustive
representative approaches are identified to implement the technigue.

In order for a system to embed resilience as defined by CREF, the system as a whole must
adhere to its principles — not only at the system level but also within its internal ACR
subsystems. This implies that each ACR subsystem must itself be resilient, as the system’s
overall resilience is contingent on the resilience of its constituent parts.

B oo )

ACR Subsystem(s) Robustness & Preventive
Security Measures

TECHNIQUES

APPROACHES

/

Environment

Figure 1.3: Layered system-level overview showing the conceptual placement of MITRE CREF elements.

In context of embedding cyber resilience into autonomous systems, CREF elements can be
conceptually positioned across the system layers (see Figure 1.3). Goals and objectives
operate at the interface between the system and its environment: goals define high-level
resilience priorities aligned with mission needs, while objectives translate these into system-
specific expectations that guide ACR subsystem design. 7echniques describe the resilience
capabilities required to meet these objectives and can be mapped to combinations of MAPE
functions within the ACR subsystem. Approaches, in turn, represent specific implementations
of these techniques, corresponding to individual MAPE elements.

Autonomous Cyber Resilience Engineering
Framework

The Autonomous Cyber Resilience Engineering Framework (A-CREF), proposed in Section 3,
builds upon the foundational principles of the MITRE CREF, adapting its structure to support
the autonomous implementation of resilience strategies. While A-CREF shares the
overarching goal of NIST SP 800-160 [6] — namely, to guide the development of
trustworthy, resilient systems — it extends this objective by explicitly incorporating
autonomy. In doing so, A-CREF aims to address resilience challenges across the entire
system lifecycle, with a focus on reducing human dependency and enabling self-directed,
adaptive behaviour.
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For this purpose, A-CREF redefines traditional resilience components by enabling them to
function autonomously — referred to as dynamic ACR elements — while preserving the
robustness and preventative measures that underpin resilient system design. By formalising
this autonomous subset, the framework supports the design of systems that are not only
resilience-oriented but also capable of achieving resilience with minimal human
intervention. This shift facilitates the development of scalable, self-sustaining security
architectures that are better aligned with the demands of modern, complex operational
environments.

1.3 Document Guide

This document introduces the first version of ‘the Autonomous-Criteria’, a formalised set of
capabilities required for a system’s component to be considered autonomous. Here, the
contribution and outline of the document are defined.

1.3.1 Contribution

This document is Deliverable D.1 of TNO’s Early Research Programme ’Cyber-Secure Systems
by Design’, within Research Line 2 ‘Autonomous Cyber Resilient Operations’. The goal of this
document is to deliver a first version of 'the Autonomy Criteria '. These criteria are intended
to evaluate the components of the MITRE Cyber Resilience Engineering Framework (CREF) in
terms of their potential for autonomous enablement. This assessment serves as the
foundation for developing the Autonomous Cyber Resilience Engineering Framework (A-
CREF) — a structured approach to identifying and guiding the integration of autonomy into
cyber resilience practices.

1.3.2 Outline

This document follows a structured methodology that combines a literature analysis to
validate through real-world systems and framework application. The content is organised as
follows:

- Chapter Error! Reference source not found. starts with a literature-based
derivation of the Autonomy Criteria . This phase identifies foundational capabilities
of autonomy in systems and formulates a structured set of criteria. These criteria
are then validated against a selection of real-world autonomous systems, identified
through a literature study. The validation assesses whether systems claiming
autonomy exhibit the capabilities defined by the Autonomy Criteria .

- Chapter 3 applies the validated criteria to selected techniques and approaches
within the MITRE CREF. This analysis determines which CREF components can be
autonomously realised and what capabilities are required for such transformation.
This step lays the groundwork for the development of A-CREF.

- Chapter 4 outlines refinements of A-CREF and proposes research directions to
advance the formalisation of autonomous resilient systems by design.

This integrated structure ensures that the development of A-CREF is both theoretically

grounded and practically validated, offering a robust pathway towards autonomous cyber
resilience system engineering by design.
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2 Autonomy Criteria

This chapter develops criteria — referred to as the Autonomy Criteria— used to define the
foundational capabilities that allow a system to function autonomously. In Section 2.1, this
criteria is initially derived from well-established definitions of autonomy. These sources
provide a conceptual basis for identifying the core capabilities that characterise autonomous
systems. To validate this criteria, a literature review was conducted in Section 2.2, focusing
on real-world systems that claim to exhibit autonomous behaviour, while also highlighting
instances where claims of autonomy may be overstated or inconsistently applied in practice.
This two-step approach ensures that the criteria are both theoretically grounded and
empirically supported, enhancing their relevance and applicability to the evaluation of CREF
components.

2.1 Autonomy Criteria Establishment

The absence of a universally accepted definition of what constitutes an autonomous system
is evident [16]. In response to the growing adoption of autonomous capabilities in military
systems, NATO published a report series in 2015 [17]. Herein, they address the challenges
associated with autonomous systems — among them, the persistent lack of clarity
concerning what autonomy entails within systems. Based on their findings, NATO defines an
autonomous system as a system that is [17]:

¢ capable of understanding higher-level intent and direction.
From this understanding and its perception of its environment,
such a system can take appropriate action to bring about a desired state.
It /s capable of deciding a course of action, from a number of alternatives, without
depending on human oversight and control, although these may still be present. ‘

While such definitions offer a useful starting point, they often remain abstract and open to
interpretation. Therefore, to meaningfully assess whether a system can function
autonomously, it is necessary to translate this conceptual definition into practical, evaluable
criteria. This section proposes such a framework — the Autonomy Criteria — consisting of
two parts: preconditions (Subsection 2.1.1) which determine whether the concept of
autonomy is relevant to a given system, and capabilities (Subsection 2.1.2) which specify
the functional abilities a system must demonstrate to be considered autonomous.

2.1.1 Preconditions

Prior to assessing whether a system can be altered to function autonomously, it is essential
to determine whether the concept of autonomy is relevant in the system’s operational
context. Autonomy may not be meaningful or necessary in every system; therefore the
relevance must be established prior to applying the Autonomy Criteria . To support this, two
preconditions are proposed to evaluate the appropriateness of considering autonomy for a
given system (component), namely the presence of dynamic behaviour and environmental
variability [18].

Implementing autonomy in systems that do not require dynamic behaviour — where
operations are not impacted by changes in internal or external conditions — offers limited
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practical benefit. Autonomy is fundamentally intended to enable adaptive decision-making
in response to varying conditions. When a system operates in a static manner without the
need for situational responsiveness, the added complexity and resource demands of
autonomy are unjustified.

Furthermore, deploying autonomy in fully predictable and stable environments lacks merit.
Autonomy proves valuable in contexts where environmental uncertainty or variability
necessitate real-time adaptation and decision-making. In contrast, static environments —
where inputs and outcomes are known in advance — are better served by rule-based
automation or scripted logic. Introducing autonomy in such settings increases system
complexity without delivering proportional gains in performance or flexibility.

In the absence of variability and within static, predictable environments, autonomy
becomes redundant. Introducing autonomous capabilities in such settings adds
unnecessary complexity, at the expense of system transparency and maintainability —
especially when simpler solutions would suffice [19]. Moreover, it diverts valuable resources
that could be more effectively used elsewhere. Therefore, careful assessment of the
environment and system requirements should precede any decision to implement
autonomy. These preconditions serve as preliminary filters, ensuring that autonomy is only
considered in contexts where it is functionally and operationally relevant.

2.1.2 Capabilities

Song et al. [20] conducted an exploratory study combining insights from literature and
practitioners to conceptualise autonomous systems. Despite again the lack of a universal
definition, Song et al.’s framework and NATO’s findings show convergence on four
fundamental capabilities that characterise a system autonomous. Specifically, an
autonomous system is generally expected to be capable of carrying out — without human
intervention — the capabilities identified in Table 2.1. To enhance conceptual clarity and
ensure alignment with established engineering frameworks, these four autonomous
capabilities have been mapped to the MAPE-K loop.

Table 2.1: The four capabilities that are required for a system to function autonomously.

Capability | MAPE-K Component ‘ Definition

The system continuously perceives and
interprets internal states and external
environmental conditions, maintaining a
contextual model of its operational domain.

Awareness Monitor + Knowledge

The system evaluates multiple courses of action
based on its goals, current state, and
environmental inputs, selecting the most
appropriate strategy.

Decision Making | Analyse + Plan

The system modifies its behaviour over time by
Adaption Whole control loop learning from outcomes and adjusting its
strategies to improve performance.

The system carries out selected actions
Actuation Execute autonomously to achieve its goals, interfacing
with physical or digital components as needed.
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2.2 Literature study

To identify relevant literature, a structured approach based on the principles of Systematic
Literature Review (SLR) has been developed. This methodology ensures transparency,
repeatability, and comprehensiveness in the selection and analysis of sources. To enhance
efficiency and scalability, artificial intelligence (Al) has been integrated into several stages of
the process.

An overview of the SLR-based approach is presented in Figure 2.1. In this figure, the dashed
orange boxes indicate the specific steps where Al tools were employed. The approach is
divided into three sequential stages: search, screen, and analyse.

In the search stage (Subsection 2.2.1), relevant keywords and information sources are
identified. These form the basis for constructing a targeted search query aimed at retrieving
a broad, yet relevant, set of publications.

The screening stage (Subsection 2.2.2) involves the application of predefined inclusion and
exclusion criteria to filter the initial set of results, ensuring that only the most relevant and
accessible publications were retained. To structure the screening process, the open-source
machine learning tool ASReview? was employed. ASReview facilitates title and abstract
screening through an active learning approach, wherein users manually label the relevance
of records. The system continuously updates its ranking based on these inputs to prioritise
potentially relevant studies. Additionally, the platform allows users to tag and annotate
documents during the screening process. Although ASReview supports the use of stopping
heuristics — such as ceasing screening after encountering a specified number of consecutive
irrelevant records — no such heuristic was applied in this case.

In the analysing stage (Subsection 2.2.3), a review prompt was developed. This serves as a
structured prompt for a large language model (LLM) — in this case, Microsoft CoPilot® — to
extract key elements from the selected literature. The resulting content was then used as
validation input for the identified foundational capabilities of autonomous system.

2.2.1 Search

Figure 2.2 provides a schematic overview of the selected keywords and their construction. To
identify relevant keywords for the literature study, the initial focus was placed on ensuring
that the selected publications explicitly addressed systems. As such, a primary inclusion
criterion was that the abstract must contain the term system. This requirement was
intended to filter out literature that centred on peripheral elements such as applications,
datasets, or services.

Furthermore, emphasis was placed on selecting literature that discusses deployed systems
rather than purely conceptual or theoretical models. This decision was made to ensure that
the extracted capabilities reflect practical, real-world implementations of autonomy,
thereby enhancing the relevance and applicability of the resulting Autonomy Criteria .

2 Smarter Systematic Reviews with Open-Source Al | ASReview
3 Microsoft CoPilot

)TNO Public 11/33


https://asreview.nl/
https://copilot.microsoft.com/

) TNO Public ) TNO 2025 P12764

I Select keywords & Construct Query I

Scopus IEEE Springerlink
(n = 3382) (n = 351) (n = 150)

v

SEARCH

\

_— L _— L _— L _— L _— L _— L _— L _— L 1
I Title and Abstract Scanning
(n = 226) [

' Exclusion non-English
(n = 149)
' Exclusion before year 2000
Initial number of (n=1762)
articles
n = 3884 i -
= ( ) = Exclusion non-journal
w (n = 1675)
[a e
O
wn
' Exclusion non-Engineering
(n =1072)

* Exclusion not passing criteria
Number of articles (n = 25)

|

[ included
I (n=181)
—

* | Duplicates |

(n=2)

Analysed articles
I (n = 54) I

|
! |
[ [
| '
I I
! |

Figure 2.1: Overview of the used SLR-primary based approach to identify relevant literature in order to set up
the Autonomy Criteria . Here, the orange dashed boxes are steps with Al involvement.

To ensure the literature specifically addresses autonomous systems, the search strategy
was refined to target publications that explicitly combine the terms autonomous,
automated, or unmanned with system. This adjustment strengthens the focus on systems
where autonomy is not merely conceptual but is operationalised through concrete
technological mechanisms. While ideally such criteria would be applied independently of the
term system to capture a broader spectrum of automation-enabling technologies (e.g.,
artificial intelligence, machine learning, self-* capabilities), the current approach prioritises
precision to maintain a clear and consistent scope.
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Hence, the keyword search query was as follows:

ABS( “autonomous system” OR “automated system” OR “unmanned system”) AND
NOT TITLE-ABS-KEY ( algorithm OR method OR methodology OR approach OR model
OR technique OR "theor*" OR conceptual OR strategy OR framework OR review
OR survey OR application OR service OR software OR tool OR program OR
dataset OR database OR function OR chatbot OR simulation )
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Figure 2.2: A schematic overview of the selected keywords, their construction and inclusion / exclusion.
Primary keywords, represented by hexagons, serve as the basis for identifying related terms, shown as ovals.
Blue solid lines indicate terms that were included in the search strategy, while red dotted lines denote those
that were explicitly excluded.

The databases Scopus, IEEE Xplore, and SpringerLink were selected for the literature search
due to their broad coverage of relevant fields as well as their technical compatibility with
ASReview through CSV export functionality. These platforms also support advanced
querying, allowing for precise and replicable search strategies. While other databases such
as Elsevier ScienceDirect or ACM Digital Library may also contain relevant material, they
were excluded due to limited export options or incompatible interfaces. This may have
excluded potentially relevant literature; however, the selected databases are considered
sufficiently comprehensive for the scope and objectives of this study. The exact search
queries used for each database are provided in Appendix A.

2.2.2 Screen

Prior to screening titles and abstracts, an initial set of inclusion / exclusion criteria was
applied to the results returned by the search query. This preliminary filtering step was
undertaken to ensure that only high-quality, relevant, and contextually appropriate
literature was considered in the subsequent analysis. The following categories of results
were excluded from screening:

- Non-English Publications: Only papers written in English were included. This
restriction is justified by the need to ensure accurate interpretation and consistent
analysis of the literature. While valuable research is published in many languages,
the vast majority of high-impact academic work is published in English. Additionally,
limitations in translation resources could introduce interpretation bias or reduce
analytical depth.
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- Publications prior to 2000: Only papers published from the year 2000 onward were
considered. This cut-off was selected to ensure the relevance of the technological
context. Autonomous systems have evolved significantly in the past two decades,
and earlier works often reflect outdated assumptions, limited computing
capabilities, or technological constraints that no longer apply. By focusing on post-
2000 literature, the analysis remains grounded in contemporary concepts,
challenges, and system architectures.

- Non-Journal Publications: Only peer-reviewed journal articles were included. This
decision is based on the nature of journal publications, which generally represent
more mature research. Journal articles typically undergo a more extensive peer-
review process than conference papers, often involving multiple rounds of review,
critical feedback, and substantial revisions. As such, they tend to provide more in-
depth theoretical grounding, comprehensive evaluations, and broader
contextualisation of results. Given the objective of developing well-founded and
stable criteria for autonomy, journal publications offer a more reliable and
authoritative knowledge base. While conference papers are valuable for highlighting
emerging ideas, their often-preliminary nature makes them less suitable as a
foundation for long-term conceptual frameworks.

- Non-Engineering Field: Only papers situated within the field of engineering were
considered. This restriction is justified by the substantial variation in how the
concept of autonomy is defined across disciplines. For example, in fields such as
biology, psychology, or philosophy, autonomy often refers to self-regulation, moral
agency, or personal independence — definitions that differ fundamentally from the
system-level autonomy considered in this study. To maintain conceptual clarity and
ensure relevance to the technical domain of autonomous systems, the focus is
limited to definitions and frameworks grounded in engineering.

The titles and abstracts of the remaining results were screened using ASReview. No stopping
heuristic or sampling strategy was applied. Instead, the full set of results was manually
screened. During this process, each paper was evaluated to determine whether the system
discussed was a real-world or deployable system, and whether it claimed to incorporate
specific functionalities or design principles intended to enable or enhance system autonomy.

2.2.3 Analyse

The screened results were analysed using the LLM CoPilot through the application of a
structured review prompt, which is detailed in Appendix B. This prompt consists of two main
components: a general section and a content-specific section. The general section is
designed to extract basic metadata from the article, such as the title and author(s), to verify
that the LLM has correctly identified the intended document. Following this verification, the
article is subjected to a relevance assessment. This assessment evaluates whether the paper
(1) discusses a deployed system, (2) introduces functionalities that enable autonomy within
that system, and (3) treats these functionalities as a central element of the paper’s
contribution. If all three criteria are met, the article qualifies for further in-depth analysis.

For the in-depth analysis, the LLM was tasked with identifying the components introduced
by the system to enable or enhance autonomy. It extracted the specific functionalities these
components contribute and attempted to map them to four predefined capabilities:
Awareness, Decision-Making, Adaptation, and Actuation. This automated mapping served as
a preliminary classification. Subsequently, a manual review of each article was conducted to
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verify the identified components and functionalities. During this review, the initial mappings
were critically assessed and revised where necessary. To facilitate cross-domain
comparison, the extracted functionalities were further abstracted into generalised
capabilities. The consolidated results of this analysis are presented in Figure 2.4.

Awareness

Figure 2.3: Venn diagram showcasing how the four capabilities — Awareness, Decision-Making, Adaption
and Actuation — are distributed across the 54 analysed systems in the literature study.

I Decision-Making I Actuation

As illustrated in Figure 2.3, while all systems exhibit a certain form of Awareness, only 46%
demonstrate all four identified capabilities. This indicates that the claim of autonomy is not
self-evidently associated with the other three capabilities. The remaining 54% lack one or
more capabilities, suggesting that claims of autonomy may be either overstated or narrowly
defined.

For instance, systems lacking Adaption were found in high-precision or safety-critical
domains, such as self-driving vehicles, assistive robots and healthcare technologies. This
absence reflects the ongoing concern that dynamic learning mechanisms may introduce
unacceptable risks in these contexts. Although such systems may operate autonomously
within tightly controlled environments, their rigidity constrains broader applicability.

Similarly, systems without Decision-Making capabilities typically function as supportive tools.
These systems assist or enhance human-led decisions but do not independently select
actions, thereby falling short of full autonomy. Examples include detectors and resource
optimisation tools.

Notably, in systems tasked with physical operations — such as parking or assembly —
Actuation capabilities were often missing. These systems exhibited cognitive competence
but remained operationally passive, relying on external components to execute decisions.
This raises questions about the completeness of their autonomy. Likewise, systems that
possess only Awareness and Decision-Making are limited to interpretation and reasoning,
without the ability to adapt or act. Such systems are better classified as decision-support
tools rather than autonomous agents.

Hence, this analysis underscores the necessity of all four capabilities for a system to be
considered fully autonomous. Each capability contributes a distinct and essential function.
In the absence of any one, a system may still be intelligent or useful, but it cannot be
regarded as fully autonomous. This framework not only delineates the boundaries of
autonomy but also offers a structured basis for evaluating future systems and their claims.
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Figure 2.4: Word cloud visualisation of generalised functionalities — found in the analysed literature —
categorised under the four identified capabilities: Awareness, Decision-Making, Adaption and Actuation.
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3

3.1

A-CREF

This chapter outlines the steps taken towards the development of A-CREF — a framework
designed to support the engineering of systems that are resilient by design and capable of
achieving this resilience autonomously. Section 3.1 outlines the first step towards the
construction of A-CREF. Then, Section 3.2 applies this step.

Establishing the basis for A-CREF

To initiate the development of the A-CREF, the CREF components are redefined in terms of
the identified autonomous capabilities. As discussed in Subsection 1.2.1, this redefinition is
intentionally not applied at the level of goals and objectives. These high-level components,
while essential for strategic alignment, do not encapsulate functional implementation
details. Autonomous capabilities, by contrast, are inherently tied to implementation-level
constructs. This mismatch in abstraction levels justifies excluding goals and objectives from
direct mapping to the Autonomy Criteria .

Instead, the focus is on the technique and approach levels within CREF. While the approach
level often reflects partial implementations or combinations of MAPE-K functions, it lacks the
granularity and completeness required to assess autonomy effectively. Autonomy in cyber
resilience is not merely about the presence of individual MAPE components, but about the
orchestration of these components into coherent, self-governing functions.

Therefore, the technique level is the most appropriate component for applying the complete
Autonomy Criteria . Techniques typically represent fully specified functions that can
independently be evaluated for their capacity to operate autonomously. By assessing
autonomy at the technique level, actionable insights are gained into which functions require
augmentation — such as awareness, decision-making, or adaptive execution — to become
truly autonomous.

While the Autonomy Criteria includes preconditions, these are primarily relevant when
assessing whether it is meaningful or feasible to make a system autonomous. However, in
the context of applying the autonomy criteria at the technique level, such preconditions can
be reasonably omitted. This is because techniques are abstracted from specific deployment
contexts and are evaluated primarily on their functional completeness and autonomy-
enabling characteristics.

Criteria applied to MITRE CREF Techniques

To illustrate how autonomy can be integrated within the CREF techniques, the conceptual
model of the ‘autonomy technique’ is introduced. Figure 3.4 depicts the generic autonomy
technique for each CREF technique, derived by applying the Autonomy Criteria . As
established in Subsection 2.1.2, the capabilities align with the MAPE-K loop, providing a
structured lens through which the interaction of autonomous capabilities can be
understood. This alignment supports the positioning of each capability within the conceptual
model.
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Figure 3.1: A conceptual model of the autonomous loop for each MITRE CREF technique, illustrating how to enable autonomy within the technique.
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Figure 3.2: A conceptual model of the autonomous loop for each MITRE CREF technique, illustrating how to enable autonomy within the technique (continued).
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Figure 3.3: A conceptual model of the autonomous loop for each MITRE CREF technique, illustrating how to enable autonomy within the technique (continued).
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Figure 3.4: A conceptual model of the autonomous loop for each MITRE CREF technique, illustrating how to enable autonomy within the technique (continued).
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These models serve as a foundation for assessing the autonomy potential of each CREF
technique and identifying implementation gaps. Important to emphasise is that these
models are not prescriptive or exhaustive. They represent a possible pathway to autonomy,
abstracted to remain broadly applicable across different domains. Other architectures or
mechanisms may also support autonomy, depending on system constraints, operational
environments, or technological maturity.

Moreover, the autonomy techniqgues may exhibit overlap in their components. In practice,
multiple techniques can be informed by a shared capability — such as a system-wide
component that maintains and disseminates state awareness across all autonomous
functions. This shared informational backbone enables coordinated decision-making and
adaptation, reinforcing the system’s overall resilience.

Such design philosophy is reflected in the techniques of Contextual Awareness and
Analytical Monitoring, which inherently lack actuation capabilities. As a result, based on the
definition of autonomy, they cannot be fully autonomised in isolation. However, their role is
foundational: they provide the critical input and situational understanding required for the
other techniques to function autonomously. In this sense, they act as enablers of autonomy
rather than autonomy techniques themselves.

Furthermore, the autonomy technigues offer a structured lens for positioning CREF
approaches within the techniques. Yet, it is important to recognise that many approaches do
not align exclusively with a single (autonomous) capability. Instead, they often span
multiple capabilities on their implementation and context. This multidimensional nature
complicates straightforward classification and suggests that further research is needed to
refine the criteria for positioning approaches within the loop.

In fact, this complexity may indicate that the MITRE CREF is not necessarily the most optimal
foundation for developing A-CREF. A more suitable framework might require a
reconfiguration or integration of multiple resilience engineering models to better
accommodate the dynamic and overlapping nature of autonomous functions. Such
refinements would support a more precise and adaptable operationalisation of autonomy in
cyber resilience engineering.
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A

4.1

4.2

Improvements & Future
Directions

This chapter presents a set of suggestions to enhance the initial steps taken towards the
Autonomous Cyber Resilience Engineering Framework (A-CREF), as briefly introduced in
Section 4.1. These suggestions aim to refine the framework’s conceptual foundations,
expand its applicability, and address observed limitations. In Section 4.2, potential future
directions are outlined to guide continued development of A-CREF. Together, the
improvements and future steps form a roadmap for evolving A-CREF into a robust and
adaptable framework for autonomous cyber resilience.

Enhancing Current Work

Granularity of Autonomous Capabilities

While the current framework adopts a high-level categorisation of autonomous capabilities,
alternative models such as the Root Autonomous Capabilities (RACs) proposed by NIST offer
more granular breakdowns [21]. For instance, Awareness may be decomposed into
perceiving, sensing, and communicating. Exploring these finer-grained categories could
improve the precision of autonomy assessments and better capture the nuances of
implementation. Future iterations of A-CREF should experiment with such decompositions to
determine whether they offer more suitable mappings for identifying autonomy potential.

Integration Alternative Resilience Framework

Although the MITRE CREF serves as the foundation for this work, other resilience engineering
frameworks exist and may offer complementary perspectives. As briefly discussed in Section
1.2, these frameworks vary in scope, structure, and emphasis. A more in-depth comparative
analysis is needed to evaluate whether a hybrid approach — combining elements from
multiple frameworks — or an alternative foundation may be more appropriate for guiding
autonomous cyber resilience engineering. This could lead to a more flexible and domain-
adaptable A-CREF.

Future Research Directions

Integration ACR Design Principles

In [22], six design principles for ACR are introduced, including nested defence, which
distinguishes between fast-reactive (System I) and slow-deliberative (System II) layers.
Future work should explore how these principles can be embedded within A-CREF — either
as foundational design elements or as complementary guidance alongside the ACR. This
could enhance the framework’s applicability to real-world system architectures.
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Technological Enablers and Flexibility

While this work identifies the autonomy potential of CREF techniques, realising autonomous
resilience in practice requires identifying the technological enablers for each capability.
These may include Al agents, orchestration platforms, or adaptive control systems.
Moreover, the framework must remain flexible to accommodate emerging technologies. For
instance, the rise of agentic Al — though not yet mature — could significantly expand the
scope and feasibility of autonomous functionality.

Autonomy Across Resilience Order

Literature suggests that resilience strategies can be organised into first-order (robustness),
second-order (short-term), and third-order (long-term) resilience [23]. Investigating how
autonomy manifests differently across these orders could provide deeper insight into the
design and evaluation of autonomous systems. For example, autonomy in third-order
resilience may require more strategic planning and learning capabilities than in first-order
robustness.

Balancing Operational Goals and Costs

As highlighted in [24], enabling resilience involves trade-offs between operational goals and
costs. A similar quantitative analysis should be conducted for autonomous resilience,
examining how autonomy affects system performance, resource consumption, and risk
exposure. This would support informed decision-making in system design and deployment.

Domain-Specific Criteria Variation

Autonomous resilience requirements may vary significantly across domains such as
telecommunications, healthcare, and finance. Research is needed to determine how generic
the Autonomy Criteria can remain while still being effective across sectors. For example,
real-time autonomy may be feasible in telecom but constrained in healthcare due to
regulatory oversight. Including domain-specific examples could help illustrate these
differences and guide tailored framework adaptations.
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Appendix A

Search Query

This appendix presents the search queries provided to the respective databases. Section A.1
displays the query used for Scopus and SpringerLink. Section A.2 outlines the query applied
to the IEEE database.

A.1 Scopus & SpringerLink

PUBYEAR > 1999 AND ABS( “autcnomous system” OR “automated system” OR “unmanned
system” ) AND NOT TITLE-ABS-KEY ( algorithm OR method OR methodology OR approach
OR model OR technique OR "theor*" OR conceptual OR strategy OR framework OR review OR
survey OR application OR service OR software OR tool OR program OR dataset OR database
OR function OR chatbot OR simulation) AND ( EXCLUDE ( AFFILCOUNTRY,"United States" ) )
AND ( EXCLUDE ( PREFNAMEAUID,"undefined" ) ) AND ( LIMIT-TO ( DOCTYPE,"cp" ) OR
LIMIT-TO (DOCTYPE,"ar" ) ) AND ( LIMIT-TO ( SUBJAREA,"COMP" ) ) AND ( LIMIT-TO (
LANGUAGE,"English" ) )
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A2

IEEE

("Abstract":"autonomous system " OR "Abstract":"automated system" OR
"Abstract":"unmanned system")

AND NOT

(("Abstract™:"algorithm™" OR "Abstract":"method" OR "Abstract":"methodology" OR
"Abstract":"approach" OR "Abstract™:"model" OR "Abstract":"technique" OR
"Abstract":"theor*" OR "Abstract":"conceptual" OR "Abstract":"strategy" OR
"Abstract":"framework" OR "Abstract":"review" OR "Abstract™:"survey" OR
"Abstract":"application” OR "Abstract":"service" OR "Abstract™":"software" OR
"Abstract":"tool" OR "Abstract":"program" OR "Abstract":"dataset" OR
"Abstract":"database" OR "Abstract™:"function” OR "Abstract™:"chatbot" OR
"Abstract":"simulation™)

OR

("Index Terms":"algorithm" OR “Index Terms":"method" OR "Index Terms":"methodology"
OR "Index Terms™":"approach"” OR "Index Terms":"model" OR "Index Terms":"technique"
OR "Index Terms":"theor*" OR "Index Terms":"conceptual” OR "Index Terms":"strategy"
OR "Index Terms":"framework" OR "Index Terms":"review" OR "Index Terms":"survey" OR
"Index Terms":"application" OR "Index Terms™:"service" OR "Index Terms":"software" OR
"Index Terms":"tool" OR "Index Terms":"program" OR "Index Terms":"dataset" OR "Index
Terms™"database™ OR "Index Terms":"function” OR "Index Terms":"chatbot" OR "Index
Terms™"simulation™)

OR

("Document Title":"algorithm™ OR "Document Title™:"method" OR "Document
Title":"methodology" OR "Document Title":"approach"” OR "Document Title";"model" OR
"Document Title": "technique" OR "Document Title":"theor*" OR "Document
Title":"conceptual" OR "Document Title":"strategy" OR "Document Title":"framework" OR
"Document Title":"review" OR "Document Title":"survey" OR “"Document
Title":"application” OR "Document Title":"service" OR "Document Title":"software" OR
"Document Title":"tool" OR "Document Title":"program" OR "Document Title":"dataset"
OR "Document Title":"database" OR "Document Title":"function" OR "Document
Title":"chatbot" OR "Document Title":"simulation")

OR

("Publication Title":"algorithm™" OR "Publication Title":"method" OR "Publication
Title":"methodology" OR "Publication Title":"approach" OR "Publication Title":"model" OR
"Publication Title™:"technique" OR "Publication Title":"theor*" OR "Publication
Title":"conceptual" OR "Publication Title":"strategy" OR "Publication Title":"framework" OR
"Publication Title":"review" OR "Publication Title":"survey" OR "Publication
Title":"application" OR "Publication Title":"service" OR "Publication Title":"software" OR
"Publication Title":"tool" OR "Publication Title":"program™" OR "Publication Title":"dataset"
OR "Publication Title":"database" OR "Publication Title":"function" OR "Publication
Title":"chatbot" OR "Publication Title":"simulation" ))
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Appendix B
Review Prompt

In this appendix, the review prompt is provided that has been used as prompt fed into
CoPilot to extract details on a specific paper.

) TNO Intern

First of all, you do not need to have answers, be restrictive. When
answering question, use only the information from the research paper
provided. Be critical, it is not obliged that the answer is present.
If you cannot find an answer based on the given paper, please respond
with “The research paper does not contain a clear answer to this
question.”

1 GENERAL INFORMATION

(1.1) Author(s)

(1.2) Name of journal

(1.3) Publication year

(1.4) Domain

(1.5) Relevance of the study, please answer with YES or NO (Relevance
of the paper for answering the research question based on the
following categories):

A: Considers a deployed system

B: Introduces an autonomous aspect

C: Mentions what the introduction of the autonomous aspect adds for
capabilities to the system

2 DEPTH:

(2.0) Phrase the system (including purpose) in 3-5 words

(2.1) Which/What components were added to the system to achieve
autonomy

(2.2) What autonomous functionality was achieved by introducing the
component identified in (2.1).

(2.3) Classify the functionality under (Awareness ; Decision-Making ;
Adaption ; Actuation). Preferably, assign each functionality to a
single concept but if it more suitable to assign it to more, please
do so and give a short argument why. Please be aware that you are not
forced to be able to classify functionalities under a concept. If you
are not able to please respond with “Unable2Map”.

Order DEPTH (2.1), (2.2) and (2.3) in a single tabular format.

The research paper:
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