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1.1

Introduction

In work package 2 of the quantiAGREMI project? TNO committed itself to tasks A2.1, A.2.2 and
A2.3, the details of these tasks are given in Appendix A.

In these tasks, TNO has installed, calibrated and tested a set-up for mobile remote
measurements of ammonia emissions from livestock, in addition to its mobile set-up for
estimates of methane and nitrous oxide emissions. In this report, TNO describes the detailed
results of this work. The key conclusions of Chapters 2, 3 and 4 are input to deliverable reports
D2, D3 and D4, respectively, of the quantiAGREMI project.

Challenges in NH3 analyzer calibration

Ammonia (NHs) is a reactive and highly variable atmospheric species that plays a central role
in nitrogen deposition, secondary aerosol formation, and air-quality management (Nair & Yu,
2020; Fehsenfeld et al., 2002). Accurate measurement of NH; remains technically challenging
because the molecule readily adsorbs onto instrument surfaces, exhibits strong humidity-
dependent behavior, and is often present at low concentrations near instrument detection
limits (Pogdny etal.,2016; Pollack etal.,2019; Twigg etal.,, 2022). These challenges place
exceptional importance on robust, traceable calibration procedures for both open-path and
closed-path NH; analyzers (Macé et al.,, 2022; Pogdny et al., 2016; Norman et al.,,2008).

Closed-path analyzers enable the use of controlled calibration gases, such as permeation-
tube standards, dynamic dilution systems, and certified cylinders, and therefore allow
laboratory-based multi-point calibrations with well-defined uncertainty. However, they are
sensitive to inlet losses, memory effects, and environmental conditions (Lemes et al., 2023;
Pollack, et al., 2019). Open-path analyzers avoid inlet artifacts but cannot be calibrated
through direct gas injection; instead, they rely on indirect methods including co-located
reference instruments, controlled releases, or comparative field tests (Lemes etal., 2023,
Macé et al., 2022), or converted the open-path system into a close-path one during calibration
phase (Wang et al, 2021).

Despite substantial progress, multiple literatures indicate that calibration practices remain
highly heterogeneous, with limited standardization across platforms (Nair & Yu, 2020; Twigg
etal, 2022; Pogdny, et al.,, 2016). Common issues include traceability at low concentrations,
humidity corrections, inlet loss quantification, and uncertainty reporting (Pogany et al.,2016;
Pollack et al., 2019; Macé etal., 2022). A clear synthesis of current calibration approaches,
challenges, and gaps is therefore essential to guide instrument deployment, ensure data
comparability, and support future improvements in NH; monitoring networks.

This report focuses on the results of the calibration of the open-path NH; gas analyzer
HT8700E from Healthy Photon? with the Reference Gas Mixture (RGM) system developed in
quantiAGREMI by Van Swinden Laboratory (VSL), the National Metrology Institute of the
Netherlands (Pogany et al., 2025). The RGM can deliver air with controlled concentration levels
of NH; and controlled humidity levels to a measurement unit through aninlet line. To calibrate
the open-path HT8700E, the path of the laser beam needed to be enclosed in a glass cell to

? https://www.uknml.com/our-programmes/metpart-guantiagremi/
2 Open-path NH3 Analyzer-Healthy Photon Co., Ltd.
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1.2

offer a controlled concentration. Besides the calibration of the HT8700E for mobile
applications, also a similar HT system for measuring NHs fluxes, owned by TNO, was tested in
the lab for comparison.

During the flux measurement campaign of quantiAGREMI work package 3, in September-
October 2024 at a dairy farm in the Netherlands, mobile measurements transects were driven
with the TNO measurement truck and the HT8700E system mounted. Before and after these
drives, the HT8700E was calibrated in-field with the RGM-system. Additionally, a HT8700E
from the UK Centre for Ecology & Hydrology (UKCEH) and two closed-path TILDAS Compact
Single Laser Ammonia Analyzers from Aerodyne?, owned by UKCEH and Johann Heinrich von
Thinen Institute (vTI) were calibrated in-field during this campaign.

TNO mobile remote farm measurements
(Task 2.1)

The Netherlands hosts approximately 18 million livestock animals, making agricultural
emissions a major contributor to ammonia and methane levels in the atmosphere. These
emissions negatively impact biodiversity in nearby nature reserves and contribute to climate
change (Chen et al., 2025; Van der Zee, et al., 2022). Remote measurement methods offer the
potential to assess total farm emissions, including those from non-standard sources on the
farm terrain such as manure storage and ventilation leaks, without requiring direct access to
the farm premises. Additionally, remote measurements provide a fast extra reference method
in cases where in-barn measurements, the standard, are difficult to apply, such as strongly
naturally vented barns.

Figure 1.1: Schematic representation of a transect drive conducted at a livestock farm during remote mobile
measurements. The CH, and NH; concentrations measured during multiple transects are used to estimate the
corresponding emission rates of the farm.

For these reasons, TNO developed a remote mobile measurement technique that enables fast
methane (CH,) and ammonia (NHs) emission estimates of livestock barns. The method makes
use of a truck with trailer that makes mobile transect drives through the “emission plume”
from the barn, which arises because the wind blowing over and through the barn picks up the
substances emitted from it (Figure 1.1). As a reference, to later on eliminate the effects of
turbulence and dispersion in the calculations, a gas bottle of nitrous oxide (N,O) with a known
emission rate in g stis placed in front of the barn of which the emission rate will be estimated.

 https://aerodyne.com/wp-content/uploads/NH3.pdf
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1.3

During these drives, ambient air is drawn in through an inlet on top of the mobile truck and
transported via intake lines to a Tunable Infrared Laser Direct Absorption Spectroscopy
(TILDAS) Dual Laser Tracer Gas Analyzer from Aerodyne“. The instrument measures methane
(CH4) and nitrous oxide (N,O) concentrations at a frequency of 1 Hz within an optical
absorption cell. This configuration, in which the sampled air continuously flows through an
enclosed measurement cell, is referred to as a 'closed-path' system.

Figure 1.2: The HT8700E ammonia measurement instrument from Healthy Photon mounted on top of the
truck trailer under a specially designed metal hood for rain protection.

Also closed-path mobile NH; measurements were tested at the beginning of the
quantiAGREMI project, using the mid-infrared laser absorption spectroscopy system from
MIRO Analytical®. The use of a closed-path system is, however, challenging for this application:
the “stickiness” of ammonia causes the measured concentration signal to be smeared out in
time, due to adsorption and desorption in the inlet lines and the optical cell of the instrument.
For this reason, an open-path ammonia measurement instrument, the HT8700E was placed
on the roof of the truck, which resolved this problem and resulted in real-time ammonia
measurements at a frequency of 10 Hz and a concentration detection limit and resolution of
0.3 ppb.

The CH,4, NH3 and N,O concentrations measured during these back-and-forth transects were
used to estimate the corresponding emission rates of the dairy farm using the Tracer
Dispersion Method (TDM) (Hensen et al., 2009). In the TDM, by assuming the same dispersion
for all three gases and knowing the emission rate of the N,O tracer, farm emission rates of
CH, and NH; can be calculated by taking the ratios of their measured concentrations and
those of the N,O tracer. In chapter 4, the use of the TDM-method for the estimation of farm
emissions and the associated uncertainties in the calculated values will be discussed in more
depth.

Outline of the report

The following research questions will be addressed in this report, followed by a short chapter
summarizing the conclusions as input for deliverables D3 and D4 of quantiAGREMLI:

Lab calibration of the HT8700E (Chapter 2)

4 Dual.pdf
*Home - MIRO Analytical
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Is the VSL RGM system well-suited for calibration of the newly developed open-path
ammonia instrument HT8700E?

Are the results of the calibration repeatable?
Does it matter whether an upward or a downward series of concentrations is used?

Is the calibration result influenced by other ambient factors, such as relative humidity
and/or temperature?

Field calibration of the HT8700E and NH; instruments from partners (Chapter 3)

Is there a difference in the RGM calibration results in the lab and in the field?
Are the calibration results different before and after a mobile drive of plume transects?
Are the measured concentration values temperature dependent?

Can the RGM also be used for the calibration of other NH; measurement instruments in
the field?

TDM emission estimates from mobile measurements (Chapter 4)

) TNO Public

What is the uncertainty in the NH; and CH, emission estimates of a dairy farm based on
remote mobile measurements using TDM?

What is the effect of the new NHjs calibration results on these emission estimates?

How do choices made during the mobile drive, such as tracer flow, tracer placement,
measurement distance and number of transects, affect the emission estimates? How
much do these contribute to the uncertainty in the emission estimates?

Are there external parameters during the mobile drives that have a relevant effect on the
emission estimates, such as the weather conditions (wind speed and direction, humidity
level, temperature) or background concentration levels? How much do these contribute
to the uncertainty in the emission estimates?

7178
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2

2.1

Laboratory calibration
(Task 2.2)

Calibration set-up and method (A2.2.1)

The first lab calibration of the HT8700E from the truck trailer (after this referred to as “mobile
HT”) with the high dilution RGM system from VSL (after this referred to as the “RGM”) was
performed in the TNO lab in Petten on September 19, 2024.

For this test, the mobile HT was mounted horizontally on a table, with the laser path enclosed
by a glass cell that was fixed airtight in between the body of the HT and the mirror holder. On
one end of the glass cell, close to the body, an inlet line from the RGM was connected to the
glass cell, and on the other end of the glass cell an outlet line was connected to the pump.
The RGM provided a range of different NH; concentrations and humidity levels in air and the
flow of the air/NHs; mixture from the RGM through the cell was kept constant. The pressure in
the glass cell was monitored by the built-in sensor of the HT.

A broad range of concentration and humidity settings of the RGM was tested in a few days to
get a first-order estimate of the linearity, repeatability and zero reading of the NH;
measurements of the HT. Based on the results of these elaborate tests, a minimum calibration
protocol for an application in the field was designed by selecting a minimum range of
concentration and humidity settings.

After lab calibration of the mobile HT, also the HT8700E system that is normally used by TNO
for NH; flux measurements (after this referred to as the “flux HT”) was calibrated with the
RGM, using the same set-up described above, but with the HT mounted vertically. This flux
HT was used for almost a year in Dutch Loobos forest for stationary (flux) measurements,
next to the mini-DOAS NHs instrument from RIVM. A preliminary field comparison between

The Reference Gas Mixture (RGM) system from VSL

The dynamic dilution system for the generation of ammonia reference gas from VSL is based on the
dilution using thermal mass flow controllers (MFCs) in two consecutive steps of gravimetrically pre-
pared NHs standards. For the comparison, an NH;s reference mixture was prepared in a 10 L Aculife
IV treated cylinder at 130 bars of pressure. The gas mixture was analysed at VSL, both prior and after
the comparison. For data analysis, the average determined amount fraction NH3 was used (102.43
pmol-mol™?).

The dynamic dilution system is based on two thermal MFCs in the first dilution stage to dilute the
NHs reference mixture up to 400 times with air at a maximum flow rate of 4 L/min. An MFC was
placed at the start of the second dilution stage to sample a portion of this reference gas and dilute
it with dry air and with air that was humidified by passing through a wash bottle filled with milli-Q
water. This allows to dilute the dynamically generated calibration gas another 800 times. Zero air
from a 50 L cylinder was used in this comparison. All MFCs are of the type of EL Flow Prestige by
Bronkhorst B.V. The pressure controllers are of the type of EL-PRESS by Bronkhorst B.V. and have an
operating range of 2 bar (a). The software was developed at VSL in LabView and allows control of
the MFCs based on their calibration that was performed at VSL, registration of MFC performance and
automatic generation of predefined gas mixtures.

The NHs gas mixture can be generated in dry or wet air with a relative expanded uncertainty (k=2)

around 2.7%.

) TNO Public 8/78
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the HT and the mini-DOAS was made based on these data. The lab calibration with the RGM
is to validate whether it is similar to its field calibration results or not.

When all lab calibrations were finished, the RGM was placed in an aluminum travel box for the
field calibration measurements. The field calibrations are discussed in the next chapter. All
calibration settings, indoor and outdoor are shown in Figure 2.1.

NO mobile H

\/

pe

, ; { A A 3 / \ / {N ] f PR
Figure 2.1: From left to right, a) VSL calibration set up at TNO laboratory to do indoor calibration of TNO
mobile HT and flux HT. Note that a closed-glass cell with 3.7 L volume is applied in both HTs during the

calibration period; b) VSL-TNO mobile HT outdoor calibration in TNO; c) UKCEH HT field calibration using RGM
at a Dutch dairy farm during the field campaign in October 2024.

2.1.1 Settings used during lab calibration

The settings used for the calibration runs are given in Table 2.1. For each HT at least 5 levels
of concentrations (including zero) were decided as a minimum for the regression analysis.
Also, because of the different applications, different settings were used for the mobile HT and
the flux HT.

During mobile drives, the mobile HT may encounter NH; concentrations up to 1 ppm, e.g. very
close to or inside a dairy farm, but also values in the 10 ppb range, when further away from
the source. The flux HT is mainly used at nature areas for lower NHs; concentration
measurement, therefore a range of 0 to 200 ppb was selected for the it.

The chosen relative humidity (RH) range should be representative for outdoor measurements
in the Netherlands. The KNMI website® gives an annual average for the Netherlands of > 75%.
In historical meteorological measurement data, diurnal and seasonal RH variations in the
ranging from 30% to 100% were observed between 1990 and 2022. So ideally, three RH
values of 30% (low), 60% (median) and 90% (highest) were used. However, the RGM settings
were limited to 0-55% because of its limited flow rate in the wet air.

% Netherlands: relative humidity 2022 | Statista
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2.2

2.2.1

Table 2.1: Experiment matrix of the RGM settings during lab calibration of the two HT’s. “v”means conducted
calibration settings. VSL raw reading in ppb; HT raw reading in pg/m?, the unit of HT was then converted into
ppb based on the ideal gas law using the environmental temperature and air pressure.

NHs NHs Relative humidity range
concentration concentration
(ppb) (ug/m?3) 0-10% 10-20% 20-30% | 30-40% 40-50% 50-60%
Mobile HT 0 0 v v v
29 20 v v
72 50 v v v
143 100 v v
285 200 v v v v
710 503 v
1262 895 v v v
Flux HT 0 0 v v v
20 14 v v v
50 35 v v v
100 71 v v v
200 141 v v v

Open-path NHs analyzer mobile HT
calibration results (A2.2.5, A2.2.6)

Laboratory calibration of the mobile HT system was conducted from 21 to 23 September
2024. The calibration protocol aimed to establish four stable relative humidity (RH) conditions;
however, initial equipment constraints resulted in moderately unstable RH plateaus at
approximately 7%, 25%, 47%, and 50%. For each RH condition, multiple NH; concentration
levels were evaluated in steps of at least 3 hours, while maintaining a constant flow rate of
3.5Lmin™.

At the highest RH condition (~50%), the full set of NH3 concentrations (0, 29, 72, 143, 285,
710, and 1262 ppb) was examined in both increasing and decreasing sequences. Subsets of
these concentration levels were subsequently repeated at the remaining RH conditions. No
measurements were obtained under fully dry conditions, as VSL data logging ceased before
this range was reached. Throughout the calibration period, laboratory temperature remained
stable between 20 and 24 °C.

Zero calibration at various relative humidity

In Figure 2.2 the zero calibration at two humidity levels is given. Two continuous time periods
were selected during which the HT readings were stable. Within these periods, RH varied from
25% to 50%, but no significant change in HT concentrations is observed. The zero offset
remained stable at 0.36 + 0.1 ppb (Mean * SD).

) TNO Public 10/78
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2.2.2
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Zero calibration of mobile HT at the indoor lab settings. X-axis is month-date and UTC time.

Regression analysis

During HT calibration, the manufacturer’s 3.7 L glass cell with 1500 cm?surface area was used.
At the calibration, VSL flow rate was set at 3.5 L/min constantly, the residence time is
approximately 1 minute if it starts from zero. If it is a well-mixed volume, the concentration
approaches steady state exponentially, however, the cell is not a leak-free system strictly
speaking. Also, when add humid air into the cell, ammonia can be absorbed not only by the
moisture on the cell surfaces but also potentially react with the water vapor. To ensure that
reasonable calibration data were selected only from stable periods, a two-step filtering
approach was tested based on both VSL and HT signal and also environmental conditions (e.g.
RH).

A. Simple filter: stability detection using rolling coefficient of variation

A 30-minute rolling coefficient of variation (CV) was calculated for the VSL and HT signals, as
well as environmental parameters (RH), using six consecutive data points per window.
Indoor calibration temperature changes were relatively small and therefore not considered
as extra filtering factor. Stability criteria were defined as: VSL CV £ 1%, RH CV < 3%, and HT
CV < 3%, reflecting the different noise levels of the signals.

B. Complex filter: tail part & detrend

To account for HT system lag (due to the large cell volume and surface area) at the start of
each stable period, a buffer of 15 minutes (3 data points) was applied at the beginning. After
initial filtering, only the last 1 hour of each stable period (12 data points per period) was
retained as the final stable block. Furthermore, only blocks with no significant upward or
downward trend in HT NHs; or RH were kept; any block showing measurable drift was
discarded. The stability thresholds were set so that HT NH; concentration does not drift more
than 1 ppb per hour and RH does not change more than 1.5% per hour.

This approach ensures that calibration is based on the most stable and representative
measurements, minimizing the influence of transient or drifting fluctuations. A subsequent ¢-
test comparing the slopes and intercepts of the simple (A method above) and final-cleaned
(B method) datasets showed no significant differences between the two methods (p > 0.05),
indicating that using the simpler filtering approach is sufficient in this case. Below 200 ppb,
there seems to be no RH impact on the linear regression anymore. The results for the mobile
HT lab calibration were shown in and

) TNO Public 11/78
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Figure 2.3: Time series of the mobile HT lab calibration data (upper panel): Blue: NHs concentrations (ppb)
offered by the RGM; Green: corresponding NHs concentrations (ppb) measured by the mobile HT; Red: RH-values
offered by the RGM. “Simple cleaned” refers to data processed only with rolling-CV-based outlier removal and
large-variation filtering. “Final cleaned” refers to the last 1 hour of detrended data. The lower panel shows
linear regressions of such methods. The regression equation for the VSL < 200 ppb range is shown in the zoom-
in plot, based on the simple cleaned data set.
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Mobile HT indoor calibration results: linear regressions using 2 different filter methods and the low

concentration range result ( VSL < 200 ppb)

Parameters All RH All RH Mixed RH
(stable) (stable + detrend) | (VSL < 200 ppb)

Slope 0.445 0.449 0.505
Intercept 8.55 7.14 0.16

Std. error of slope 0.001 0.002 0.002

Std. error of intercept 0.59 0.70 0.12

R? 0.998 0.996 0.999
Number of data 846 216 144

2.2.3 Effect of relative humidity on measured NH; in the
closed calibration cell

In anideal calibration cell, the concentration response to a step change would follow a simple
Continuous Stirred-Tank Reactor (CSTR) model, where the outlet concentration approaches the
inlet value exponentially with a single time constant (z = V/Q) (NUfez, 2013). In practice, NH;
interacts strongly with surfaces and water films: during step-up/rising, adsorption suppresses
the measured concentration, while during step-down/falling, slow release due to desorption
elevates it, creating hysteresis.

At moderate RH (~28%), thin water films strongly absorb and later release NHs, giving the
largest difference between rising and falling phases ( ). At higher RH (~50%), thicker
films reduce the overall measured concentration even further, but the hysteresis gap narrows
because the surfaces are closer to saturation. Thus, RH both lowers apparent NH; levels and
shifts the balance of hysteresis, with the strongest asymmetry observed at intermediate
humidity.

An example, when VSL supplied a constant concentration of 285 ppb NH; to the HT
calibration cell under different RH conditions, the following results were observed. As it is
showed in Figure 2.4, HT measures only about half of the provided reference concentration.

a) At RH = 8%, the measured maximum was about 152 ppb.

b) AtRH=27-29%, the measured concentration dropped further, to 146 - 150 ppb,
depending on whether the measurement was during the rising or falling phase (fall-
ing phase consistently higher).

¢) AtRH=48-52%, the measured concentration fell to 143 - 145 ppb, again with the
falling phase slightly higher than the rising phase.

As expected, RH not only lowers the apparent NH; concentration in the cell but also
enhances hysteresis between rising and falling phases, but it is not linearly.

) TNO Public 13/78
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Figure 2.4: Comparison of HT-measured NH; concentrations at different RH ranges for the same VSL-fed
concentration (285 ppb) during the mobile HT lab calibration phase in the last 1 hour of each calibration stage,
showing both the rising and falling limbs. The 2" panel illustrates the correlation between RH and HT-
measured concentration at this concentration level (Note that RH is presented as a unitless ratio here instead
of as a percentage).

At higher setpoints, the same RH effect is visible under steady-state conditions. For example,
when VSL supplied 1267 ppb reference NHs, three distinct sets of HT values were observed
despite nearly identical ambient temperatures (22-24°C) (Figure 2.5). The key difference was
relative humidity, with mean + SD values of 7.0 + 0.06%, 28.0 + 0.08%, 52.0 + 0.08%, and 55.0
* 0.15%. The HT-measured concentrations were strongly and negatively correlated with RH:
the higher the humidity, the lower the measured NH; concentration (R*> = 0.988). This steady-
state result suggests that RH is the dominant factor controlling the apparent NH; response in
the calibration cell. At high relative humidity, changes in the measured NH3; may partly arise
from spectroscopic interference by H,O, which both absorbs near the HT operating
wavelength (9.06 um) and contributes to pressure broadening of the NH; absorption line
(Miller et al., 2014).

625 1300 620 VSL concentration at 1267 ppb
—e—RH=55%
— e T T —o— RH=52% 610 |
5 600 r 1275 é —e—RH=28% 600 :
% ] Z |—RHTY T s = Lo -111.3:12){5;8(;18.657
z T %« --e--RH=55% VSLconc| £ s L8 |
T 575 I 1250 | --e--RH=52% VSL conc %
—o--RH=28%VsLconc| * *7° )
ettt o --o--RH=7% V'SL conc 560 P
550 T T T 1225 550 . r r T r
0 15 30 45 60 00 01 02 03 04 05 06
Last 1 hour calibration period (minute) RH(-)

Figure 2.5: Comparison of HT-measured NH; concentrations at different RH ranges for the same VSL-fed
concentration (1267 ppb) during the mobile HT lab last 1 hour calibration stage per block, showing both the
rising and falling limbs. The 2™ panel illustrates the correlation between RH and HT-measured concentration
at this concentration level (Note that RH is presented as a unitless ratio here instead of as a percentage).

When VSL = 71 ppb, a relatively low NH; concentration value, measured HT NH; concentration
has no significant correlation with RH anymore (Figure 2.6). It showed that when RH at ~28%,
the falling value is still higher than the rising phase, but the difference disappears when RH at
50%. It seems that the RH impact on low NH; concentrations are less pronounced. Which
suggests a simple calibration equation can be built (without RH) when the VSL concentration
is below 200 ppb.

) TNO Public 14/78



) TNO Public) TNO 2024 R12917

40.0

75 VSL concentration at 71 ppb

38.0 370 l

RH=51%; Conc rising : y=0.1897x+35.614

36.0 et oo o4 o4
[ 36.0 R*=0.0005

—e— RH=47%;Conc falling

HT NH; (ppb)

34.0 RH=29%;Conc rising
—e— RH=27%;Conc falling

355

HT NH; (ppb)

35.0

320
us
4

30.0 34.0
0 15 30 45 60 0.0 01 02 03 04 05 06
Last 1 hour calibration period (minute) RH(-)

Comparison of HT-measured NH; concentrations at different RH ranges for the same VSL-fed
concentration (71 ppb) during the mobile HT lab calibration last 1 hour of each stage, showing both the rising
and falling limbs. The 2™ panel illustrates the correlation between RH and HT-measured concentration at this
concentration level (Note that RH is presented as a unitless ratio here instead of as a percentage).

Based on the observations, a conditional calibration approach is adopted:

At low concentrations (VSL < 200 ppb), there was no statistically significant relationship
between measured HT values and relative humidity (example: VSL = 71 ppb), so a simple RH-
independent linear calibration was used for this range.

At higher concentrations (VSL 2 200 ppb), HT response showed a strong negative dependence
on RH and therefore RH was included as an additional predictor in the calibration model. The
calibration equations were fitted by ordinary least squares and validated by residual analysis
and cross-validation; inclusion of the RH term for the higher concentration range removed the
RH bias and improved predictive performance. Where practical, controlling the calibration cell
RH (or pre-conditioning surfaces) is recommended to reduce uncertainty further. The
following two equations were determined:

1) For VSL <200 ppb: a RH-independent calibration obtained as below:

HTyqw—0.16

HTcqup = 0.505

Equation 2.1

2) For VSL 2200 ppb: a RH-dependent calibration equation obtained as below:

Assuming that relative humidity (RH) affects both the measured NH; slope and intercept, the
linear regression analysis indicated that all three components (HT, RH, and HTxRH) had p-
values < 0.05. This result demonstrates that RH significantly influences both the slope and
the offset, with an excellent model fit (R? = 0.999).

Predicted VSLyy, = a+b-HT +c¢-RH +d - (HT X RH)

HTyqw+ 0.60-RH+31.89

HTq i, =
Calib 2.09 + 0.005-RH

Equation 2.2

[t should be noted that the HT system is an open-path instrument and does not use a glass
cell during normal operation. Therefore, the RH-dependent effects observed in the closed-cell
tests at reference concentrations >200 ppb do not necessarily occur in the field. Consequently,
high-concentration corrections should not be applied to field data unless they can be
validated under representative open-path conditions (e.g., by comparison with the RIVM
open-path Mini-DOAS). To avoid bias, only concentrations < 200 ppb were used for the final
lab calibration, resulting in an offset of 0.16 ppb and a slope of 0.505, with no difference
between rising and falling phases.
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2.3 Open-path NHs analyzer flux HT calibration
results

The lab calibration of the flux HT was performed on September 24-26, 2024. Each calibration
point was maintained for 1.5 hours, with a constant total flow rate of 3 L min~" directed to the
flux HT. The NH; concentration levels of the RGM were set at 0, 20, 50, 100, and 200 ppb.
Relative humidity (RH) was adjusted to 3 nominal levels: 0-5%, 30-35%, and 50-60%. Higher
values were not possible due to limitations of the RGM.

2.3.1 Zero calibration at various relative humidity

Zero calibration results (Figure 2.7) showed that there is relative constant offset of 31 ppb for
all relative humidity ranges. Although under higher RH range the offset seems slightly higher
than in the dry condition (32 vs 29 ppb), but the difference is not significant. Such a large offset
could be induced during bumpy road transport, or additional mechanical forces could shift the
laser bin position, leading to significant offset drift.

Median NHs Difference vs RH
(VSL NH3 < 1 ppb, n > 10)

B Median + 95% ClI

NHs Difference (HT - VSL) (ppb)
= = [N} N [} (]
o0 [¥] o o B @ ]

IS
.

0-5% 30-35% 50-55%
Relative Humidity (%)

Figure 2.7: Flux HT zero calibration at each RH bin (n > 10, VSL’s RGM concentration < 1 ppb), median NHsz
differences are shown at the centre of each bin, suggest no difference of zero offset value under different RH
ranges.

2.3.2 Regression analysis

A similar data filtering approach was applied; however, due to the shorter calibration period,
the final cleaned data were defined using the last 30-minute window instead of the 1-hour
window used for the mobile HT. Overall, the simple filtering approach was also found to be
sufficient in this case.

In all, the TNO flux HT system demonstrates a very linear response for all humidity levels,
showed in Figure 2.8. The R? of the fit on all data is 1.0, which is also the case for all humidity
levels separately. However, there is a clear offset in the data of about 31 ppb.

Some decrease in slope occurs when RH is increased (Table 2.3). This is in line with what is
observed in Figure 2.8 at higher humidity, the stabilization time increases, which also seems

) TNO Public 16/78



) TNO Public) TNO 2024 R12917

to affect the highest measured concentrations the most, leading to a downward trend in the
slope of 0.980 to 0.919 for increasing humidity.

The observed stabilization effect (longer time needed to reach equilibrium NH; concentration
under higher RH) is due to the fact that with the laser path enclosed in a glass cell, it functions
effectively as a closed-path system. After stabilization, with all tubing and glass cell surface in
equilibrium, all measured concentration values (at least up to 200 ppb) that were measured
in a humid environment, approach the values measured in a dry environment. Therefore it is
hard to derive the RH impact.
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Figure 2.8: Time series of the flux HT laboratory calibration data (upper panel). Blue: NH; concentrations (ppb)
supplied by the RGM. Green: corresponding NH; concentrations (ppb) measured by the flux HT. Red: RH values
supplied by the RGM. “Simple cleaned” refers to data processed only with rolling-CV outlier removal and large-
variation filtering. “Final cleaned” refers to the final 30 minutes of detrended data. The lower panel shows
linear regressions based on the simple-cleaned data set for three RH levels. A zoom-in plot displays the
regression equation for the VSL < 200 ppb range based on the simple cleaned data set.
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Table 2.3: Flux HT indoor calibration: linear regressions for different relative humidity settings by comparing

with the VSL system.

Parameters All RH RH<5% RH =30-40% | RH =50-60% Mixed RH
(< 200 ppb)

Slope 0.934 0.980 0.925 0.919 0.940
Intercept 31.34 29.55 31.53 31.90 31.05
Std. error of 0.002 0.002 0.002 0.002 0.003
slope
Std. error of 0.19 0.19 0.19 0.20 0.22
lntercept
R 0.999 1.000 1.000 0.999 0.999
Number of 326 83 95 148 102
data

2.3.3 Effect of increasing and decreasing step changes in
concentration

The current calibration protocol includes both rising and falling concentration phases. Under
dry conditions, no significant difference was observed between the rising and falling phases
in ANH3 (HT - VSL). However, at higher relative humidity levels (30%-60% RH), the flux HT
calibration cell exhibited an "adsorbing surface" effect toward incoming ammonia. During
the rising phase, some NH; was initially adsorbed by the system, leading to lower ANH;
values compared to the falling phase, during which the previously adsorbed ammonia was
released. Results of the HT’s offset under different RH classes during concentration
increasing and decreasing phases are presented in Figure 2.9 It was also observed during
the mobile HT calibration period (Figure 2.4 to Figure 2.6).
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Figure 2.9: NH;s differences (TNO flux HT — VSL) at fixed VSL reference concentrations (20, 50, 100, 200 ppb)
for three RH ranges (0-10%, 30-40%, 50-60%). Boxplots show the distribution of NH; differences: the box
represents the interquartile range (25th-75th percentile), the horizontal line inside the box is the median,
and whiskers indicate the range excluding outliers. Individual dots represent single measurements. Green
represents increasing and orange decreasing concentration steps.

Based on the observed “adsorbing surface” effect in the HT calibration cell at higher relative
humidity levels (30%-60%), it is recommended to modify the calibration protocol to improve
accuracy. Specifically, rising and falling concentration phases should be analyzed separately
to account for the lag caused by ammonia adsorption and subsequent release. Extending the
stabilization time at each concentration step, particularly under higher RH conditions, will help
the system reach equilibrium and reduce transient adsorption and desorption effects.

Additionally, pre-conditioning the calibration cell with a slightly acidified coating before the
calibration sequence can saturate the surface and reduce adsorption during the rising phase.
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) TNO Public

For RH levels above 30%, it may be preferable to rely primarily on data from the falling phase,
which reflects more stable NHs; concentrations if the calibration period is short. Finally,
incorporating RH-dependent correction factors or separate calibration equations that account
for adsorption/desorption behaviors during both increasing and decreasing concentration
steps can further improve calibration accuracy under varying environmental RH conditions,
especially when using a large glass calibration cell.
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3

3.1

Field calibration (Task 2.3)

Campaign design (A2.3.2)

In work package 2, two measurement campaigns were organized: one at a dairy farm in
Finland and one at a pig farm in the Netherlands. For practical reasons, however, for the field
tests of the remote measurements TNO joined (and hosted) the measurement campaign of
WP3 at a dairy farm in the Netherlands in the period of September 2 - October 12, 2024 (6
weeks).

The goal of this campaign was to test different sensing methods of quantiAGREMI partners
that are to be used outside of the stable, such as eddy-covariance measurements to
determine NH; fluxes, passive samplers, and soil sampling. An overview of the tested
equipment and a schematic of its placement is given in Figure 3.1.

W\ Yellow = roads for

“\"y\({.‘ TNO mobile tracks
('

CEH mobile lab

CEH instrument

tower

© CEH alpha
samplers
(indicative)

Il TIEC - setup

[F—=RIVM LIDAR

® OnePlanet sensors

(indicative)
e KIT Soil sampling
sites (indicative)

O VSL TRACTOR
B Power generator

Figure 3.1: Placement of the equipment of the WP3 campaign at a dairy farm in the Netherlands.

Beside the stationary set-ups placed in the surroundings of the farm, TNO has in parallel
performed several mobile drives to test the mobile open-path NH; instrument, placed on the
truck, after calibration with the field NHs calibration set-up (A2.3.5)

On October 2-3, the VSL RGM system was placed in a box at the farm site of the campaign.
Here, calibration of the open-path NH; system was performed with a minimal calibration
protocol and the TNO mobile HT8700 mounted on the truck. The goal of this test was to find
out if any practical adaptations may be needed for application of the RGM in real-world
conditions.

Additionally, after calibration of the mobile HT, it was attempted to calibrate the HT8700E
system of UKCEH and the two closed-path NH; Aerodyne” instruments of UKCEH and vTI with
the VSL RGM system in a calibration range of 0 to 150 ppb.

7TILDAS Compact Single Laser Ammonia Analyzers (closed-path), mainly used for concentration and flux
measurements next to livestock sources or at nature areas.
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3.2

The flux tower from UKCEH, with their HT8700E instrument and a 3D anemometer, for
stationary NHz concentrations and eddy covariance fluxes, was placed approximately 350
meters from the dairy farm, together with the two Aerodyne instruments. Although these
calibrations were not mandatory for TNO, the results provide a valuable comparison to
evaluate the VSL system for different open-path and closed-path NH; instruments.

Figure 3.2: a) VSL RGM system set-up at the TNO Petten laser lab on Sept. 19. b) The RGM system tested at the
campaign site on October 2™ before the start of the 1%t remote measurement at the dairy farm. c) The RGM
system outside the TNO Petten lab to calibrate TNO mobile HT on Oct. 4-6 after the 1%t remote measurement,
but before the 2" remote measurement at the farm started on October 11%, 2024.

Minimum test protocol for the field
calibration of the TNO HT8700

Calibration of the TNO mobile HT8700 measurements with the RGM system was performed
before and after the remote mobile emission measurements at the dairy farm:

- Pre-calibration took place at the campaign site on October 2, 2024, from 09:45 to 13:10
UTC. During this session, strong winds caused notable leakage at both ends of the HT
calibration cell. Due to time constraints prior to the plume measurements, only three
concentration levels of 0, 50, and 200 ppb, were completed under dry conditions (Ry =
0%).

- Post-calibration was performed at TNO Petten, outside the Petten laser lab, from October
4,11:30 UTC, to October 5, 13:45 UTC, also under dry conditions. Concentrations levels of
20, 50, 100, 200, approximately 500, and 750 ppb were used for this.

- Temperature drift test under dry conditions (RH = 0%) was conducted at TNO Petten from
October 5, 13:00 UTC to October 6, 13:00 UTC. During this 24-hour period, a fixed NH;
concentration of 50 ppb was maintained to evaluate the impact of temperature drift on
the HT measurements.

The full range of field-calibrated concentrations and corresponding RH values are summarized
below in Table 3.1.
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Table 3.1: Field calibration settings for TNO mobile HT calibrations. The values in ppb were converted to
Hg/m3 according to the ideal gas law (Physical Chemistry, 1961) using the actual temperature and air
pressure as measured by the HT system.

Field V5|-. system VSL converted NHs Relative humidity range of the cal. gas
. i provided NH3 .
calibration concentration concentration . . . . . .
settings (ug/m?3) 0-10% 10-20% 20-30% | 30-40% 40-50% 50-60%
(ppb)
Mobile HT 0 0 v
(Meas. site) 50 36 N4
200 142 v
Mobile HT 0 0 v
(TNO Petten) 20 15 v v
50 36 v v
100 73 v v
200 146 v v
496 360 v v
750 542 v v

3.3 Mobile HT field calibration results (A2.3.6)

The mobile HT was pre-calibrated at the farm site, just before the start of the remote mobile
measurements of the farm emissions. The NH; concentration measurements are given in
Figure 3.3. Owing to time constraints in the field, only one zero-concentration calibration (30
min) was conducted, followed by calibration levels of 100 ppb and 200 ppb NH3, each held for
1 h. Strong winds during the measurements likely intensified the observed cell leakage
problem. However, the available data are too limited to provide reliable results under such
field conditions, as the green line in Figure 3.3 continues to increase or decrease and does not

reach a stable level.
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Figure 3.3: Results of mobile HT pre-calibration at the farm site on October 2, 2024. Blue: NHs concentrations
offered to the system by the VSL RGM. Green: NHs; concentrations measured by the HT8700 system by the
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VSL RGM. Red: relative humidity settings of the VSL RGM system. Orange and purple: HT measured external

and internal temperatures respectively.

3.3.1

) TNO Public

The post-calibration at TNO Petten was substantially longer, from October 4 to October 7. First,
for 48 hours, a set of varying concentration values was offered to the HT system under dry
and semi-dry RH conditions. This was followed by an additional 24 hours temperature
dependence check at a fixed concentration and a fixed RH value, as there are multiple field
studies that have demonstrated the temperature drift can significantly impact he
concentrations measured by the HT (Swart et al., 2023). The post-calibration results are given

in Figure 3.4.
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Figure 3.4: Results of post-calibration at dry (R« < 10%) and semi-dry conditions (R« = 33%) at the TNO Petten
site on October 4-6, 2024. Blue: NHs concentrations offered to the system by the VSL RGM. Green: NHs
concentrations measured by the HT8700 system by the VSL RGM. Red: relative humidity settings of the VSL
RGM system. “Clean” means ‘simple clean’ dataset using the same method as mentioned before.

Regression analysis

The linear regression results for the pre-calibration are shown in Figure 3.5 without any
quality filter (as after even applying a simple rolling CV, there were not enough data points
left to do a meaningful regression). Full equilibration could not be achieved in such a short
time. The resulting slope was slightly lower than the laboratory calibration results obtained
under similar dry RH conditions, which were based on only two concentration levels.
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Figure 3.5: Linear regression plot of the pre-calibration results under dry conditions in the farm site. The
regression on all data points without filtering.

The linear regression results for the post-calibration under all, dry and semi-dry conditions
are given in Figure 3.6.
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Figure 3.6: Linear regression plot of the mobile HT post-calibration results under dry conditions (R4 < 5%) and
semi-dry conditions (RH =~ 33%), the regression on all data points after simple filtered measured concentration
values in the main plot; zoom in plot are only after the detrend filter and when VSL no more than 200 ppb.

A comparison of the pre- and post-field calibration results under dry conditions shows almost

no shift in offset (-2.20 ppb pre-field and -2.35 ppb post-field), which is much smaller than
the offset difference observed between the laboratory and field calibrations (0.16 ppb in the
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3.3.2

) TNO Public

laboratory calibration). The slope values remained consistent across all calibrations: the post-
field slope was 0.492, closely matching the laboratory value of 0.505. In short, the primary
difference between the laboratory and field calibrations under similar dry conditions is a shift
in the offset, while the slope remains largely unchanged.

The complete linear regression results for these field calibrations at various RH ranges are

summarized in

Linear regressions for different relative humidity settings, with concentration range from 0-200 ppb
for pre-calibration, and 0 to 750 ppb for post-calibration.

Ry = 0% Ry = 0% Ru = 33% Ry =0%
dry pre- dry post- Semi-dry post- dry post-
Parameters calibration calibration calibration calibration
at the farm site at TNO Petten at TNO Petten VSL<200 ppb
Slope 0.428 0.492 0.474 0.499
Intercept -2.20 -2.35 -1.93 -3.23
Std. error of 0.016 0.002 0.003 0.004
slope
Std. error of 1.75 0.64 111 0.55
intercept
R? 0.946 0.997 0.996 0.997
Number of data 45 140 114 36

Temperature dependence of mobile HT (post
campaign check)

The outdoor calibration series of the mobile HT was followed by an additional 24 hours
temperature dependence check at a fixed concentration level of 50 ppb and dry conditions
(RH = 0). A drift in the measured concentration values was observed, which seems related to
temperature ( ).

To compensate for this, we implemented a combined correction approach: First, a linear
regression was applied using the reference NH; measurements provided by VSL in the lab

when VSL <200 ppb in HTci, = % (Equation 2.1).

A second-order polynomial correction was applied using the HT’s internal or water-cooling
temperature sensors, which closely track ambient air temperature. This correction, following
the initial first-order adjustment, significantly improved NH; measurement accuracy under
varying environmental conditions. The final calibration equation for the mobile HT is as
follows:

(-0.16+NHI™W) N

NHS® = COLEMETD) L[4 — (~0.00267 « T2 +0.141+ T, — 2.047)]  Equation 3.1
NHS® = COTCEMETD L 14 — (~0.002 + T, +0.113 * Ty, — 1.423)] Equation 3.2
Where,

e NHS s the final calibrated ammonia concentration of the mobile HT (in ppb);
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e NH}* is the raw concentration of the mobile HT (in ppb);
e T, is the water circular temperature recorded by HT (in °C);

e T, istheinner temperature recorded by HT instrument (in °C).
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Figure 3.7: Results of the temperature check in dry conditions after the outdoor calibration run. During this
check, (a) Difference between HT and VSL measured NH; concentrations (HT - VSL) plotted against various
temperature parameters: internal HT temperature, external HT temperature, and water cooling pump
temperature. (b) Correlation analysis of (HT calib® - VSL) vs. the three temperature variables. Pearson
correlation coefficients (R?) are calculated to assess the goodness of fit. Note that HT calib® is obtained by

applying the low-concentration range (VSL<200 ppb) lab calibration equation. T-test outcome indicate that a
2" polynomial fit is needed.
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We observed that the HT-measured internal temperature tracked changes in the external
ambient air temperature; however, the correlation was nonlinear. Specifically, when the
external temperature was either rising or falling, the internal temperature exhibited a
polynomial trend. Moreover, the relationship between internal and ambient air temperature
exhibited a distinctive hysteresis-like loop: during periods of falling external temperature, the
HT’s internal temperature remained several degrees higher than during the corresponding
rising phase of the external temperature, reflecting a typical thermal lag effect ( ).
Both the internal sensor and the water-cooling temperature sensor monitor conditions
adjacent to the laser chamber, but at different positions. Therefore, the internal temperature
showed a strong linear correlation with the circular water temperature, with a consistent
offset of approximately 6 °C.

22 ( ) 22
=_ 2 _ a
y 0'072‘2 :'55591" 6303 . y=1.074x - 6.043 - (b)
20 A e _ 20 A R?=0.999
— o /j“:/
g °
i 18 - i
g 18 g 5
g 16 - /& g 167 =
Q 4 S) = 7~
= épﬁp y = 0.079x2 - 0.989x + 16.291 s 5
s R2=0.994 g 149 2
S 14 &
§ ’ © ambient air temp falling phase £
£ © ambient air temp raising phase| 12 T T T
12 T T T T T T 18 20 22 24 26
6 8 10 12 14 16 18 20 .
External air temperature (°C) Circular water temperature (°C)

(a) The relationship between external temperature and internal temperature of the HT system
exhibits hysteresis: A polynomial regression shows different behaviors when the temperature is rising versus
falling. This indicates thermal lag or insulation effects, where internal temperature responds nonlinearly to
external temperature depending on the direction of change. (b) The circular water pump temperature is
linearly correlated with the internal HT temperature, suggesting effective heat transfer and a stable thermal
regulation path via the cooling system. A strong linear fit (R* > 0.9) confirms this relationship.

During the mobile HT outdoor calibration, the ambient, internal, and water-circulation
temperatures of the HT varied noticeably. Among these, the water-circulation temperature
showed the strongest influence on both the calibration slope and offset, exceeding the effects
of internal or external temperatures. After applying the temperature correction (Equation 3.3)
to each VSL calibration level, the corrected calibration lines aligned much more closely with
the indoor calibration results (c.7. ). In particular, the offset differences were
substantially reduced, while changes in slope remained minimal. The comparison results are
shown in
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Figure 3.9: Time series of dry-period Mobile HT NH3 over 24 h with external (in green), internal (in blue), and
water circular temperatures(in orange) (upper plot) and temperature-corrected vs. uncorrected regression
lines (lower plot), which suggests that the temperature correction is quite robust under the full range of

correction despite it is only calibrated under 50 ppb level.

Table 3.3: Results of the regression analysis of the data in Figure 3.9, for the outdoor test at dry condition
with and without temperature correction were compared.

Slope Std. error Offset Std. error R2 N
slope offset

Uncorrected

(RGM < 800 ppb) 0.492 0.002 -2.35 0.64 0.998 140
Temperature-corrected

(RGM < 800 ppb) 0.507 0.000 0.18 0.00 1.000 140
Uncorrected

(RGM < 200 ppb) 0.502 0.003 -3.92 0.37 0.996 94
Temperature corrected

(RGM < 200 ppb) 0.507 0.004 0.16 0.00 1.000 94
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3.3.3 Zero calibration in the field at dry condition

Results showed that after 24 hours of zero calibration under field conditions in Petten (
), the temperature varied from 18 to 24 °C, but the HT readings, after applying the fixed-
slope correction, displayed no meaningful temperature-dependent offset drift.

Field zero calibration
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Field zero calibration results indicate that the ambient (& HT internal and water cooling)
temperatures does not significantly influence the zero offset. This suggests that the HT instrument maintains
thermal stability in its baseline response, and no temperature correction is needed for zero calibration under
field conditions.

3.4 In-field calibration of UKCEH and vTI closed-
path NHz analyzers

3.4.1 UKCEH open-path HT field calibration

The UKCEH-flux HT calibration was conducted overnight, from 09:00 UTC on October 3 to
09:00 UTC on October 4. Calibration concentrations were applied in the following sequence:
100 ppb, 50 ppb, 25 ppb, 10 ppb, 5 ppb, and zero, under both dry and 20-30% RH conditions.
Each calibration step lasted either 60 minutes (at dry) or 90 minutes (at semi-dry). Its time
lines results are shown in . Due to the short field calibration period with the large
glass cell, it was difficult to achieve stable conditions across all levels. To address this, a simple
filtering method was applied: data were excluded when the 20-minute rolling CV of HT
exceeded 3%. The remaining stable data were then used to build calibration equations under
both semi-dry and dry conditions showing in
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Figure 3.11: Time line of ammonia concentrations during UKCEH HT field calibration by VSL system at the dairy
farm site on Oct 2, 2024 and simple cleaned stable data set was later used for calibration.
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Figure 3.12: UKCEH HT field calibration results. Left: simple cleaned data points under both different RH
conditions; right: same data points under different water cooling temperature of HT.

The external temperature sensor of the UKCEH HT exhibits more frequent fluctuations than
the internal sensor, suggesting that it may be less stable or reliable compared to the TNO HT’s
temperature performance. The water cooling system temperature was constantly about 7.5
°C higher than its inner one, which is similar to TNO mobile HT.

Since the calibration was performed under field conditions, temperature effects were
anticipated. Unlike the TNO mobile HT, no temperature-drifting checks were conducted for the
UKCEH HT, hence no temperature correction has yet been applied. However, the temperature
data show that during the dry calibration period, the HT water-circulation temperature was
higher than during the semi-dry conditions (Figure 3.12). Based on the TNO HT performance,
when the water-circulation temperature exceeds 22 °C, temperature-induced drift is minimal
in Figure 3.7. This suggests that the regression line obtained under dry and warmer conditions
is less affected by temperature and could serve as an initial check of the instrument’s slope
and offset. The summarized results of UKCEH HT field calibrations (together with vTI QCL and
UKCEH QCL) are listed in Table 3.4.
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3.4.2 Two closed-path QCL field calibrations

In the field on October 2, 2024, two closed-path TILDAS QCL NH; analyzers were calibrated
using the VSL RGM system. Although both analyzers were identical in type, they were owned
and operated separately by the UKCEH and vTI teams.

The QCL analyzer required a total sample flow of 13.0 L min~* for the UKCEH instrument and
11.6 L min~* for the vTI instrument. However, after two-step dry-air dilution, the VSL system
could supply only about 4 L min~. To increase the available flow, a second line (originally
designated for wet air) was connected, and the relative humidity was set to zero, allowing
the VSL to provide up to 8 L min~" if needed. To simplify calibration calculations, the total
flow was achieved by mixing 6.5 L min~" of calibrated gas from the VSL with 6.5 L min~" of
ambient air for the UKCEH QCL, and 5.8 L min~? of each for the vTI instrument.

Ambient air was continuously monitored by the RIVM mini-DOAS open-path analyzer,
calibrated against the high-accuracy VSL standard. The mini-DOAS has a reported random
error of ~1.4% and an absolute uncertainty of ~0.2 ug m=2 (Sintermann et al., 2016).

The UKCEH QCL was calibrated in two sessions: 13:30-14:15 UTC with an incorrect VSL flow,
followed by 14:15-15:00 UTC with the correct setup. During this time, the wind was from the
north at 6-8 ms™*, and ambient NH; measured by the mini-DOAS was 2.56 + 0.2 ppb. The vTI
QCL was subsequently calibrated from 15:00-15:40 UTC, with ambient NH; at 2.16 + 0.2 ppb,
representing a near-zero ‘clean’ background.

QCL and VSL data were resampled to 5s intervals, and stable, trend-free QCL periods were
identified using a 12-sample (1 min) rolling filter with CV <1 % and slope <0.05 ppb/sample,
followed by linear regression. Mini-DOAS data, originally at 2 min intervals, were also
resampled to 5s, and the final reference NH; concentration at each time step was obtained
by averaging VSL and mini-DOAS values.

The time series and linear calibration results of UKCEH-QCL and vTI-QCL analyzers are

presented in and
30
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Field calibration time series of UKCEH (solid red line) and vTI QCLs (solid green line) using a mixed
NH; stream combining VSL output (solid blue line) and ambient air measured by mini-DOAS (solid yellow line)
at dry conditions.
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3.4.3
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Figure 3.14: Upper plots: UKCEH QCL calibration; lower plots: vII QCL calibration, both using filtered stable data.
Input gases were mixed VSL gas and ambient air, with the mixed gas used for linear correlation. Stable periods
were identified using a rolling 12-sample window (=1 min), filtering data with CV <1% and slope magnitude
<0.05 ppb/sample.

Summary regression results of partners

The calibrations of the three instruments from the project partners are summarized in Table
3.4. Both QCL systems exhibited approximately 30% underestimation, while the UKCEH HT
showed a larger underestimation of around 50%, similar to the TNO mobile HT. These
discrepancies may stem from improper factory calibration. Since the measured absolute
concentrations of both instrument types rely on HITRAN parameters, further verification by
the manufacturers may be warranted.

Table 3.4. CEH QCL, CEH-HT and TI-QCL at Dutch dairy farm field calibrations: linear regressions for
different relative humidity settings.

Field instrument TI-QCL UKCEH-QCL UKCEH-HT
Parameters RH = 0% RH = 0% RH = 0% RH =20-30%
Slope 0.722 0.703 0.454 0.337
Intercept 4.64 3.85 3.27 2.83

Std. error of slope 0.002 0.001 0.004 0.007
Std. error of intercept 0.102 0.029 0.12 0.46

R? 1.000 1.000 0.999 0.986
Number of data 75 129 13 37
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4

4.1

Remote estimates of farm
emissions (input A.2.3.6)

Tracer Dispersion Method (TDM) application

During the Dutch dairy farm quantiAGREMI campaign, the Tracer Dispersion Method (TDM)
was employed to quantify ammonia (NHs) and methane (CH,) emissions from a dairy farm
on two non-consecutive days: October 2" and October 11t

The Tracer Dispersion Method (TDM) involves releasing a tracer gas at a known emission rate
to determine the emission strength of a target source. Various previous studies have
examined such method and provided its robustness and uncertainty (Hensen et al.,, 2009;
Vechi et al., 2022). In this study, nitrous oxide (N,O) was used as the tracer due to its low
atmospheric background concentrations and chemical inertness. Furthermore, N,O shares
similar inlet and instrument response characteristics with methane (CH,), enabling direct
comparability of dispersion behavior.

The location of the N,O release cylinder was selected based on real-time wind direction,
proximity to the emission source, and site accessibility, ensuring that the dispersion patterns
of the tracer resembled those of the actual source emissions. The tracer release rate was
adjusted dynamically depending on wind speed, site geometry, and the distance between the
source and the mobile measurement path. The aim was to generate tracer plumes with a
signal-to-noise ratio (SNR) greater than 3, typically corresponding to a plume centerline
increase of 3-30 ppb in N,O concentration.

To apply such method, certain stable meteorological conditions can ensure accurate emission
estimates. Specifically, wind speeds should range between 2 and 12 m s, with a consistent
wind direction and the availability of a clear measurement transect oriented perpendicular to
the wind. Wind speeds below 2 m s™ can result in poorly defined plumes and increased
uncertainty, while speeds above 12 m s may cause excessive dilution, reducing the ability to
detect low emissions. In areas with complex terrain or nearby obstacles, longer measurement
distances are necessary to adequately capture the representative plume. Further there must
be no other sources of emissions in the measurement path. N,O can only be used as a tracer
gas if there are no other significant sources of N,O present.

When using a tracer, the emission rate of the target gas can be estimated directly from the
measured concentration ratios using the equation below :

. Msource . [ Ssource

Myracer [ Stracer

Qsource = Qtracer Equation 4.1
Where,

*  Qsource 1S the emission rate of the source gas (in g/s);

*  Qiacer 1S the known emission rate of the tracer gas (in g/s),

o Msource , Mygcer are molar masses of the source and tracer gas (in g/mol);
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e [ Seources J Stracer @re integrated concentrations of source and tracer plumes (in ppb).

On each measurement day, two tracer gas cylinders were deployed near the dairy farm (see
field settingsin ). The mobile van equipped with the NH; and CH,/N,0 gas analyzers,
drove transects along nearby roads based on prevailing wind conditions:

e On October 2™, driving occurred on the northwest (NW) side of the farm between
13:45-14:30 and 14:35-15:15 UTC.

e On October 11t due to a shift in wind direction, the van drove on the southwest (SW)
side between 10:30-11:30 and 12:00-13:35 UTC.

The road-to-barn distances were approximately 150 meters on October 2™ and 800 meters
on October 11%. Tracer release rates were adjusted accordingly:

e On October 2™, the tracer was released at 0.1 g/s.

e OnOctober 11, a higher release rate of 0.5 g/s was applied to compensate for
greater source-receptor distance.

Meteorological conditions were continuously monitored throughout the tracer release
periods:

e On October 2™, wind direction was 50.1° + 6.3° with a wind speed of 6.9 £ 0.9 m/s.

e On October 11*, wind direction shifted to 259.2° + 11.9°, and wind speed decreased
to4.1+0.7 m/s.

Relative humidity (RH) was measured using the TNO Vaisala instrument, located
approximately 350 meters west of the farm, in the middle of the grass field. During the
October 2™ measurement period, RH ranged from 68.8% to 75.5%, with a mean * standard
deviation of 71.9% * 1.5%. On October 11*, RH ranged from 50.7% to 64.8%, with a mean *
standard deviation of 55.3% *+ 2.2%.

External air temperature ranged from 14.3°C to 15.2°C on October 2™, and from 13.5°C to
15.7°C on October 11, showing similarly mild but slightly broader temperature variation on
the second measurement day.

These meteorological parameters, especially wind speed, direction, humidity, and
temperature, strongly influenced tracer plume dispersion and gas detectability. On October
11, due to the longer source-to-receptor distance (~800 m) and probable NH; deposition
under wetter and moderate turbulent conditions, CH, and N,O plumes were clearly detectable
during the tracer release, whereas NH; concentrations remained near background levels with
a very high signal-to-noise ratio. Therefore, the NH; farm emission results from October 11t
are not presented in this report.
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4.2

4.2.1

Figure 4.1. On Oct 2" the plume measurements were along the right hand side road of the farm (in purple line
with purple dot for placing N:O tracer) due to the NW wind. On Oct 11™, the measurements were conducted
in the left side of the road (in orange line with orange dot for placing N2O tracer) due to the SW wind.

In-situ calibration and uncertainty analysis
of CH4 and N,O measurements

Field calibration of QCL-TILDAS

To support emission uncertainty estimation, all gas measurement instruments were
calibrated on-site under field conditions.

For the measurement of methane (CH,) and nitrous oxide (N,0), a Tunable Infrared Laser
Direct Absorption Spectroscopy (QCL-TILDAS) dual-laser analyzer (Aerodyne Research, Inc.,
Billerica, USA) ¢ was used. This closed-path system provides a reported precision of 2.4 ppb for
CH, and 0.1 ppb for N,0.

The QCL was calibrated at both the start and end of the second measurement day (October
11') using calibration gases traceable to ICOS-certified standards measured at the Cabauw
tower in the Netherlands. Two calibration gas bags were used, one with high and one with
low concentrations of CH, and N0, to enable linear calibration over a defined range. During
the first campaign day (October 2™), no calibration was performed. Since the QCL remained
unused and stationary in Petten between the two campaigns, the calibration data from
October 11 is assumed to be valid for both measurement periods.

Each calibration session involved manual switching of the inlet between the high and low
concentration gas bags every 30-40 seconds, over a total duration of approximately 4
minutes (Figure 4.2). To eliminate the influence of unstable transition phases, the first 20
seconds after each switch were excluded. Only the final 10-20 seconds of each stable phase
were used in the calibration analysis.

4 Dual.pdf
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In total, six calibration episodes were recorded for each concentration level, yielding twelve
calibration points. These were further screened as such: any episode whose average
concentration deviated by more than two standard deviations from the overall mean was
treated as an outlier and excluded from regression analysis.

The remaining data were used for linear regression calibration and linear regressions results
of CH, and N,O are shown in . While using two concentration levels satisfies the
minimum requirement for offset and slope estimation, it introduces some limitations:

a) For CHy, the concentrations were 2359.8 ppb and 2050.9 ppb, which allows for calibration
of both slope and offset. However, since only two concentration levels were used, the
uncertainty in the regression fit could not be meaningfully assessed ( ).

b) For N,O, the two standard concentrations were 339.1 ppb and 340.2 ppb, a difference of
only 1 ppb, which is close to the instrument’s noise level. As such, these calibrations were
primarily used to assess offset stability rather than slope ( and ).

For improved calibration robustness in future campaigns, it is recommended to employ at
least three distinct concentration levels, ideally covering a wider range of expected ambient
values.
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Figure 4.2. Calibration of the CH. and N2O measured by TNO QCL: using two standard calibration gases to
calibrate measured CH. and N.O concentrations before and after the field tracer plume remote
measurement in Oct 11",

Figure 4.3. CH. QCL calibration results in (a), and N2O calibration results in (b), the N2O calibration gas
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concentration level are too close (only 1 ppb difference), the offset of it is consistent when equilibrium were
reached in the last calibration episodes showing in (c).
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4.2.2

Uncertainty estimates for the CH, and N.O
concentrations

There are several sources of errors for measured CH, and N,O which can end up into the final
estimated CH,; and NH; emission values:

First of all, these are the uncertainties in the concentration of the standard gas cylinders from
Cabauw Integrated Carbon Observation System (ICOS). The ICOS calibration gases are
traceable to World Meteorological Organization - Global Atmosphere Watch (WMO-GAW)
reference scales, such as the standards maintained by the National Oceanic and Atmospheric
Administration (NOAA). The uncertainty for CH. reported in Sasakawa et al. (2025) is a
scale-link uncertainty on the order of a few ppb, likely the standard uncertainty is less than 3
ppb. For N,O, according to Jordan & Damak (2024), the standard uncertainty is less than
0.11 ppb. These uncertainties are extremely low and can be considered negligible for most
ambient monitoring applications. But they still contribute directly to the final uncertainty
budget of the QC-TILDAS analyzer when used for calibration.

Secondly, errors can be introduced when applying the calibration gas to the QC-TILDAS, such
as leaks or pressure variations, moisture contamination, temperature or pressure drift. These
can introduce 0.1% - 0.5% uncertainty if not properly controlled (e.g. with good flow control
and pre-conditioning), like + 0.5 ppb.

Thirdly, when applying a calibration function to the acquired data (a linear regression fit is
applied), the calibration curve fit has its own uncertainty. To calculate residuals and
uncertainty equations in below are used:

Ores = ﬁz '3 Equation 4.2
n=Y-71 Equation 4.3
Y =a- X, +b Equation 4.4

Where,
e 0, is calibration fit uncertainty;

e 1; istheresiduals, which is the difference between what the instrument measured
and what the regression model predicted;

e Y, is the mean value of CH, measured by the TILDAS during calibration episode i,

e ¥, is the predicted value of CH, from your linear regression model (i.e., the model’s
estimate based on the known gas concentration for that episode);

e X, is known CH, concentration of the calibration gas (in ppb);
e aisslope (sensitivity) for CH, is 0.954 and for N,O is 0.999;
e bisintercept (offset) as for CH, is 46.37 and for N,O is -5.03.

The root-sum-of-squares (RSS) method is applied here, combing independent uncertainty
components into a single overall estimate, according to the Joint Committee for Guides in
Metrology (2008).
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4.3

4.3.1

For CH,4, the uncertainties are as follows: calibration gas + 3 ppb, handling/systematic effects
were estimated as *+ 0.5 ppb, and the TILDAS calibration fit uncertainty were *+ 3.2 ppb. This
results in a total absolute uncertainty for CHy (0¢otai,,,,) Of approximately 4.4 ppb at the
average calibration concentration (2136 ppb for CH,). Similarly, the total absolute uncertainty
for N2O (0rotary,,) IS €Stimated to be 1.5 ppb at the average calibration concentration (334 ppb
for N,O). These correspond to relative uncertainties of approximately 0.2% to 0.4% for CH.
and N0, respectively, indicating that the calibration-related errors are relatively small. During
plume measurement periods, concentrations often exceed the calibrated levels, resulting in a
decrease in relative error (%) as concentration increases.

For individual plumes, the relative error of N,O can be estimated using the equation below:

o _ \/H'Uabs
SNzO -

Equation 4.5

SN,0

Where:
e n isthe number of time points (e.g., 25-30 second)
e g, isthe absolute instrument error per point (1.5 ppb as calculated above)
e Swo isthe integrated N,O signal after baseline subtraction (in ppb)

Based on 21 plumes measured on October 2, the relative uncertainty of integrated N,O signal
ranged from 4% to 14%, with an average of 7% *+ 2%. For CH,, relative uncertainties were
significantly lower, ranging from 1% to 2%, with a mean of 1.0% * 0.3%. These uncertainties
were used in the propagation of total NH3 emission errors using standard root-sum-square
methods later.

In-situ calibration and uncertainty analysis
of NHs measurements

Evaluating the field calibration results

For NH; concentration measurements, TNO’s mobile open-path HT NH; gas analyzer was
employed. This instrument underwent two on-site calibrations using the VSL system: once on
October 2™ (the first measurement day), and again on October 8" prior to the second
measurement campaign in Petten using the closed-glass calibration cell under changing
temperature.

Despite the actual measurement campaigns occurred at higher relative humidity levels (~ 50-
75%) but the measured NH; concentrations were rather low (~50 ppb downwind of the farm
with 200 m distance), and outside the plume, NH; was about 2 ppb at the background level
measured by RIVM mini-DOAS.

Important to be noted that the HT system is an open-path instrument and does not use a
glass cell during normal operation. Therefore, the RH-dependent effects observed in the
closed-cell tests at concentrations 2200 ppb does not necessarily occur in the field.

Consequently, high-concentration corrections should not be applied to field data unless they
can be validated under representative open-path conditions.

Moreover, the lab calibration results have demonstrated that under low concentration range
(< 200 ppb) , HT measured NHs is independent from RH. (ref. Chapter 2.2.2; )
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Therefore, a few main sources of uncertainty in HT measurements: a) instrumental noise; b)
linear calibration introduced uncertainty; 3) ambient temperature dependence drift.
Additionally, there may be a small, unknown uncertainty at high relative humidity (RH) levels,
which could not be validated using the current VSL calibration protocol and the closed glass
cell of the HT. However, based on previous collaborative studies between TNO and RIVM during
long-term field campaigns, the impact of RH on the HT open-path analyzer was found to be
negligible (Swart et al., 2023; Melman; et al., 2025).

In this study, we have applied the calibration coefficients derived in the lab under low
concentration range, which yielded slope as 0.505 + 0.002 and intercept as 0.16 £ 0.12 ppb.
Temperature correction was applied using a second-order polynomial fit.

The HT analyzer’s temperature sensitivity correction has been shown in Equation 3.3 and
Equation 3.4.

Figure 4.4 presents the raw and calibrated NH3 concentrations for October 2™, These figures
illustrate the variations in the HT’s internal temperature and the water-cooling pump
temperature during the measurement periods. The HT water circular temperature was used
for calibration as it showed the highest R? value (0.888) to NH; concentration drift.
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Figure 4.4: Raw NH; data without baseline correction showing the artificial impact, along with calibration
results for all tracer release periods in Oct 2", 2024.
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4.3.2 Artificial drifted baseline correction

Besides the calibration corrections, an additional processing step was required due to a known
artefact introduced by the instrument's internal software, it inadvertently introduced non-
physical features in the NH; signal when it is close to zero.

Specifically, this algorithm created an artificial baseline plateau (slightly elevated) prior to
plume detection, and a negative dip immediately following the plume peak, as the algorithm
compensated for the earlier offset.

These artefacts distorted the true baseline and could bias integrated concentration estimates.
Therefore, before performing any plume integration for emission estimation, we identified and
removed this baseline distortion. An additional correction was applied to the second half of
the plume’s falling limb using an average offset value, estimated from the 60 seconds of data
recorded after the signal dropped below zero per individual plume. The true background was
then re-established using smoothed pre- and post-plume concentrations. This correction
ensured that the final NH; plume estimates represented actual atmospheric enhancements
rather than software-induced signal modifications. After the baseline correction, the
calibration equation was applied for all the measurement periodical data at least ( ).

Raw NHs Data

—— Raw NH3

NH3 (ppb)
15

Corrected NH: Data

Corrected NHz

NHz (ppb)

Calibrated NHs Data

—— Calibrated NH3

NH: (ppb)

T T T T T T
02 14:40 02 14:45 02 14:50 02 14:55 02 15:00 02 15:05
Time

Results showing the baseline correction followed by calibration of NHs data, prepared for plume
model analysis during the October 2™ tracer release Period 1.
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4.3.3 Error propagation for calibrated NH; concentrations

In this study, the calibrated ammonia concentration NHS* was computed using the following
calibration equation has been shown in Equation 3.3 or Equation 3.4., which can be rewritten
as below:

NH§" =

b + NH}*W
m

* (0.0026 * T2 — 0.1411 = T, — 1.0468) Equotion 4.6
Where:

e NHE™ is the raw HT analyzer measured concentration (in ppb);

e T, isthe circular water temperature of HT (in °C);

e mand b are the calibration slope and intercept, respectively.
The total uncertainty in NH5 arises from two main types of errors:

a) Random errors arise from short-term fluctuations in the measurements and are
propagated as:

Orandom = \/sz + (O - NHI*™)? + 0% + (07, - (0.0052T,, — 0.1411))? Equation 4.7

Where,

* 0y, Om, 0y, 07, Are uncertainties from HT signal noise, slope, intercept and water
circular temperature.

b) Systematic errorsarise from calibration biases, reference instrument uncertainty, and
polynomial calibration accuracy.

Note that: Relative humidity was considered, but lab calibration showed no effect
below 200 ppb, which is above the maximum measured concentration; therefore RH
does not contribute to systematic error.

Osystematic = J(0.027 - NH§)2 + (poly RSE)? Equation 4.8

Where:
e 2.7% VSL reference instrument uncertainty (0.027 x NH5®)
e Polynomial RSE represents systematic deviations from the polynomial calibration

Error propagation can be evaluated according to the law of propagation of uncertainty (Joint
Committee for Guides in Metrology, 2008, sec. 5.1.2).

The total propagated uncertainty g;.:4; in the calibrated measurement is the combination of
random and systematic errors:

Ototal = Orandom + asystematic EqUGtIOﬂ 4.9

An example of the measured NH; plume error estimation and distribution is shown in

for the first measured NH; plume on Oct 2. After calibration, the integral of the total
plume is 223 ppb, and the cumulative error within the plume window is 12 ppb, corresponding
to a relative error of 5.4%. The majority of this error, approximately 95%, originates from the
instrument's signal noise, while the remaining error components contribute less than 5%
collectively.
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4.3.4

Plume 0: 2024-10-02 14:03:09+00:00 to 2024-10-02 14:03:34+00:00 Error Decomposition - Plume 0

2024-10-02 14:03:09+00:00 to 2024-10-02 14:03:34+00:00

—— Calibrated NHs
Uncertainty band 100

IS
=)

80 Raw signal

Slope

60 Intercept
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40 VSL

w
S

NH: (ppb)
N
o

=
o

20

o

Contribution to Total Variance (%)

14:03:10 14:03:15 14:03:20 14:03:25 14:03:30 14:03:35 0
UTC Time Plume 0

Time series of 1t calibrated NHs concentration total plume on Oct 2" in the left; and its error
decomposition in the right.

NH; plume analysis with uncertainty propagation

In the tracer method plume model application, we estimate the net NH; plume concentration
and its uncertainty by integrating the calibrated concentration above the baseline over a given
time window. The baseline is defined by a linear regression between the start and end points
of the plume. The following steps are taken:

1. Right-Half offset correction

Each plume is centered on the NH; peak, and a correction is applied to account for baseline
drift. The right half of the plume, from the peak to the end, is analyzed to compute the average
of any negative values (Negq,4). This average is then added to all points in the right half to
correct the baseline and ensure non-negative plume values. Mathematically, the corrected
NH; signalis given by NH;_ .. ... =NH;_  + (Negayg).

2. Calibration with Temperature Correction and Error Propagation

The raw NHs signal is calibrated by the VSL instrument using the slope and intercept of the
calibration, and then corrected for the effect of water circular temperature drift impact (see
section 4.3.3). Random uncertainties are propagated using partial derivatives with respect to
the raw signal, slope, intercept, and temperature, while systematic uncertainties from
polynomial fit RMSE and VSL fraction are combined to calculate the total uncertainty.

3. Plume Baseline and Net Plume

For each plume, a linear baseline is constructed between the start and end points, and the
net plume signal is obtained by subtracting this baseline from the calibrated NH3 signal.
Integrals of the calibrated plume, baseline, and net plume are then computed to quantify the
total and net NH; contributions.

4. Baseline Uncertainty Methods

A weighted propagation method is used, where each baseline point uncertainty is calculated
as a weighted combination of the start and end uncertainties, and the total baseline
uncertainty is the root sum square of all point uncertainties. The net plume uncertainty
combines the integral and baseline uncertainties.

5. Error Decomposition

The total variance/error for each plume is decomposed into contributions from the raw signal,
slope, intercept, temperature, polynomial RMSE, VSL, and baseline. Each component’s
percentage contribution is calculated and visualized using stacked bar charts to illustrate the
relative importance of different uncertainty sources.
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For example, the net plume integral is 228 ppb is shown in . It slightly reduced due
to a negative baseline, with an uncertainty of 12.8 ppb, corresponding to a relative error of
5.6%. Among the uncertainty sources, signal noise contributes 88%, the baseline contributes
7%, and all other components contribute less than 5% in total. This demonstrates that signal
noise is the dominant source of error, while other factors play a minor role.

Plume 0: 2024-10-02 14:03:09+00:00 to 2024-10-02 14:03:34+00:00 Net Plume Error Decomposition - Plume 0
2024-10-02 14:03:09+00:00 to 2024-10-02 14:03:34+00:00

100

20 —— Calibrated NHs
-- Baseline

—— Net NHs plume

Uncertainty band

w
S

80

Raw signal

s X Slope
g 2 5 60 !rntercept
2 E emp
z 2 Poly RMSE

S 40 VsL

o

o

=
15

Baseline

14:03:10 14:03:15 14:03:20 14:03:25 14:03:30 14:03:35
UTC Time Plume 0

Time series of 1% calibrated Net NH3 concentration plume after removing background on Oct 2" in
the left; and its error decomposition in the right.

The estimated total error and relative error (%) per integral net NHs plume are listed in

On average, the total error per net plume is related to both the cumulative duration of
the plume window and the background level. Among all measured plumes (N = 21), the
absolute error per plume averages 14.3 + 0.6 ppb (Mean * SE), and the relative error per plume
averages 5.5% * 0.3%. Also net plume time-line and error decomposition analysis stack bars
are in list in the Appendix C.
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NHs concentration error estimation for measured NH; net plume time windows on October 2m, 2024.

) TNO Public

Plume Starttime Endtime Duration Totalcalibrated Total baseline Integrated net_NHsz Net_plume_uncertaint Baseline_uncertaint Cumulative Relative
No. (utc) (utc) (s) NHs (ppb) (ppb) (ppb) Y (ppb) Yy (ppb) uncertainty (ppb) error (%)
1 14:03:09 14:03:34 25 223.3 -4.6 227.9 12.7 3.7 16.4 7.2%
2 14:05:56  14:06:21 25 225.3 -21.6 246.9 11.2 2.0 13.2 5.3%
3 14:08:24  14:08:49 25 281.7 -1.4 283.1 15.5 29 18.4 6.5%
4 14:11:14  14:11:39 25 252.4 -14.8 267.2 9.4 2.7 12.1 4.5%

5 14:13:56  14:14:26 30 192.5 -10.1 202.6 13.6 3.9 17.5 8.6%
6 14:16:44  14:17:14 30 349.8 -20.3 370.1 13.7 2.3 16.0 4.3%
7 14:18:55  14:19:20 25 403.9 -4.2 408.2 12.2 21 14.3 3.5%
8 14:21:49  14:22:14 25 269.1 -11.6 280.6 13.0 2.7 15.7 5.6%
9 14:24:13  14:24:38 25 283.0 -14.3 297.4 11.9 2.4 14.3 4.8%
10 14:39:36  14:40:01 25 286.9 -13.1 300.0 14.2 2.6 16.8 5.6%
11 14:42:46  14:43:11 25 191.9 -21.7 213.6 11.3 2.3 13.5 6.3%
12 14:44:53  14:45:18 25 273.5 -11.5 285.0 11.4 25 13.9 4.9%
13 14:47:21  14:47:46 25 302.6 -21.9 324.5 17.4 2.5 19.9 6.1%
14 14:49:40  14:50:05 25 206.2 -15.1 221.2 10.2 2.8 12.9 5.9%
15 14:52:05  14:52:30 25 211.7 -22.1 233.8 9.9 2.2 12.1 5.2%
16 14:54:17  14:54:42 25 346.2 -15.0 361.2 12.3 2.2 14.5 4.0%
17 14:56:45  14:57:05 20 308.3 3.8 304.5 15.4 25 17.9 5.9%
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To be continued with NH3 concentration error estimation for measured NH; net plume time windows on October 2™, 2024.

Plume Starttime Endtime Duration Totalcalibrated Total baseline Integrated net_NHsz Net_plume_uncertaint Baseline_uncertaint Cumulative Relative

No. (utC) (utC) (s) NHs (ppb) (ppb) (ppb) y (ppb) y (ppb) uncertainty (ppb) error (%)
18 14:59:09  14:59:34 25 293.8 -14.7 308.4 10.4 2.0 12.5 4.0%
19 15:01:22  15:01:47 25 133.5 -11.0 144.4 6.6 2.3 8.9 6.2%
20 15:03:48  15:04:13 25 177.2 -16.4 193.6 6.9 2.6 9.5 4.9%
21 15:06:11  15:06:36 25 138.5 -26.7 165.2 7.5 2.3 9.8 5.9%
Avg. 25.2 255 -14 269 11.7 2.6 14.3 5.5%
SE 0.4 15 2 15 0.6 0.1 0.6 0.3%

Error decomposition for each measured net NH; plume time windows on October 2™, 2024.

Plume No. Start time (UTC) End time (UTC) Raw signal error (%) Slope error (%) Intercept error (%) Temp error (%) Poly RMSE error (%) VSL error (%) Baseline error (%)

1 14:03:09 14:03:34 87.4 0.1 1.2 0.0 0.6 24 8.4
2 14:05:56 14:06:21 90.8 0.1 1.6 0.0 0.8 3.5 3.2
3 14:08:24 14:08:49 92.6 0.0 0.8 0.0 0.5 2.3 3.6
4 14:11:14 14:11:39 83.4 0.1 2.3 0.0 11 4.7 8.3
5 14:13:56 14:14:26 88.5 0.0 1.3 0.0 0.4 1.7 8.1
6 14:16:44 14:17:14 90.4 0.1 1.3 0.0 1.0 4.3 2.8
7 14:18:55 14:19:20 88.2 0.1 14 0.0 14 5.9 3.0
8 14:21:49 14:22:14 89.5 0.1 12 0.0 0.9 3.9 4.4
9 14:24:13 14:24:38 89.7 0.1 1.5 0.0 0.9 3.7 4.1
10 14:39:36 14:40:01 91.8 0.1 1.0 0.0 0.7 3.1 3.3
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To be continued with

Error decomposition (in percentage) for each measured net NH; plume time windows on October 2", 2024.

Plume No. Start time (UTC) End time (UTC)

Raw signal error (%)

Slope error (%) Intercepterror (%) Temp error (%) Poly RMSE error (%) VSL error (%) Baseline error (%)

) TNO Public

11 14:42:46 14:43:11 91.2 0.1 1.6 0.0 0.6 2.5 4.0
12 14:44:53 14:45:18 89.0 0.1 1.6 0.0 0.9 3.7 4.7
13 14:47:21 14:47:46 93.3 0.1 0.7 0.0 0.7 3.0 2.1
14 14:49:40 14:50:05 85.6 0.1 2.0 0.0 0.9 4.0 7.4
15 14:52:05 14:52:30 88.5 0.1 2.2 0.0 0.8 3.3 5.1
16 14:54:17 14:54:42 88.0 0.1 14 0.0 14 5.9 3.1
17 14:56:45 14:57:05 924 0.1 0.7 0.0 0.8 3.4 2.7
18 14:59:09 14:59:34 88.5 0.1 2.0 0.0 11 4.6 3.8
19 15:01:22 15:01:47 78.8 0.1 4.9 0.0 0.7 3.2 12.4
20 15:03:48 15:04:13 76.3 0.1 4.5 0.0 0.9 3.8 14.4
21 15:06:11 15:06:36 82.7 0.1 3.8 0.0 0.7 3.0 9.7
Avg. 87.9 0.1 1.9 0.0 0.8 3.6 5.7
SE 1.0 0.0 0.3 0.0 0.1 0.2 0.7
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b4y

4.4.1

Remote measurements uncertainty
calculations (A.2.3.7)

The dairy farm emitted CH, and NHs is estimated by the tracer modelling method (in short,
TDM method), using the measurement data on Oct 2™, 2024 with 21 plumes. Its uncertainty
is mostly related to the instruments calibration, sensitivity, linearity, and drifts. The CH, and
NH; emission estimates are listed in and individual CH4, N,O, and NH; plume figures
are shown in the Appendix B.

Error propagation for NH; and CH. emissions
measured in a single day for a single livestock farm

Before conducting the emission uncertainty estimation using the TDM method, we first
estimated the emissions from individual plumes of NH3 and CH, generated by this dairy
farm. The equations below were used to calculate the emission rates for NH; and CH,,
respectively.

N .
Qurs = Qo %HO {s_,:Ho Equation 4.10
QcH, = OQno - % {jﬁ Equation 4.11

Where:
®  Quu,, Qcp, are estimated NH; and CH. emission rate, respectively;
e Qu,o isknown tracer (N;O) emission rate;
e M is molar mass of each gas (constant);
e [ S isintegrated concentration signal (area under curve for plume) for each gas.

The errors in these emission rates are primarily related to two sources:

) TNO Public

1. The uncertainty in the tracer emission rate Qu,o, Which can result from flow control
and weighing accuracy (roughly estimated to be £ 2%).

2. The integrated signals of NHz, CH,and N,O (f S) are subject to uncertainty due to in-
strument noise, calibration results, signal drifting.

Additionally, the definition of plume start and end times can indirectly affect the final error
ratio, and also the method used for background subtraction.
Here, we assume all errors are independent and the relative error UQNH30nd %Qch, in Qny, and

Qcy, for each individual NH; and CH. plume traverse can be given using the following equations
below:

_ . 9QN;0+ I SNHay 2 9/ Sn,0v2 H
Oonns = ONH, \/(szo) + (ISNHg) + (fsNzO) Equation 4.12

= .| ZeNz0y, 91 ScH. 2 %[ SN,0v2 .
Tocn, = Qcn. J(szzo) (G5 G Equation 4.13
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Since we have the individual emission estimations for Qi yy, or Qi ¢y, and their individual
uncertainty a; as well. All plumes represent measurements of the same source under similar
conditions, and a statistically sound estimate of the average emission rate and its total
uncertainty can be best estimated using weighted mean and the uncertainty of weighted
mean in below. This method gives more weight to more precise plumes (with lower g;).

n Qi
~ i:l(?) .
Quegnes = T Equation 4.14
Zi:;[(o_z)
i
1 .
9= |5 &y Equation 4.15
=1 0.12

The error estimates per plume are listed in Table 4.3. In the end, the weighted mean of NHs
and CHs; emissions are (0.067 + 0.001) g/s and (0.620 * 0.009) g/s, with rather small
uncertainty as the relative error for NH; and CH, estimated emissions were about 1.8% and
1.5%. Consequently, the remotely measured emissions ratio of NH3:CH, for this single-day
cattle farm observation was 0.110 + 0.004.
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Total uncertainty estimation for tracer-based NH; and CH, emissions from a dairy farm (based
on 21 plume measurements collected on October 2™, 2024)

Plume No. NHs emission Abs.NH3 NH; relative em?st:on Abs.CHs  CHa relative
(g/s) error (g/s) error (%) (/s) error (g/s) error (%)
1 0.046 0.004 7% 0.51 0.03 5%
2 0.076 0.006 8% 0.72 0.05 7%
3 0.069 0.006 8% 0.62 0.03 5%
4 0.055 0.003 6% 0.53 0.03 5%
5 0.078 0.009 10% 0.60 0.05 8%
6 0.093 0.007 7% 0.78 0.05 6%
7 0.134 0.011 7% 1.23 0.08 7%
8 0.188 0.029 14% 1.57 0.22 14%
9 0.134 0.014 10% 1.07 0.10 9%
10 0.131 0.015 10% 1.07 0.10 9%
11 0.065 0.006 9% 0.80 0.06 7%
12 0.100 0.009 8% 0.95 0.07 7%
13 0.140 0.016 10% 1.09 0.10 9%
14 0.086 0.009 9% 0.80 0.06 8%
15 0.070 0.006 8% 0.80 0.05 6%
16 0.090 0.006 7% 0.94 0.05 6%
17 0.068 0.005 7% 0.74 0.04 5%
18 0.069 0.005 6% 0.59 0.03 5%
19 0.038 0.003 7% 0.47 0.03 6%
20 0.059 0.005 7% 0.47 0.03 6%
21 0.068 0.008 10% 0.52 0.05 9%
Unweighted mean 0.089 0.803
Weighted mean 0.069 0.001 0.623 0.009
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9

5.1

5.1.1

Summary (input A2.2.7 &
A2.3.8)

Input for D3 (A.2.2.7): calibration results

Calibration setup and concentration ranges

Calibration ranges were tailored to each instrument’s typical application, with mobile HT
covering higher NH; concentrations and flux and closed-path systems targeting lower
levels.

In Table 5.1 the test parameters and conditions of the different calibration runs that were
performed are given. The range of calibration parameters was selected based on the
applications of the different instruments. The mobile HT is typically used for mobile
measurements in or near livestock barns, where NH; concentrations can exceed 1 ppm.
Therefore, a higher calibration range was applied to this system. In contrast, the flux HT
systems, both from TNO and UKCEH, are primarily used at larger distances from emission
sources, for example in nature reserves, where the instrument captures lower NH;
concentrations. These analyzers are therefore calibrated in a lower range of concentrations.
The same holds for the two QC-TILDAS closed-path systems.

The VSL RGM system has proved it well-suited for calibration of the newly developed open-
path ammonia instrument HT8700E both indoor and outdoor, especially fit for low
concentration range calibration, as the manufacturer calibration value were calibrated using
the NH; permeation tubes?, with minimum 100 ppb value and its uncertainty is 15 % of each
calibration range (Wang et al., 2021).

9 https://kin-tek.com/common-disposable-tube-compounds
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The overview information of the TNO calibrated open- and closed-path ammonia analyzers during quantiAGREMI campaign in year 2024.

Calibration Calibrated Measurement Calibration Calibration RH Ambient temperature
period ammonia analyzer purpose location range(ppb) range (%) range (°C)
HT8700E-1 Mobile, source Indoor,
19-23 Sept (TNO, open-path) emission TNO Petten lab 0-1260 5-55 21-25
HT8700E-2 One-site, deposition Indoor,
24-26 Sept (TNO, open-path) flux TNO Petten lab 0-200 0-60 20-23
HT8700E-1 Mobile, source outdoor,
(TNO, open-path) emission livestock farm 0-200 0 13-16
HT8700 outdoor,
(UKCEH, open-path) Fluxes livestock farm 0-100 0-35 8-19
02-04 Oct.
QC-TILDAS outdoor,
(UKCEH, closed-path) Fluxes livestock farm 0-150"c° 0 23 (inner constant)
QC-TILDAS outdoor,
(VTI, closed-path) Fluxes livestock farm 0-150"c 0 25 (inner constant)
HT8700E-1 Mobile, source outdoor,
04-07 Oct. (TNO, open-path) emission TNO Petten 0-750 0 &35 8-16
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5.1.2

Indoor and outdoor calibration results

1. TNO mobile HT indoor and outdoor calibration comparison

The mobile HT exhibited a highly linear response (R? = 1) across indoor and outdoor
calibrations, with relative humidity affecting offsets only at higher concentrations while
slopes remained stable.

A series of indoor calibration tests ( ) was conducted using 3-hour concentration
steps. At the highest RH level (50-55%), NH; concentrations of 0, 28.5, 72, 142, 285, 710, and
1262 ppb were applied in both upward and downward step changes, with subsets repeated
at lower RH levels. Throughout the tests, laboratory temperature remained ~24 °C and the
flow rate was held constant at 3.5 L min™.

At the outdoor tests ( ), NH; concentrations of 20, 50, 100, 200, 500, and 750 ppb
were supplied to the same HT mounted on the truck under both dry and semi-dry conditions
(RH = 33%). The calibration conducted at the farm was too short and covered only two
concentration levels, which is insufficient for regression analysis; therefore, those data are not
included here.

Results of the regression analysis of TNO mobile HT for the indoor test humidity conditions were too
unstable to compare. For the outdoor tests, a comparison of dry and semi-dry conditions could be made.

Slope |Std. error slope | Offset | Std. error offset | R?
Indoor test, all data (RH = 10-55%) 0.445 0.001 8.55 0.59 0.998
Indoor test, VSL < 200 ppb (mixed RH) 0.505 0.002 0.16 0.12 0.999
Outdoor test, all data (RH = 0 & 33%) 0.483 0.002 -2.12 0.67 0.997
Outdoor test, dry (RH = 0%) 0.492 0.002 -2.35 0.64 0.998
Outdoor test, semi-dry (RH = 33%) 0.474 0.003 -1.93 1.11 0.996
Outdoor test, VSL <200 ppb (dry) 0.499 0.004 -3.23 0.55 0.997

shows that the mobile HT exhibits a linear response before and after the drives (R* ~
1), independent of indoor or outdoor calibration. For concentrations below 200 ppb, relative
humidity has little effect on NH; measurements, though offsets differ between indoor and
outdoor conditions, likely due to temperature effects.

2. Stabilization and relative humidity effects

High relative humidity can affect calibration slope and offset at elevated NHs;
concentrations, though stabilization and low-concentration measurements remain
largely unaffected.

indicates a potential negative effect of high relative humidity on calibration slope
and offset, though at high NH3 concentrations this is obscured by system stabilization. For
concentrations below 200 ppb, RH has little to no impact, and zero values remain stable
( ). Stabilization effects are more pronounced at higher concentrations and under
wetter conditions, likely due to the large volume and surface area of the calibration cell.

Because the HT laser path is enclosed in a glass cell during calibration, the instrument behaves
effectively as a closed-path system. After an initial stabilization period, likely due to saturation
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of tubing and cell surfaces, NH; concentrations at elevated RH (up to 200 ppb) approached
values observed under dry conditions. Since the HT normally operates as an open-path
instrument without a glass cell, RH-dependent effects observed at concentrations > 200 ppb
in the closed-cell tests may not occur in the field. Therefore, high-concentration RH corrections
should not be applied to field data unless validated under representative open-path
conditions (e.g., against the RIVM open-path Mini-DOAS).

3. Temperature dependence

A combined temperature correction effectively compensated for measurement drift,
improving the accuracy of mobile HT NH; calibration.

The outdoor calibration series of the mobile HT was followed by an additional 24 hours
temperature dependence check at a fixed concentration level of 50 ppb at dry conditions (RH
= 0%). A drift in the measured concentration values was observed, which seems related to
temperature ( ). To compensate for this, we implemented a combined correction
approach: first, a linear regression was applied using the reference NH; measurements
provided by VSL; second, we introduced a second-order polynomial correction based on the
HT’s water circular temperature or internal temperature sensor, which reliably tracks ambient
air temperature. This correction method significantly improved the accuracy of the NH;
measurements under varying environmental conditions.

During the mobile HT outdoor calibration period, the HT ambient temperature, internal
temperature, and water circular temperature were shifted. It was observed that both the
slope and offset of the calibration are most affected by the HT water circular temperature.
After applying the temperature correction shown in across each VSL calibration
range, the new calibrated line’s slope and offset for are much closer to the indoor calibration
equation than before, especially reduced the differences in offset ( ). A comparison
results with and without temperature correction are clearly showed in

4. TNO Flux HT indoor calibration

The TNO flux HT showed excellent linearity across humidity levels, with a consistent offset
likely caused by transport, while slope stability confirms its suitability for flux
measurements.

Each calibration point for the TNO flux HT was maintained for 1.5 h at a constant flow rate of
3 L min~. The instrument exhibited an excellent linear response across all humidity levels,
with R? = 1.0 for both combined and individual RH conditions ( and ).
However, there is a clear large offset of about 31 ppb being observed through all datasets.

Similar to the mobile HT indoor calibration, the flux HT showed that increasing RH led to
decreases in both slope and offset, consistent with a closed-cell stabilization effect. A pre-
calibration performed with the mini-DOAS at Loobos over one year (Melman, Wintjen, et al.,
2025) showed a much smaller offset (~7 ppb). The large shift observed here likely resulted
from mechanical stress during transport. Nevertheless, as the slope remained stable, the
instrument remains suitable for flux measurements.

5. Field calibration of the NHs instruments of UKCEH and vTI
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5.2

The UKCEH flux HT and two QCL systems exhibited linear responses during field
calibrations, though the HT showed higher noise and RH-dependent slope and offset
changes, and the QCLs systematically underestimated concentrations.

The UKCEH flux HT calibration was performed overnight outside the Dutch dairy farm using
NHs concentrations of 0-100 ppb under dry and 20-30 % RH conditions. Each step lasted 60-
90 min, with temperatures between 13.5 and 17.5 °C (i.e. lower than during the TNO mobile
HT measurement). The UKCEH HT system showed higher noise and instability than the two
TNO HT units ( ) at their higher calibration period temperatures. Similar to the two
TNO HT units, both slope and offset for the UKCHE system deceased when RH was increased.

Field calibration of the UKCEH QCL (TILDAS) was conducted under northerly winds (6-8 ms™*)
and background NHj; levels of 2-3 ppb (as monitored by the RIVM mini-DOAS). To meet the 13
L min~* flow demand, equal parts of VSL RGM calibration gas and ambient air were mixed,
halving the expected response.

The vTI QCL (TILDAS) was calibrated directly afterwards using the same VSL concentrations
under the same dry conditions, but at a reduced flow rate (5.8 L min~?). Both laser systems
stabilized within ~15 min and showed linear responses up to 150 ppb, but systematically
underestimated the applied concentrations by ~30 %, a discrepancy that is to be further
investigated with the manufacturer. The overview results can be seen in

Input for D4 (A.2.3.8): TDM uncertainties

Overall, mobile tracer measurements successfully quantified bulk NHz and CH, emissions,
while uncertainties were mainly influenced by instrument calibration, environmental
conditions, and plume averaging strategies.

We applied and evaluated advanced remote measurement techniques to quantify ammonia
(NH3) and methane (CH,) emissions from a livestock dairy farm in the Netherlands during the
quantiAGREMI field campaign of WP3.

The core methodology was the Tracer Dispersion Method (TDM), which involves releasing a
known quantity of tracer gas (nitrous oxide, N,O) and determining emission rates of the target
gases by comparing their dispersion patterns with that of the tracer. This approach was
implemented during two campaign days at the dairy farm; however, only the results from the
first day are included in the report. Short-term wind direction shifts (5-10 min) are a key
source of variation in emission estimates (Fredenslund et al., 2019). Emission rates and
downwind concentrations also vary with meteorological factors such as wind speed,
temperature, inversion height, and solar radiation.

Mobile measurement studies show that multiple downwind transects significantly reduce
uncertainty, as relative error decreases exponentially with the number of detected plumes
(Hensen et al.,, 2019). Around six plumes provide an optimal balance between accuracy and
effort. Consistent with other findings (Luetschwager et al., 2021; Maazalahi et al., 2023),
plume variability between transects can increase uncertainty, but averaging multiple passes
mitigates this.

Errors in measured and calibrated concentrations of NH3, CH,, and N,O were quantified using
standard error propagation methods. The QCL was field-calibrated using two ICOS-traceable
gas standards representing high and low CH, and N,O concentrations. Uncertainties in the
CH,4 and N,O measurements mainly stemmed from the accuracy with which the calibration
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gas concentration was measured, instrument handling, and regression fitting. Total absolute
uncertainties were ~4.4 ppb for CH, and ~1.5 ppb for N,O (0.2 - 0.4% relative error). During
plume measurements, relative uncertainties averaged (+ SE) 1.0 + 0.1% for CH, and 6.7 *
0.5% for N,O. These uncertainties were subsequently used to quantify the propagation of total
NH; and CH. emission errors using standard methods.

Ammonia (NHs) concentrations were measured using the TNO mobile HT system, pre- and
post-calibrated by VSL. Plume analysis and uncertainty propagation involved integrating
baseline-corrected NH; concentrations over time, with the baseline defined by linear regres-
sion between plume start and end points. NH; plumes were baseline-corrected, VSL-cali-
brated, and temperature-adjusted before uncertainty propagation analysis. Total relative
errors averaged ~5.5 + 0.3 %, mainly driven by instrument noise (~88% of total error), while
baseline and calibration factors contributed less than 6%. This confirms that signal noise was
the dominant source of uncertainty in the NH; plume measurements.

A common approach for estimating overall emissions is the calculation of unweighted mean
values. Based on 21 plumes, the unweighted means were 0.096 + 0.009 g s for NH; and 0.80
+0.062 g s for CH,, with relative errors of 7.8% and 9.1%, respectively. In contrast, applying
individual plume error propagation yielded weighted mean emission rates, where a greater
weight was assigned to larger plumes with lower associated uncertainty. The weighted
estimates were 0.069 + 0.001 g s* for NH; and 0.62 + 0.01 g s for CH,, with substantially
lower relative errors of 2% and 1%, respectively. Regardless of the averaging method, the
NH;-to-CH, emission ratio was consistently determined as 0.110 + 0.004 on the day with
reliable data. For comparison, indoor daily measurements conducted by WUR reported similar
emission values of 0.075 g s! for NH; and 0.68 g s for CH,.

Our findings highlight both the robustness of the applied tracer method and the need for
further refinements in measurement practices. In particular, NH; calibration needs to be
improved under varying temperature and high-humidity conditions. Further, the range of N,O
and CH, calibration gas concentrations needs to be expanded to enhance reliability across
diverse field settings.

Lastly, the remote measurement approach used here captures the bulk plume (Gillespie et al.,
2023; Mgnster et al., 2014) from all emission sources within the observed area. When the goal
is to assess the contribution from a specific livestock farm, it will be necessary to separate
individual sources. To achieve such separation, proper placement of the N,O tracer and careful
selection of wind direction and driving routes are essential. Additionally, NH;:CH, emission
ratios (which differ between source types) may be used to distinguish different NH; plumes,
while information on farm activities such as manure spreading, etc. are needed as well.
However, if the goal is merely to evaluate the overall emission impact on the surrounding
environment, then the total combined emissions are the relevant measure.

) TNO Public 57178



) TNO Public) TNO 2024 R12917

6 Recommendations for NH3
analyzer calibration and
emission estimation

6.1 Open-path analyzer (HT8700) calibration

Proper calibration of HT8700 open-path analyzers is essential for accurate measurements.
Users should note the following:

Relative humidity (RH) impacts cannot be fully addressed using the glass-cell system.
In-situ instrument comparisons are likely the most reliable strategy, despite the higher
labor and cost requirements.

When using the conventional permeator method, quality control is critical. This includes
careful monitoring of oven temperature, flow rate, storage conditions, zero gas
standard and periodic checks of the permeation tube weight to improve emission rate
corrections.

Stabilization time is critical during calibration. For HT cell size, a minimum stabilization
period of 1.5 hours under dry conditions and at least 3 hours under humid conditions
in the moderate calibration range (10 ppb to 1ppm) is recommended if VSL system is
applied. If permeator method is applied that depends on the flow rate, the lower
concentration range would take more time to reach final stabilization.

Calibration should be performed whenever the instrument is relocated, transported, or
subjected to mechanical stress, as these factors may cause offset drift.

Temperature effects are a major concern under field conditions despite mostly on the
offset. The most effective correction over the full temperature range can be achieved
using a VSL system in a climate chamber. Alternatively, applying a temperature-
controlled cooling pump during field campaigns may help reduce temperature-related
drift.

6.2 Closed-path analyzer (QCL) calibration

For QCL systems, the following considerations are important:

) TNO Public

System delay time and internal cell filter changes are critical parameters. Users should
conduct regular quality checks throughout the campaign period.

A temperature-controlled environment is crucial for achieving a robust and valid
calibration. Inlet lines should be kept as short as possible and using an passive-
activation system is recommended. The latter will minimize adsorption effects of NHs;
at tube walls.
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e Cell pressure should be monitored in order to observe pump performance and act
accordingly if obstacles hinder air-flow.

e Whenever the instrument is relocated, transported, or subjected to mechanical stress,
an alignment of the mirrors may be considered which has an influence on the
calibration results.

e As long as the system is maintained in a well-conditioned environment, relative
humidity and temperature appear to have minimal impact on measurements.

6.3 VSL RGM system adaptation

VSL RGM system is most suitable for indoor calibration due to its weight and limited
portability. Key recommendations are the RH range and flow rate should be enhanced to
support a broader range of users, including QCL operators (demand of high flow rate)
directly do the calibration.

6.4 Reducing TDM uncertainty in livestock farm
emission measurements

To improve the accuracy of emissions measurements at livestock farms:

e Multiple measurements are required, as deposition can reduce NH; signals if
measurements are taken too far from the source. Current methods do not fully
correct for deposition effects, warranting further research.

e While N,O is commonly used as a tracer gas for the TDM measurement, C,Hs may be
a better option for agricultural sources due to its minimal emission from livestock in
rural areas, least toxicity, and cost-effectiveness.

e GHG gases measured by QCL, signal drifts/offsets should be checked before and after
each measurement campaign to ensure data reliability.
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Appendix A
TNO Tasks in quantiAGREMI

The tasks of TNO in quantiAGREMI are summarized in the table below.

Task 2.1

Technical installation of remote measurements set-up

A215

A.2.2.1

A225

A2.26

A2.2.7

A23.2

A23.6

A23.7

) TNO Public

Task 2.2 Laboratory testing

Task 2.3 Field testing

Remote measurement techniques that evaluate diffuse source systems like farms or field are
already in use. Here, TNO will work on the improvement of remote NH3 measurements, by
evaluating and combining high-end open path instruments and closed path (laser-based
spectroscopy) instruments. In addition, remote NH3 measurements with sensors will be included, if
a promising NH3 sensor is available at that time.

Develop a measurement protocol for determining metrological performances such as linearity,
repeatability, zero reading and cross-sensitivities for determining uncertainty of newly developed
sensors from A2.1.2 - A2.1.4 and sensors to be used in field measurements, using RGMs of WP1 and
specifications from A1.1.1. This includes properties like amount fraction ranges and composition of
the test gas mixtures.

TNO with the support of VSL will improve the remote NH3 measurements to lower their uncertainty
defined in A1.1.1 and include mobile open path NH3 measurements. Tests with special designed
inlet systems will optimize by <1 second step response the commercial closed path analyzers (e.g.
Aerodyne, MIRO, Picarro). The improvement of the technique will be tested using a high dilution
RGM from A1.1.4 and the tests will be linked to A3.2.4 taking place in Switzerland.

The uncertainty budget of the remote NH3 measurement techniques will be estimated from the
testsin A2.2.5.

TNO, WR and Vaisala, will write an evaluation report based on the results of the testing, calibration
and validation measurements for new and existing sensors. The report will be submitted to
EURAMET as D3: ‘Evaluation report based on the results of the testing, calibration and validation
measurements for new and existing sensors for a better estimation of livestock emissions.”

Based on A1.3.1-A1.3.6 and A1.4.3, LUKE, WR, TNO, and INRAE with support from VTT, PTB, UKCEH,
KIT, VSL, IMTelecom, Senseair, GASERA, and Vaisala will develop a measurement plan for the
campaigns in Finland and the Netherlands.

TNO, VSL and WR will perform mobile measurements and remote stationary measurements of CH4,
NH3 and N20. This type of testing is valuable for quick testing of emissions for enforcement policies
of the future. The main challenges for remote measurements are the low concentrations and vary-
ing meteorological conditions that play a role in repeatability and background corrections. By com-
parison with the reference measurements and the controlled tests of A2.3.5, a more accurate
estimate of the uncertainty in the remote measurements will be made.

Also, the sensors from A2.2.2, A2.2.3 and A2.2.4 will be tested in combination with the remote mo-
bile and stationary measurements, which allows the testing of their performance in different con-
centration ranges defined in A1.1.1.

INRAE, LUKE, TNO, WR, VSL, and VTT in collaboration with IMTelecom, Senseair, GASERA, and Vaisala
will analyze, compare and interpret the collected results from A2.3.3 - A2.3.6 field tests. Methods
and models developed in described in D2 (A1.5.7) will be used, evaluated and improved. Con-
sistency of concentrations measurement will be analyzed based on biological, physical and chemi-
cal influencing factors. Emissions will be calculated and compared to N and C mass balance (A1.5.3)
deficit and existing EF. The main contributions to the uncertainty will be identified as key indicators.
VSL will assist in the data analysis and propagation of uncertainties for the used models.
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A23.8

Using input from A2.3.3-A2.3.7, VTT, VSL, LUKE, WR, TNO, INRAE and IMTelecom will write a sum-
mary report based on the identified key-indicators and the improved emission models for increasing
the representativeness of the emission estimations and determine their uncertainty. The report will
also include the developed farm-monitoring systems for evaluating the efficiency of reduction
measures, as well as the relevant farmers’ management tools.

VTT, VSL, LUKE, WR, TNO, INRAE and IMTelecom will review the summary report and send it to the
coordinator. Once the report has been agreed by the consortium, the coordinator on behalf of VTT,
VSL, LUKE, WR, TNO, INRAE and IMTelecom will submit it to EURAMET as D4: ‘Summary report on
the identified key-indicators and the improved emission models for increasing the
representativeness of the emission estimations and determine their uncertainty. The report will also
include the developed farm-monitoring systems for evaluating the efficiency of reduction
measures, as well as the relevant farmers’ management tools’.

) TNO Public
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Appendix B
CHa, N2O and NH; Plume Transects

Tracer method results for two tracer release periods.

First two panels: 8 plumes time slot tracer release period 1 (14:00-14:25 UCT, Oct 2™, 2024);
Second four panels: 12 plumes time slot tracer release period 2 (14:35-15:10 UTC).

Each panel pair shows: (1) individual CH,, NHs, and N,O enhanced concentrations above the
background; (2) the correlation between individual time-step and cumulative enhanced CH,,
NHs, and N,O value ratios per net plume (after the background removal).
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Figure S1. Nine measured CH, and NH; enhanced plumes above the background during the 1% tracer
release (14:00-14:25 UTC) and NHs:CH, linear regression slope of each plume window.
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Figure S2. Nine measured CH, and N,O tracer enhanced plumes above the background during the 1%t
tracer release (14:00-14:25 UTC) and cumulative CHs : N2O and NHs : N2O ratios of each plume window.
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Figure S3. The first six measured CH, and NH; enhanced plumes above the background during the 2™
tracer release (14:39-14:53 UTC), and NH3:CH. linear regression slope of each plume window.
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Figure S&. The first six measured CH, and N0 tracer enhanced plumes above the background during the
2" tracer release (14:39-14:53 UTC), and cumulative CH4 : N2O ratio and cumulative NH; : N2O ratio of
each plume window.
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Figure S5. The other 6 measured CH, and NH3; enhanced plumes above the background during the 2™
tracer release (14:54-15:07 UTC), and NHs:CH. linear regression slope of each plume window.
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Figure S6. The other 6 measured CH, and N2O tracer enhanced plumes above the background during the
2" tracer release (14:54-15:07 UTC), and cumulative CH4 : N2O ratio and cumulative NH; : N2O ratio of
each plume window.
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Appendix C

Net NH; plume and its uncertainty
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Figure S7. The nine measured NHs net plumes and their uncertainty bands in the left; and individual
error decomposition per net plume in the right during the 1¢ tracer release period (14:00-14:25 UTC,
October 2™, 2024).
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Figure S8. The twelve measured NHs net plumes and their uncertainty bands in the left; and individual
error decomposition per net plume in the right during the 2™ tracer release period (14:39-15:07 UTC,
October 2", 2024).
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