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Abstract. Lifestyle-related diseases like type 2 diabetes mellitus (T2DM) and
chronic obstructive pulmonary disease (COPD), have a major impact on soci-
ety, asking for comprehensive disease management support. While AI technology
has advanced for diagnosis and disease detection, its implementation into eHealth
and mHealth applications remains limited, with low adoption rates and limited
evidence of effectiveness. To achieve the necessary levels of client engagement
and self-efficacy in chronic disease lifestyle management (CDLM), Artificial In-
telligence (AI) support must demonstrate social competencies throughout its en-
tire lifecycle—an under-researched topic. This paper introduces a novel Social AI
Competence framework designed to provide durable personalized CDLM-support.
The framework defines four complementary core competencies: (1) supporting
meaningful activities, (2) providing responsible actionable explanations, (3) engag-
ing persons in reflective interactions, and (4) strengthening and leveraging support
networks. Underlying these competencies are eleven key social skills, detailed in
terms of their foundation, functionality, state-of-the-art advancements, and research
and development challenges. The CDLM system under development employs in-
teractive modeling techniques to incorporate the experience and expertise of both
experts and clients into these skills, supported by a modular architecture that en-
sures adaptability and scalability. Integrating social AI functions into the compe-
tency framework enables systematic assessment and optimization of their propor-
tional effectiveness in real-world use cases.

Keywords. hybrid intelligence, social intelligence, socially interactive agent,
collaboration patterns, personalization, lifestyle, chronic disease, diabetes, COPD

1. Introduction

Lifestyle-related diseases, such as type 2 diabetes mellitus (T2DM) and chronic obstruc-
tive pulmonary disease (COPD), have significant societal and economic impacts. Poor
lifestyle choices, such as unhealthy diets and physical inactivity, are key contributors [1].
As populations age and urbanize, these diseases are rising, exacerbating health inequal-
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ities and threatening sustainable development, making effective prevention and manage-
ment crucial.

Extensive research focuses on advancing AI technology for (semi-)automated de-
tection and diagnosis of specific diseases like T2DM [2] and COPD [3,4]. However, this
technology has only been partially integrated into various eHealth and mHealth appli-
cations for the management of these chronic diseases. The adoption of these applica-
tions remains low, and there is limited evidence supporting their effectiveness [5]. To ad-
dress this, several researchers [6,7] propose Hybrid Intelligence (HI) as a socio-technical
approach to enhance Chronic Disease Lifestyle Management (CDLM), where human
and artificial intelligence work together, complementing and augmenting each other’s
knowledge and capabilities. So far, this research has shown a focus on advancing the AI-
modeling of the concerning disease (e.g. for classification, prediction or treatment plan-
ning) and the corresponding human-AI information exchange (e.g., interactive knowl-
edge graphs, explanations and personalization of advice) to enable human-AI knowl-
edge sharing. For a specific disease like T2DM and based on a corresponding data-set,
core HI-functions of the CDLM-system have been explored concerning patient profiling,
management & care activity prioritizing, and shared decision making [7]. Important HI-
research challenges concern for a major part social functions like stakeholder involve-
ment, engaging human-AI interactions, keeping up with rapidly evolving (distributed)
domain knowledge, and accounting for the interdependence of the required collaborative
activities between the different actors in disease management [6].

To develop integrated long-term AI-support for individuals in their personal con-
texts, we need a coherent trans-disciplinary research approach in which the various
subtopics of the challenges are addressed in conjunction. This paper presents such an ap-
proach in which different HI-research groups worked-out a concrete overarching CDLM
research & development objective that covers these subtopics, driving the required scien-
tific collaboration. This objective centers on the specific competencies needed to support
a healthy lifestyle [8] and to actually change the behaviors accordingly [9]. A compe-
tency consists of multiple related skills, along with knowledge and behaviors. As dis-
cussed above, important gaps in the concerning HI-research concern the social aspects of
lifestyle-related disease management. Therefore, our main shared objective is to identify
and develop the social competencies and underlying skills that AI should have in a hybrid
CDLM-system. These social AI competencies are not copies but complements or deriva-
tives of the human competencies involved. The AI-competencies involve models of the
health-promoting goals, activity planning (interventions), information exchanges, and
assessments in relation to the individual’s state, personal values, group norms and cir-
cumstances (including the social environment). The corresponding model-driven social
CDLM-support should bring about the social conditions for progress and maintenance
of a healthy lifestyle, such as the required levels of inclusiveness, trust, engagement and
self-efficacy [10,11,12]. We aim at the development of competencies that generalize over
specific use cases and their focused, data-set driven, analyses of (variants of) diseases,
enabling theory building and transfer over specific applications in the CDLM-domain.

2. Building AI’s Social Competencies

Recent HI-developments for supporting chronic disease prevention and management pro-
vide a modular architecture that allows for adding social functionality. By building on
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such an architecture (with the available models), this functionality can be worked-out,
prototyped and tested in an effective and efficient way. For example, a good starting point
for such research is a decision support system with a supervised learning AI module
that predicts whether a client will develop T2DM in the future, based on physiological-
and lifestyle-data. This system contains a basic dialogue module, providing up-to-date
information in the form of knowledge graphs that enable the reasoning for personalized
support [13]. Such a knowledge graph needs to be updated during its life-cycle, but man-
ually updating is labour intensive and prone to errors. Syntactic and semantic metrics for
change evaluation were developed and tested, providing empirical evidence of metrics’
efficacy in assessing modifications to knowledge graphs from different domains [14].
How far this knowledge graph improves the prediction of diabetes type 2, is currently
being studied with the Kaggle Diabetes Prediction dataset 2.

The social AI research builds on this combined machine-learning & knowledge engi-
neering approach, distinguishing 4 social competencies to develop: (1) supporting mean-
ingful activities, (2) providing responsible actionable explanations, (3) engaging persons
in reflective interactions, and (4) strengthening and leveraging support networks (Fig 1).

Supporting Meaningful 
Activities

Providing Responsible Actionable 
Explanations

Align to Values

Engaging Persons in 
Reflective Interactions

Build Trust

Strengthening & Leveraging 
Support Networks

Inform & Empower

Justify SupportOffer Choices

Preserve Privacy

Be FairBe Inclusive

Get Consent

Co-learn

Connect

Figure 1. The Social AI Competency Framework, consisting of four competencies (presented in bold) and
eleven underlying skills (in the running text, these skills are formatted with SMALL CAPITALS).

2.1. Supporting Meaningful Activities

An activity is meaningful when it is aligned with the personal VALUES of the stake-
holders, respecting the values of other stakeholders, and conforming with the applicable
norms (e.g., on INCLUSIVENESS). In a similar way, the information and advises of the
CDLM-system should be meaningful for the clients. Two characteristics of values are
relevant for value alignment: They change or evolve over time as people interact with
changing environments [15,16] and can be shown in emotional responses (e.g. motiva-
tion; [17]).

2https://www.kaggle.com/datasets/iammustafatz/diabetes-prediction-dataset
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Values are typically defined as beliefs that transcend specific situations, referring to
desirable goals which motivate action, and which are used as evaluation criteria. Multiple
theories around values exist, which generally organize values in some way, for instance
identifying values which are more similar (e.g., Loyalty & Responsibility) or often con-
flict (e.g., Security & Privacy) [18]. Value-sensitive design (VSD) is an approach which
aims to effectively incorporate the values and norms of stakeholders into the design of
systems and products [19]. This means involving stakeholders and end-users early, and
translating their value preferences to more concrete norms and design decisions in a
methodological way. This may also involve breaking down higher-order values into sub-
factors. Hereby it is important to investigate the links between different values or sub-
factors, especially when designing a broader set of social AI capabilities. For instance,
the health literacy of a patient (sub-factor of autonomy) may influence the lifestyle a pa-
tient adopts (sub-factor of patient well-being), which could thus also affect the degree to
which a patient follows the lifestyle advice provided by the CDLM-system. Hence, the
relationships between different values are important to consider to maximize the mean-
ingfulness of the advice.

Current value sensitive design methods are mainly focused on values of groups of
stakeholders, and do not necessarily allow a system to align with an individual user’s
unique values. In recent years, people have increasingly been working on potential meth-
ods to represent individual’s values and norms in a way which allows systems, includ-
ing embodied systems, to adapt and learn at run-time based on interactions with users
[20,21,22]. This also requires eliciting and updating these values in a personal and flexi-
ble way, for instance through conversations [23,13]. This personalized approach to elic-
itation is crucial as different individuals may have different understandings of a given
value. As mentioned above, values refer to goals as a motivation to perform the related
actions. Supporting value-aligned goal-setting enhances the meaningfulness of the spe-
cific activities for the person concerned, further increasing the adoption and effectiveness
of the CDLM-support [24,25]. Reinforcement learning can be used to further personalize
the support over time [25]. Only if the CDLM-system aligns with the personal values
and goals can optimal meaningfulness and effectiveness be achieved.

Meaningfulness is an important condition to BUILD TRUST in the CDLM-system,
which is crucial for adoption [26,27,28]. Levy et al. (2023) developed a conceptual model
of trust in Health-Behavior-Change AI apps [29]. Their model highlights that aside from
the characteristics of the system (e.g. safety, transparency, & explainability), the user (e.g.
AI literacy and self-efficacy) and environmental characteristics (e.g. services & support)
also play a role. Moreover, trust in the technical system isn’t the only relevant trust,
but trust in the mediator (i.e. company) is also relevant. Given the changeable nature
of people it is unavoidable that the system might occasionally be wrong in it’s advice,
leading to trust violations [30]. In these cases, trust repair is possible [31], but should
be accompanied by strategies which aim to constantly, interactively update the system’s
knowledge to better align with users in the future [23].

When a CDLM-system interacts with a user, the system may need to handle sensitive
information such as medical records, recommend actions, share information with others
(software or humans), or consult others when a decision involves them. These interac-
tions necessitate a careful regulation of the system’s autonomy to ensure alignment with
user VALUES and to ensure that adequate TRUST can be put in the CDLM-system. In this
sense, we argue that the notion of CONSENT should play a critical role in moderating the
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CDLM-system’s autonomy. Similar to how humans seek consent before acting on some-
one else’s behalf or when they need resources from others, when a software collaborates
with a human, we should expect it to determine when consent is needed, from whom,
and for what actions. The type and degree of consent required depend on the context, the
individuals involved, and established norms. Not all actions demand consent; however,
the ability to compute when consent is required, and to manage and express it effectively,
would empower a trustworthy CDLM-system to act responsibly on behalf of, and in sup-
port to, the human. Consent must regulate not only data sharing but also the reactive,
proactive, and social behaviors of a software system. Existing software systems currently
lack the capability to manage these complex consent interactions and dynamics. Towards
this objective, formal representations of consent have been developed, which enable soft-
ware agents to track its evolution over interactions [32]. Algorithms have been built that
enable consent mechanisms to be computationally expressed and that allow autonomous
software systems to dynamically regulate the use of their autonomy in alignment with
user norms and preferences. This approach aligns with the principles of personalized and
ethical support, essential for a CDLM-system. Future work is needed to effectively in-
tegrate such rich consent management life-cycle as part of CDLM-system hybrid social
intelligence.

2.2. Providing Responsible Actionable Explanations

So far, the extensive research on explainable AI did not yet provide concrete models,
methods or tools for the development of human-centered explanations [33]. The iden-
tification and support of meaningful activities, as described above, provides a sound,
human-centered, foundation for the creation of the desired explanations (such as the
VALUE and TRUST models; cf. [33]). This subsection discusses the consequential expla-
nation competencies that have been developed.

The CDLM-system communicates explanations that provide insight into how the
AI’s output came to be. This is done through a combined contrastive and counterfactual
explanation. A contrastive explanation compares two outputs in terms of the decision
rule that separates them [34]. A counterfactual explanation communicates a hypothetical
input that would result in a different output [35]. By combining contrastive rules and
counterfactuals, an explanation is obtained that provides insight into the AI’s function-
ing. For example, a client might receive the advice to walk more often. The accompany-
ing contrastive explanation could be: “Walking is suggested as an activity instead of cy-
cling because you value family activities”. The counterfactual explanation could be: “If
you would value friendly competition, the cycling activity would have been suggested”.
The combination leads to an explanation such as: “Walking is suggested because you
value family activities, if you also valued friendly competition cycling would have been
suggested instead”. Notice that since the CDLM-system includes the client’s VALUES

(i.e., family, competition), the counterfactual addresses values and preferences the client
might wish to add to the CDLM-system, realizing a hybrid CO-LEARNING process.

Both contrastive and counterfactual explanations aim to offer insight into the func-
tioning of an AI. However, in the case of the CDLM-system the purpose of the expla-
nation is not for the client to understand all intricate details of the AI’s functioning. In-
stead, the purpose is to support and motivate the client in their choice of activities that
are beneficial to them (OFFER CHOICES). As such, the CDLM-system communicates
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the contrastive and counterfactual explanations in a supportive and actionable manner.
The purpose of these actionable explanations is for the client to select and take appropri-
ate action. In this case, this involves performing an activity that provides benefit for the
client. For an explanation to be actionable in this setting, we designed it to INFORM AND

EMPOWER the client to be able to select an activity and be motivated to perform it. The
principles of informing and empowering leads to a set of properties the contrastive and
counterfactual explanation should adhere to.

For the explanation to inform the client, we argue that it should JUSTIFY the pro-
posed activity, be as explicit as possible, and propose only those activities that are fea-
sible for the client to perform. The justification is meant to convey the underlying argu-
ment why a certain activity is beneficial (e.g. “walking is an entry-level activity with im-
mediate health benefits”). When the explanation is explicit, it becomes clear what the ac-
tivity actually entails (e.g., “walking should be done for half an hour each day”). Finally,
only what the client can do should be included, which puts clear constraints on what can
be proposed and mostly affects how the explanation is generated as non-feasible activ-
ities will not be communicated. The feasibility of the proposal is widely recognized as
a property required for an explanation to become actionable [36,37,38]. However, offer-
ing a JUSTIFICATION and being explicit are both novel properties. The combination of
these properties might lead to an explanation such as; “Walking for half an hour a day
is suggested because you value family activities. It is also an entry-level activity with
immediate health benefits. Cycling for 15 to 30 minutes each day is another activity with
similar effects. Cycling would have been proposed instead of walking if you also val-
ued friendly competition”. This explanation serves to provide the information the client
needs to determine if they want to follow the suggestion or not.

To empower the client to also perform the suggested activity, the explanation should
OFFER CHOICES between activities, remind the client of past joys and successes, com-
municate effects that can be expected, and make the activity manageable. In the CDLM
setting it is especially important to empower clients, as adopting a proposed activity in
their daily lives implies a behavioral change. To make behavioral changes is notoriously
difficult for people and requires prolonged commitment of often months [39]. To en-
sure and support this commitment over time, it is important that the explanations OFFER

CHOICES to support the client’s sense of autonomy (for example, “both walking and cy-
cling are equally beneficial for you”). If the CDLM-system would only offer one choice,
it is likely that the client would feel limited autonomy and agency [40,41]. This is detri-
mental to commitment, as the sense of autonomy and agency in people’s action is viewed
as a strong incentive to follow through [42,43]. Second, to boost commitment the expla-
nation should remind the client of any past joys or successes pertaining to the proposed
activity (for example, “In the past you enjoyed a brisk walk with your grandchildren”).
This allows the client to reflect on what the activity brought them in the past which can
motivate or distract from negative thoughts when considering the activity [44,45]. By
mentioning future effects that can be expected serves a similar purpose, as the client is re-
minded of why the activity should be performed (for example, “when walking regularly
your body can learn to make better use of insulin”). Finally, the activity should be com-
municated in a manageable or operable manner (for example, “you can start with walk-
ing half an hour every week, and slowly increase the frequency until you walk half an
hour every day”). This recognizes that a behavioral change only comes for most through
gradual steps of small changes [39]. With this property, the explanation should split a

M. Neerincx et al. / Social AI for a Healthier Lifestyle322



proposed activity into concrete steps over time and ideally adhere to the client’s progress.
When we integrate all of these empowering properties, an example explanation might
be: “By being active for 30 minutes a day, your body can learn to make more better use
of insulin. This can be done walking or cycling every day. In the past, you enjoyed a
brisk walk on Sunday with your grandchildren, consider making this a regular activity.
As you get used to this, you will get this advice more frequently until you walk every
day”. None of these properties that aim to empower the client offer new insights into
the functioning of the AI. This is not surprising as the act of empowerment has little to
do with how the AI functions in the CDLM-system. Instead, empowering the client has
much more to do with the explanation treating the client as a person and integrating our
knowledge of behavioral change and its difficulties into the design of the explanation.

Finally, it is important the actionable explanations are provided responsibly. The
generation of counterfactual explanations has some severe limitations due to them deal-
ing directly with a data set whose points reflect individual clients. First, the counterfactu-
als found can be of different quality depending on the client [46]. This can overlap with
certain minority groups if the data set is unbalanced or biased, leading to unfair treat-
ment as some clients will receive lower quality explanations. Second, counterfactuals are
sensitive to PRIVACY attacks [47]. A receiver of a counterfactual explanation is able to
derive personal information from other clients if sufficient explanations are collected. We
adopted the concept of k-anonymity to mitigate leaking private data [48]. The underlying
principle here is that the identified counterfactuals are sufficient generic that a potential
attacker cannot distinguish between k amount of people. As k increases, the explanation
will become more generic and thus affecting the quality and relevance of the explanation.
However, it has been shown that even with small values for k, privacy can be preserved
with limited impact on the quality. For more information we refer to recent work on this
method [48].

To mitigate the effects of potentially unfair explanations, we derived a metric that
uses simulation to estimate the quality of a particular explanation. This can be used as
either a way to assess if a selected technology that identifies the counterfactual used in
the explanation is FAIR. Similarly, it can be adopted as an optimization criteria to pre-
vent the selection of low quality counterfactuals. The proposed metric defines the qual-
ity of counterfactual as its degree of similarity to the current situation while still being
sufficiently different to result in a different AI output. In other words, it should limit the
number of necessary changes or additions in a client’s values while still resulting in a
different advice for an activity. This is a common property attributed to quality counter-
factuals in the literature [36,37,38]. In addition, a quality counterfactual is also one that
is located in a high data density area where the AI performs well. In other words, the
counterfactual should be a data point that leads to an activity advice that is correct and
common. This is another property found in the literature used to identify quality counter-
factuals [36,49]. These two known principles identify a low quality counterfactual as one
that is highly dissimilar to the client, is rare and potentially incorrect. We propose that
the combination of these two known aspects into a quality metric can be used to assess
the fairness of explanations. By simulating the generation of explanations for different
clients and applying the metric, one can obtain insights if the used technology to find
counterfactuals treats some client groups unfairly.

Lastly, a responsible actionable explanation is an explanation that is INCLUSIVE.
Inclusiveness is an important norm, meaning that technology should be accessible for

M. Neerincx et al. / Social AI for a Healthier Lifestyle 323



all who might benefit. This accessibility goes beyond giving access, but also means that
interactions should be understandable to all, and explanations should be aligned. As pro-
posed by [50], a system is only explainable insofar users can properly understand and
engage with the explanations given. In diabetes care for example, especially people with
lower health literacy should not be forgotten. We recognize this as important and thus
do not propose that the examples of our explanation provided earlier to be used as such.
Instead, future work is needed to create various designs to communicate the explanation
and evaluate them with a highly diverse group of clients.

2.3. Engaging Persons in Reflective Interactions

Reflection is a meta-cognitive activity, commonly defined as a process of gaining in-
sights, new perspectives, and making changes through rethinking about the past. It can
be beneficial for motivating behavior change and supporting lifestyle changes [51].

Intelligent systems can provide support for reflection by either promoting self-
reflection, i.e., an individual reflective process, or engaging users in collaborative reflec-
tion. Existing systems that support self-reflection are often integrated with personal in-
formatics systems, where information about personal behaviors is summarized and visu-
alized for users to reflect on. However, there still are many challenges. One is adapting
to individual user’s rhythm of life and promoting reflection at the appropriate moment
[52]. Another is providing explanations along with the personal information, as past work
suggests that merely showing information does not trigger reflection necessarily [52]. In
addition, past work has emphasized that to achieve the goal of guiding future behaviors,
reflective learning requires guided and structured processes [53,54].

One possibility to address the issues of adaptability, helping users interpret infor-
mation and providing a guided process, is to integrate a conversational agent into the
dialogue module and to tailor the dialogue to the user’s VALUES while engaging users
in collaborative reflection. User’s values can provide the system with knowledge about
user’s life rhythm and preferences, and can help the system guide the user to interpret
personal information. In addition, these values can be updated through the continued
human-AI interactions to allow the system support users better.

For the human-AI interaction, including the explanations of the previous subsection,
a conversational agent is being integrated into the dialogue module that allows for more
open and continuing information exchanges, addressing the cognitive and affective as-
pects of CDLM in the conversation. Two versions of a lifestyle-advice dialogue module
(chatbot) were developed and tested for different realistic health scenarios: an empathetic
and neutral one. The usability of the empathic chatbot proved to be higher (Chatbot Us-
ability Questionnaire; [55]), showing the importance of empathetic communication with
CDLM-systems (i.e., crucial for engagement and satisfaction) [56].

Reinforcement Learning (RL) methods offer significant potential for personalizing
the interaction and supporting engagement over a long period of time [57]. As a fast-
developing machine learning technique, RL targets sequential decision-making tasks and
achieves a long-term learning goal via interactions with the environment [58], which is
very much aligned with the long-term engagement and support needs of CDLM-systems.
Since RL is particularly powerful by taking the feedback from users into account and
updating the interactive strategy adaptively according to actual needs, in recent years,
RL methods have been widely developed for optimizing human-AI interactions in dia-
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logue systems [59], and shown as a well-suited solution in personalized (health) behavior
change support [60]. For example, deep RL has become a mainstream method for train-
ing dialogue policies to optimize human-AI interactive tasks, achieving significant suc-
cess in pipeline-based dialogue systems [61,62]. In contrast, reinforcement learning from
human feedback (RLHF) has become essential for large language model (LLM)-based
dialogue systems, as it integrates RL with human feedback to better align with human
VALUES and preferences [63], facilitating CO-LEARNING. We therefore argue that RL
methods can play a pivotal role in enhancing personalized interactions, ensuring they are
adaptive and reflective towards the evolving needs and preferences of users, particularly
in health-related and long-term engagement applications like CDLM-systems.

A subsequent challenge is to support long-term dialogues which need underpinning
by some kind of a conversational memory [64,65,66]. Like activities, it should focus
on meaningful experiences and relate to the values at stake. Such a meaningful mem-
ory allows for value-centered reflections, increasing the understanding of own and other
drivers for healthy behaviors (i.e., increasing the health literacy and self-efficacy).

2.4. Strengthening and Leveraging Support Networks

Social support is essential for successful lifestyle management [9,67]. Particularly, the
perceived support and belief that help is available of social support can have a positive
effects on someone’s health; strengthening individual’s coping abilities is an important
factor [67]. Support from informal (e.g., family, friends) and formal caregivers (e.g.,
health professionals) can enhance healthy lifestyle habits and mental health substantially
[68,69]. The CDLM-system should strengthen and leverage the available and potential
networks, making CONNECTIONS aligned with the VALUES of the stakeholders involved,
and harmonized to the existing or envisioned socio-technical structures in which it will
operate. This is crucial for its adoption and continued usage. Note that its adoption may
in turn influence the current healthcare landscape, particularly with respect to social phe-
nomena. For instance, if CDLM-systems are used on a larger scale this might have impli-
cations for the required tech-savviness and AI-literacy of healthcare providers’, requiring
up-skilling [70]. Doctors might be asked more frequently to help their patients with their
CDLM-system or the healthcare professionals themselves might use decision-support
systems. In the research and development of CDLM-systems, it should be identified and
accommodated what healthcare practitioners need to understand about AI’s workings in
order to use the systems responsibly. Further, user studies should be conducted to sup-
plement the substantial lack of empirical knowledge about the effects of these systems
on work practices, relationships and end-users [71,72].

Aside from investigating effects of the CDLM-system on the client and practitioner
in isolation, it should also be assessed how the usage of the CDLM-system influences
the patient-doctor relationship and how they are CONNECTED. AI tools are frequently
proposed as potential means to alleviate the high workloads faced by healthcare practi-
tioners, which may support more person-centered care and might allow doctors to build
more empathetic and meaningful doctor-patient relationships [73]. Critics however warn
that AI tools may in fact further remove the doctor from the patient, have dehumanizing
effects and might only result in even higher patient throughput and workloads for doctors
[74,73]. Further, with the increased adoption of self-management tools, the frequency at
which patients seek help of human doctors might significantly change. Concerns have
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Figure 2. An overview of the Chronic Disease Lifestyle Management (CDLM) system with its interaction and
computational modeling components necessary to obtain the core competencies and underlying skills.

been raised about the emergence of a two-tier access to healthcare as a result of the intro-
duction of AI systems, whereby the contact with human doctors is reserved for wealthier
patients due to the high costs, and where less wealthy individuals must rely more on AI
tools [70]. The opposite is also a danger promoting inequality, by which less wealthy na-
tions might have less means to set up computational infrastructures and other necessities
for enabling use of self-management AI tools [70]. Note that the societal dynamics are
rather complex, requiring insights in the changes over time and dependencies, such as:
1) how do value preferences change as a result of an altered patient-doctor relationship
(e.g. patient autonomy, empathy of doctors, accessibility of care), 2) how does the social
support that a CDLM-system may provide compare to the support from a human health-
care practitioner and which synergies may arise here? By addressing such questions in
CDLM-research and development, we will be better able to harmonize the support to the
broader societal context and the evolving social dynamics.

2.5. CDLM-System Components

Figure 2 illustrates the different technical components a CDLM-system requires to ob-
tain the four described competencies. Consent was stated as vital to dictate the system’s
allowed autonomy and build a trust relation with the client. To do so, a consent manage-
ment interface is required where given consent can be reviewed and where the system
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can actively request for consent for particular behaviors. To do so, it utilizes the values,
preferences and norms of the client obtained through an open dialogue and modeled in
an ontology of values. These values should dictate when consent is required. In addi-
tion, these values play an important role in providing actionable explanations. For the
CDLM-system to provide such explanations as described previously, the client’s goals
and progress are required and to be combined with its value ontology and a domain on-
tology that describes the effect of certain behavioral changes. With this knowledge, the
system can employ a safe and secure way of identifying the necessary contrastive rules
and counterfactuals to provide the actionable explanations. To do so, the privacy preser-
vation technology of k-anonymization is used. Throughout the use of the system, the
client can engage in a reflective dialogue where the system supports self-reflection using
a memory of previous discussed topics and reinforcement learning to adapt the conver-
sation. By involving the value model into this dialogue, clients get better insight in their
health-related behavior choices. Finally, the CDLM-system requires a representation of
the client’s social network, harmonized to their formal and informal care context. This
social network can be employed to provide a means for the client to interact with others
to receive their support as well as to engage in joint activities.

Figure 2 shows how the interactive modeling approach is structured within the mod-
ular system design, enabling adaptability and scalability. Future work will address the
key challenge of further developing these components and integrating the specified func-
tions and technologies into a comprehensive, collaborative CDLM system. The next step
will be to evaluate the extent to which the system embodies the described social AI com-
petencies and underlying skills.

3. Conclusions

Hybrid Intelligence (HI) offers great potential to reduce the magnitude of a significant
health problem, the increasing number of people who must cope with lifestyle-related
chronic diseases, such as type 2 diabetes mellitus (T2DM) and chronic obstructive pul-
monary disease (COPD). The social aspects of developing a desired healthy lifestyle are
very important for adoption and long-term adherence to such a lifestyle, whereas the re-
quired coherent trans-disciplinary research on these aspects has been scarce. This paper
presents a collaborative research line with a shared objective for the research an devel-
opment of Chronic Disease Lifestyle Management (CDLM) support: the identification
and development of the social competencies that AI should have, as complements or
derivatives of the human competencies involved.

The main outcome of the presented collaborative research consist of a social AI
competency framework, distinguishing four related competencies (Fig 1).

Supporting Meaningful Activities. This reflects the ability to understand a client’s
values, interests, and motivations and to guide them in integrating activities that align
with these aspects into their daily lives. It demonstrates the ability to collaborate effec-
tively, in which clients BUILD appropriate TRUST in the CDLM-support and their own
lifestyle self-management capabilities (self-efficacy). This competence involves, among
other things, the acquisition and formalization of stakeholders’ VALUES in an adjustable
model, which is adapted and refined by user interactions during its complete life-cycle.
For example, life-style related advices and intervention advices are attuned to these val-
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ues and daily routines, ensuring that the activities suggested by the CDLM-system res-
onate with the user’s personal values and contexts.

Providing Responsible Actionable Explanations. This involves communicating in-
formation in a way that is clear, practical, and ethically sound, enabling clients to make
informed decisions. It is tailored to the support of meaningful activities and aligned to the
corresponding VALUES of the stakeholders. For example, contrastive and counterfactual
explanations are presented in a practical, actionable manner to INFORM AND EMPOWER
clients while ensuring PRIVACY, FAIRNESS, and INCLUSIVITY. These explanations help
clients understand the rationale behind the system’s recommendations, fostering TRUST
and informed decision making.

Engaging Persons in Reflective Interactions. Facilitating reflective discussions helps
clients examine their own thoughts, emotions, and behaviors, fostering self-awareness
and motivation for change. It encourages users to evaluate their lifestyle choices and be-
haviors over time, helping them adapt and make more informed health decisions through
reflective dialogue with AI. This competency encompasses the ability to create a safe,
nonjudgmental space for dialogue. For example, the dialogue module provides a conver-
sational agent that engages users in collaborative reflections with more open and con-
tinuing information exchanges, addressing the cognitive and affective aspects of CDLM,
and enhancing the understanding of own and other’s values in the behavioral choices
(CO-LEARNING).

Strengthening and Leveraging Support Networks. Developing and leveraging a sup-
portive network (e.g., healthcare providers, community resources, or peer groups) en-
sures that clients have access to comprehensive support options. This requires abilities
in networking, and boundary-setting to connect clients with appropriate resources while
maintaining professionalism. For example, the CDLM-system maintains an overview of
active and potential relationships, and of resources that have been or can be consulted. In
mixed-initiative dialogues, appropriate assessments and suggestions are made for main-
taining, adjusting and consulting this network (i.e., to CONNECT).

Understanding stakeholders’ values is an important aspect of all four competencies
and, consequently the value models provide coherence in the expressions of these com-
petencies, such as respectively, activity advice, explanation, interaction and network fa-
cilitation. These competencies also involve personalization and providing choice options
to establish the required levels of inclusiveness, trust attribution, engagement and self-
efficacy for the desired sustainable behavior change. The CDLM system is currently un-
der development, utilizing interactive modeling techniques to integrate the experience
and expertise of both experts and clients during its complete life-cycle.

By researching and developing social AI-functions within the CDLM framework,
their proportional effectiveness in real-world use cases can be accurately assessed and
optimized. As the framework distinguishes competencies and skills that generalize over
specific use cases and chronic disease variants, it facilitates theory building and transfer
over specific applications in the CDLM-domain.

References

[1] Sun H, Saeedi P, Karuranga S, Pinkepank M, Ogurtsova K, Duncan BB, et al. IDF Diabetes Atlas:
Global, regional and country-level diabetes prevalence estimates for 2021 and projections for 2045.
Diabetes research and clinical practice. 2022;183:109119.

M. Neerincx et al. / Social AI for a Healthier Lifestyle328



[2] Chaki J, Ganesh ST, Cidham S, Theertan SA. Machine learning and artificial intelligence based Dia-
betes Mellitus detection and self-management: A systematic review. Journal of King Saud University-
Computer and Information Sciences. 2022;34(6):3204-25.
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[51] Bentvelzen M, Woźniak PW, Herbes PS, Stefanidi E, Niess J. Revisiting reflection in hci: Four design
resources for technologies that support reflection. Proceedings of the ACM on Interactive, Mobile,
Wearable and Ubiquitous Technologies. 2022;6(1):1-27.
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