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Abstract. A key requirement for responsible Al in the military is to
ensure meaningful human control (MHC) in operational settings. How-
ever, MHC is not a binary concept; it could vary from one operational
setting to another depending on context and the competencies of avail-
able humans and autonomous systems. We propose and discuss five
patterns of MHC and highlight some of their key characteristics. We
argue that control is only meaningful when humans have sufficient cog-
nitive resources to perform control functions and when the behavior
of autonomous systems in their operational context is sufficiently pre-
dictable. By anchoring the MHC patterns in human’ s cognition and
situation uncertainty, we propose initial requirements for interaction
design, testing and validation, and identify gaps in existing scientific
understanding.

1 Introduction

The concept of meaningful human control (MHC) has emerged in the context
of discussions on Al enabled and autonomous weapon systems. MHC refers to
the idea that as Al-based autonomous technologies advance, humans should
remain in control of decisions related to the use of force. Although AI can be
responsibly applied for certain military objectives, we advocate that the design
of autonomous weapon systems should not proceed unconditionally. One of the
conditions is that of human control, which has been recognized in academic, legal,
and political debates. The importance of MHC stems from it being a necessary
condition for humans to be accountable and responsible for decisions with safety,
ethical, and human dignity dimensions, such as those related to the use of force.

Sustaining MHC has been phrased in various ways by NATO [12] and US
DoD [15] including as an ethical, and potentially legally binding principle. In
2023, the United Nations Secretary-General and the President of the Interna-
tional Committee of the Red Cross urged States to negotiate a legally binding
instrument and state: “We must act now to preserve human control over the
use of force. Human control must be retained in life and death decisions.” In
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addition to its significance in military contexts, the concept has been recognized
as important in civilian scenarios, such as automated driving systems [4].

Despite these statements and relevant discussions, it remains unclear how to
operationalise MHC into concrete, implementable, and verifiable design require-
ments and specifications. Whereas MHC is frequently studied from the perspec-
tive of philosophy [21], artificial intelligence, and law [2], we believe that the fields
of Cognitive Engineering and Human Factors are underutilized, especially when
they could offer an array of consistent theories, models and methods that are
critical to accomplishing MHC [3]. The purpose of this paper is to explore how
theories of situation awareness and human decision making can be used to oper-
ationalise MHC by developing team design patterns [26]. We propose five MHC
patterns of increasing complexity as assessed from the perspective of interaction
design, testing and validation, and accountability. Instead of offering a thorough
and exhaustive design blueprint of the complex issues under discussion, the pat-
terns will form a foundation for proposing a multi-disciplinary research agenda
aimed at designing and evaluating MHC.

In Sect. 2, we provide an overview of the legal and ethical background sur-
rounding MHC, associating it to existing literature on this topic. Section 3 delves
into the five patterns of MHC, accompanied by examples drawn from real or fic-
tional military systems. Section4 conducts a more detailed analysis of these
patterns and describes practical applications. Finally, Sect. 5 offers some conclu-
sions drawn from our exploration.

2 Background

The question of how humans should retain and exercise responsibility in practice
has been a central issue in the debate on responsible military AI. The United
Nations Group of Governmental Expert (GGE) on Emerging Technologies in
the Area of Lethal Autonomous Weapons Systems states: “Although there is
agreement on the importance of the human element..., [fJurther clarification is
needed on the type and degree of human-machine interaction required, includ-
ing elements of control and judgement” [5]. States use different terminologies;
for example the USA’s Department of Defense Directive 3000.09, Autonomy
in Weapon Systems requires that “[aJutonomous and semi-autonomous weapon
systems shall be designed to allow commanders and operators to exercise appro-
priate levels of human judgment over the use of force.” [15]. The UK DoD states
the following about the principle of “Human Control: when using Al-enabled
systems for Defence purposes, the need to understand the appropriate form of
human involvement required for any given application or context.” [14].

The above examples are provided by military organizations, with a strong
command hierarchy, where human control is always assumed and closely tied
to human responsibility, which is visibly or verbally expressed through ranks,
directives, or orders, at all levels in the organization. Others argue for MHC
over military Al for moral and legal purposes, such as: “safety and precision,
responsibility and accountability, morality and dignity, democratic engagement
and consent, and institutional stability” [7]. While we acknowledge that all five
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purposes are important in the case of military AI, some are closely related to
the requirements of International Humanitarian Law (IHL), which sets limits on
the means and methods of warfare. MHC is relevant for safeguarding traditional
ethics of war, in particular the jus in bello principle of distinction between com-
batants and non-combatants and indirectly to the principle of proportionality
(balancing military advantage ex ante against civilian casualties), which are eth-
ical principles that can be interpreted as moral duties for belligerents, that are
formalized in THL.

The purpose of safety and precision, in particular, connects the principle
of distinction to proportionality. Although Al-enabled systems may in prin-
ciple have technical capabilities to ‘discern’ between a combatant and a non-
combatant, military operations are intrinsically volatile, chaotic, deceptive, and
unstable, even in terms of how a combatant can be distinguished from a non-
combatant. Many have argued that at least “states must ensure that any future
AWS meet the requirements of distinction and proportionality in its targeting
capabilities.” [13].

The purpose of responsibility and accountability is articulated in many poli-
cies on military Al; for example “human responsibility for Al-enabled systems
must be clearly established, ensuring accountability for their outcomes” [14,
p.9.]. The purpose of institutional stability is important as it must be clear when
violations of customary law or internationally legally binding instruments occur
when Al enabled systems get used in an armed conflict.

While this section aims at providing the background on the topic of MHC, the
complexity of defining concepts such as meaningful human control, autonomy,
responsibility, and value alignment suggests that debating these definitions falls
outside the scope of this work.

3 Meaningful Human Control Patterns

We will focus on the design and evaluation of systems that allow humans to
retain the ability to influence, understand, and have agency over the decisions
and actions of Al-based and autonomous systems. We propose five patterns of
MHC of increasing complexity and, when possible, ground them in established
results from Human Factors research.

3.1 Pattern 1: Real-Time Meaningful Human Control

Under MHC-P1 (i.e. Meaningful Human Control - Pattern 1), the robot’s behav-
ioral response occurs immediately after the human control directive. An exam-
ple of this is teleoperation, in which a robot is remotely controlled by a human
operator. Other examples may require less human involvement, such as design-
ing interaction according to a certain level of automation [16], or by placing the
human in the role of supervisor, allowing them to step in as necessary. Each of
these forms qualifies as Pattern 1 MHC; the human operator acts on real-time
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information and executes real-time control on the robot. This form of human-
robot interaction is relatively well understood, with numerous models and the-

ories in the literature [18]. Applying this to morally sensitive domains such as a
1

military operation', we adopt the model presented in Fig. 1.
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Fig. 1. MHC-P1 real-time meaningful human control

—

The process starts from a state where humans possess quality Situation
Awareness (SA), which is a prerequisite mental state for the operator to con-
duct situation assessment, course of action generation and selection, then execute
necessary control [18]. This means that the human maintains an accurate under-
standing of the robot’s current environment and activity. Based on this, the
human can execute Real-time Control i.e. making decisions on what would be
the right behavior in the current situation, and instructing the robot accordingly.
The robot is expected to exactly follow up on these human instructions and to
carry out the human-determined Action. The robot’s icon in the figure can also
refer to a group of robots (e.g., swarm), as long as they can be thought of as a
single system. The results of the Action (implicitly represented by its outgoing
arrow) then feed back to the human operator’s SA allowing them to act on it
again, forming a control loop.

Summarizing, the mental capacity of situation awareness is key to achiev-
ing MHC-P1. This entails a thorough human comprehension of the work, the
surroundings, the robot’s behavior, and ethically and legally significant compo-
nents?.

Example MHC-P1.
Recent advances in robotics have resulted in a variety of low-cost medium and

! Examples include: reconnaissance, target selection, identification or confirmation,
and application of lethal force.

Cognitive theory of SA does not always delve into defining the boundary of what a
situation is and/or the information expected to consider an agent is aware of. In this
paper, we emphasize a novel aspect of situation awareness, which is closely related
to the concept of moral awareness. Rest [17, p.3] defines moral awareness as the
“interpretation of the particular situation in terms of what actions (are) possible,
who (including oneself) would be affected by each course of action, and how the
interested parties would regard such effects on their welfare.” Our perspective is
that a situation encompasses not only physical and task-related dynamics but also
contains ethical and legal factors.

2
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small-sized drones, such as the black hornet and quadcopter drones. These drones
are primarily employed for reconnaissance and surveillance and may be operated
by a single mobile operator. Nonetheless, these tasks may be morally sensitive
since they may infringe on civilian privacy, which must be balanced against mis-
sion’s objectives. Following SA-oriented guidelines for user interface design [18]
helps to design interactions that provide the operator with enough SA and the
right control options to make these decisions responsibly.

3.2 Pattern 2: Distributed Real-Time Meaningful Human Control

In complex military operations, the operator’s workload to sustain SA and con-
trol of the system, escalates. A solution to this challenge is to distribute the
control task among a team of operators as depicted in Fig. 2.

{{O Distributed
’,

7

-Ll. Control

Fig. 2. MHC-P2 Distributed Real-time Meaningful Human Control

The process of maintaining MHC-P2 is largely similar to that of MHC-P1,
albeit the reliance on multiple humans and their need to acquire and share SA
and jointly execute control. The term Distributed Situation Awareness is
used in the literature [20] to refer to the collective understanding of a situation
that results from collaboration and information exchange across various actors.
We use this concept as a necessary condition for executing distributed control.
With the right mental state, the group can perform Distributed Control to
directly influence the robot’s Action.

In summary, the collective mental capacity of Distributed Situation Aware-
ness is key to achieving MHC-P2 by a group of humans. This allows group
members to have partial and localized SA, but requires complete SA by the
collective.

Example MHC-P2.

The Reaper MQ-9 is a remotely piloted aircraft primarily used for intelligence,
surveillance, and reconnaissance missions. It is capable of carrying out preci-
sion strikes using Hellfire missiles and laser-guided bombs. The Reaper is often
deployed in areas of conflict or where terrorist activities are suspected. It can be
operated anywhere in the world, by a pilot and a sensor operator located at a
ground control station (GCS). The GCS is equipped with advanced technologies
that allow operators to control the aircraft, its sensors and weapons systems.
Besides the pilot and sensor operator, the human team in control of the aircraft
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often includes a mission coordinator who oversees the overall mission, and an
intelligence analyst who assists in interpreting data and imagery collected by the
drone. While each team member has their own point of view, communications
among them are essential for meaningful control.

In many ways, the task is morally charged. An obvious example is carrying
out an attack while minimizing collateral harm. Furthermore, flying over specific
regions and being visible to people (or not) violates privacy and may induce panic
among the inhabitants. Humans can anticipate and interpret such situations
when they occur. This is why the Reaper must be kept under MHC. Specific
care was given in the design of the Reaper to allow the human operator team to
have distributed SA, and preserve MHC-P2. The operators are well-trained; the
pilot and sensor operator are in the same location and can communicate remotely
with the mission coordinator and intelligence analyst; the high resolution video
footage allows operators to inspect if civilians are present nearby a target; the
satellite connection is highly secure and reliable; and the control is real-time.

It is important to recognize that using drones in warfare brings up other
moral concerns, such as lowering the threshold for war and creating a cowardly
and unfair playing field [6]. While these are significant issues, they fall outside
the scope of the MHC paradigm.

3.3 Pattern 3: Prior Meaningful Human Control

Real-time MHC (as in MHC-P1 or MHC-P2) may not always be feasible for a
variety of reasons. To begin with, a technical reason exists when remote connec-
tivity may be insufficient to allow human teleoperation or supervisory control.
This could be due to environmental circumstances (e.g., underwater, under-
ground, etc.) or to the enemy purposefully interfering with radio signals. Second,
there is a tactical reason, where the operation may require silent mode to prevent
detection by the enemy. Third, there is a cognitive reason, as the speed may not
be manageable for real-time human intervention, for example, cyber activities at
machine speed or provision of air defense for hypersonic missiles. Finally, there
is the reason of scale; that is, when the number of robots and Al-based actors
exceeds the threshold for teleoperation (as in the case with robot swarms).

In some cases, we argue that the system can still be controlled under MHC-
P3. The primary distinction between real-time MHC and MHC-P3 is that
real-time MHC includes the human during task execution (human-in-the-loop,
human-on-the-loop), whereas P3 involves the human prior to the task [25]
(human-as-delegator, human-before-the-loop). Under P3, the robot does not
respond promptly to human control commands, but instead with a significant
delay, of hours or days. For example, the human provides the robot with a pre-
cise plan of action on how to deal with morally laden situations, after which the
robot carries out that plan autonomously. This only works in a predictable envi-
ronment, ensuring that the predefined plan continues to align with the actual
situation during execution. This concept has been proposed in various forms,
such as playbook interaction [11], or direct, set and forget control. If the human
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directive is precise enough, there is no need for the robot to make moral judge-
ments during execution because they have already been made by humans. Under
the right conditions, this would qualify as MHC-P3.

MHC-P3 alleviates the need for some requirements of P1 and P2, such as the
need for assured connectivity, or manageable reaction times, but also introduces
some other requirements. The model of MHC-P3 is presented in Fig. 3.

AR
4. Prior Control

Fig. 3. MHC-P3 Prior Meaningful Human Control
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Whereas MHC-P1 and MHC-P2 require humans to have a real-time situa-
tional understanding of the current situation (i.e. situation awareness), MHC-P3
requires humans to have imaginative skills about possible future scenarios. We
will call this Anticipatory Awareness (AA)3. In the context of moral decision
making, AA allows the operator to anticipate on all morally salient aspects of
a potential future situation, including the environment and the robot’s behav-
ior. Based on AA, the human hands over instructions for Prior Control that
prescribe the morally acceptable Actions the robot is permitted to undertake.
During the robot’s action-execution, there is no feedback to the human instructor
due to the setup being a set and forget system.

The question of whether this process actually establishes MHC, depends
on whether the human’s AA at the time of providing the instructions was an
accurate and correct representation of the operational environment. Consider
the example that a person stationed at a base instructs a drone to capture
aerial images over a village at low altitude following a predetermined route which
avoids sacred buildings. While doing so, they are holding a mental model of the
anticipated scenario, such as the village containing sacred buildings along with
the proposed routes avoiding these. The moral decision not to fly over sacred
buildings has been made by humans prior to the operation. If this mental model
of the anticipated situation is an accurate reflection of the actual situations faced
during execution, the person indeed exercised MHC over the robot. We would
argue that if unforeseen circumstances arise in the scenario, for which no prior
instructions were provided (e.g. if a funeral procession would be encountered
along the route), this would indicate errors in Anticipatory Awareness that could

3 Note that the famous model by Endsley [8] also mentions projection as an element
of situational awareness. However, this concerns the ability to project from current
events into the near future, e.g. spatial extrapolation of moving objects. However,
anticipatory awareness is more far reaching, and includes the ability to imagine
scenarios further into the future that are not directly connected to the ways things
are now.
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cause loss of MHC. As a cognitive state requiring human effort, AA is harder to
achieve when the environment is less-predictable. In the extreme case, when the
environment is unpredictable, achieving AA is near impossible.

In summary, MHC-P3 allows the human to execute control before the robot’s
action takes place. The mental capacity of Anticipatory Awareness is key to
achieving MHC-P3. This means that the human must be capable of anticipating
all moral risks in the space of possible scenarios.

Example MHC-P3

Consider, for example, the loitering munition TAT Harpy. This type of weapon
is designed as a fire and forget weapon. After the human instructs the system
to attack a radar system (with specific signature), the Harpy loiters for two
hours without any human intervention searching for a radar with that signature,
and then attacks it fully autonomously. Although the morally sensitive event
(i.e. attacking the radar) takes place up to two hours after human intervention,
the human was still in control in the sense that they were providing detailed
instructions beforehand and had sufficient and correct AA. The Harpy is designed
with a specific maximum loitering time to facilitate AA of the human user, i.e.
the human only has to predict the situation in advance of two hours. Moreover,
the system is not designed for utilization in highly unpredictable environments,
such as urban areas.

3.4 Pattern 4: Goal-Based Meaningful Human Control

In highly unpredictable environments, it is impossible to provide the robot with
a precise set of actions beforehand, as these actions depend on circumstances
that will only become clearer during the operation. Furthermore, a precise pre-
scription of which actions to take may prove an excessively time consuming task
for the human operator. In these cases, the system might be controlled under
MHC-P4 (Fig. 4).

MHC-P4
() Anticipatory Awareness & () Goal-based
[) System Understanding [) Control

Fig. 4. MHC-P4 Goal-based Meaningful Human Control

W

In MHC-P4, the Robot is controlled via Goal-based control where the
human indirectly influences the Robot’s Action by providing it with a Goal.
Just like MHC-p3, MHC-p4 is a prior control pattern and therefore requires oper-
ator’s Anticipatory Awareness. Furthermore, the operator must understand
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how the system translates its goal into actions in various circumstances. We
call this property System Understanding, which encompasses an operator’s
knowledge of the algorithms, data structures, decision-making mechanisms, and
potential limitations of the Al system. While goal-based controllable systems do
require some level of AT to translate their goals into actions, this AI does not nec-
essarily need to be complex. For instance, consider a navigation system in which
users input their destination (i.e., the goal), after which the system autonomously
maps out the route (i.e. selects the actions). Using such a system would likewise
not lead to radically unexpected behaviors: the user knows that the road infras-
tructure allows for reaching the destination (i.e. anticipatory awareness of the
environment) and that the system obeys basic traffic rules (i.e. system under-
standing). This example also illustrates that understanding a system from a
user’s perspective doesn’t require being an Al expert with detailed knowledge,
for example, of neural network architecture or machine learning parameters; a
grasp of the system at a more abstract and behavioral level is sufficient.

The distinction between a goal and an action could spark a deep philosophical
debate. Within the context of control, we emphasize that while an action usually
specifies precise behavior, a goal provides the agent with significant behavioral
freedom, i.e. freedom to deploy a planner to generate and choose actions to reach
a goal. Differentiating between the two may not always be straightforward. We
suggest considering them as existing along a continuum rather than as strictly
separate categories.

In summary, to instantiate MHC-P4, the humans executing prior goal-based
control need the ability to anticipate operational conditions. Furthermore, they
must possess sufficient understanding of the system to predict the robot’s actions
in those conditions in order to prevent immoral behavior.

Ezxample MHC-P/,

Slaughterbots [19,24], released in 2017, is an awareness-raising video address-
ing arms control issues. It depicts a fictional scenario set in the future, where
swarms of low-cost microdrones equipped with artificial intelligence and facial
recognition technology are utilized to target and assassinate political adversaries
based on a pre-uploaded facial images. In several aspects, the system resem-
bles the anti-radar loitering munition (the MHC-P3 example). Like the loitering
munition, it is a suicide drone designed to deploy lethal force based on prior con-
trol. However, a significant distinction is that the anti-radar munition receives
detailed action-level instructions (MHC-P3), while the slaughterbot operates
with a more loosely defined goal (MHC-P4), in the form of a facial image. To
meet the requirements of Anticipatory Awareness and System Understanding,
the operator must understand how the system would behave in all likely sce-
narios. This includes understanding whether the system would engage a target
surrounded by innocent bystanders, how it would classify individuals who resem-
ble each other, and how it would handle situations where a person’s face is not
clearly visible and thus difficult to identify. Given the complexity of these sce-
narios and the facial recognition algorithm, it is unlikely that the operator will
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meet these standards, rendering the slaughterbot insufficiently controllable and
unethical by our standards?.

Note that goals can be much more abstract than those discussed in these
examples, and one can imagine systems that accept higher level goals like target-
all-hostiles or win-the-battle. Clearly MHC-P4 would not suffice to keep these
systems under control due to escalation in ambiguity.

3.5 Pattern 5: Human-Machine Teaming

MHC-P4 places a tall order on the operator’s mental resources; they must be
able to comprehend all relevant potential scenarios and have an accurate idea
of how the system would react under those conditions. This is infeasible for
more complex scenarios. To allow human-robot interaction in complex morally
sensitive domains, a much more dynamic control pattern is needed which is
independent of real-time control (such as in P1, and P2), and independent of
set-and-forget control (such as in P3 and P4). Instead, the control pattern should
support multi-level coordination when needed, and should allow communication-
free periods when possible. Furthermore, the control should focus on the joint
interdependent activities of the human and the robot. In the literature, this is
known as human-machine teaming [9], a paradigm of human machine interaction
inspired by the way humans collaborate in teams (Fig. 5).

ALl Joint /
oy D

MHC-P5

O Justified
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Fig. 5. MHC-P5: Human-machine teaming
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Whereas teamwork comes intuitively for humans, programming it into a com-
puter has proven to be an elusive endeavour. The most sophisticated Al systems
are only beginning to show elementary forms of team behavior [25]. Therefore,
MHC based on human machine teaming is not yet feasible. From a control per-
spective, a critical moment occurs when the human enters the team relation.
The human requires Justified Team Trust that the robot and the human will

* One might argue that, even if operators cannot predict the system’s behavior in
certain circumstances, they trust the manufacturer and certification agency to have
constructed the system in a morally correct manner (i.e. trust in design [1]). However,
slaughterbots don’t fit MHC because neither the operator made the moral decision,
nor did the manufacturer or certification agency due to their distance from the moral
incident and unawareness of the specifics of the context during use.
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do the right things, coordinate when necessary, and pursue the right goals. This
trust does not form instantly but grows gradually over time. Thus, there is a feed-
back loop from the teamwork back to the human instantiating the work, which
reinforces the trust-building process. Because both the human and the machine
are involved in the team-based task execution, the human cannot fully disen-
gage as with the set-and-forget style interaction, but must remain in an at the
ready state [26]. This aspect might be perceived as a drawback of this pattern by
those advocating for the substitution of humans with machines. Nonetheless, it
is essential if we aim to deploy AT under MHC in more complex scenarios beyond
the relatively simple set-and-forget scenarios. Despite intermittent involvement,
the human experiences significantly less workload compared to real-time con-
trol, as they can manage multiple systems simultaneously and offload tasks to
the machines when possible.

In summary, MHC-P5 can be regarded as a dot on the horizon where humans
and machines collaborate similar to human teams. Achieving this level of coop-
eration relies on humans having a justified trust in the robots’ abilities and their
behavior as team members.

Ezample MHC-P5

During a military house search, two soldiers and two dog-shaped robots work
as a team to clear a building. The soldiers hold position at the rear, while the
robots scout ahead in tight and dangerous spaces. One robot detects a hidden
compartment with its advanced sensors, alerting the soldiers who then secure
the area and investigate further. Meanwhile, the other robot employs thermal
imaging to identify a hidden insurgent in a closet, guiding the soldiers to arrest
the individual.

4 Using Patterns of Control

So far, we have introduced five patterns of MHC and explored the different cogni-
tive demands they place on humans in control. Our discussion is not exhaustive,
as there are additional requirements such as self-control and alignment of inten-
tions [23]. We concentrated on the patterns and properties we deemed most
significant in the military MHC context, particularly those relevant to designing
effective human-machine teams. A summary is presented in Fig. 6.

The grey bars in the figure show the primary design choices for MHC for
the dimensions of Control directedness (what is being controlled?), Control
timing (when is control executed?), and Controlling actors (who is executing
control?). Given that each control dimension contains three options, this leads
to 27 possible patterns. In fact, each of these patterns are viable options, and
many of these have not been discussed in this paper. For example, Machine
Action control at Real-time by Humans& Machines is applied in the lane
assist function of semi-autonomous vehicles, where both the driver and the vehi-
cle contribute to steering the wheel. Machine goal control at Real-time by
One human is applied in supervisory control stations where humans direct the
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Fig. 6. Overview of five patterns of MHC in terms of their primary design choices
(the grey bars) and secondary requirements (the colored blocks). Red blocks indicate
human requirements; blue blocks indicate machine requirements; green blocks refer to
requirements on task or environment; blue/red striped blocks are requirements on the
human-machine team. (Color figure online)

motion of a ship or airplane by setting simple waypoints and thresholds. In this
sense, the five patterns outlined in this paper may seem somewhat arbitrary.
However, we’ve chosen them because they represent the most significant classes
of military systems that are under debate in the MHC discussions.

Also, note that among the different primary design options, there is often a
spectrum of values. For instance, between action-based and goal-based control
(as elaborated in Sect. 3.4), or between one or many controlling actors, or prior
control in terms of minutes versus months or years. For reasons of simplicity,
these nuances have been omitted from the figure.

The patterns of MHC are illustrated by the purple lines in Fig.6. These
lines also indicate the secondary human, machine, and environment require-
ments that follow from the primary design choices. This provides a first visual
clue to choose the right pattern of control: a control pattern should be chosen
such that a viable set of secondary requirements is established. As discussed,
MHC-P1 should not be chosen in absence of reliable communications. MHC-P3
circumvents this requirement, but it raises additional requirements, such as the
need for anticipatory awareness.

4.1 Meeting the Secondary Requirements

To better understand the choice of the appropriate MHC design patterns, we
delve deeper into the secondary requirements and their subsequent implications
below.

The MHC patterns with higher numbers require more sophisticated technolo-
gies. Action-based control doesn’t require Al since the machine isn’t tasked with
converting goals into actions. Goal-based control, on the other hand, requires
explainable AI [22] to support human system understanding, introducing an



52 J. van Diggelen et al.

extra layer of complexity. For controlling joint activity in a Human-machine
team, teaming intelligence [10] is required, enabling the system to grasp mental
models, employ suitable communication strategies, manage task interdependen-
cies, etc. While there has been some advancement with modern Large Language
Models [27], this form of AI remains limited and is currently still insufficient to
enable human-level teaming.

Regarding attributing responsibility and accountability, MHC patterns with
higher numbers pose greater challenges. Firstly, the higher and more diverse
the number of controlling actors, the harder it becomes to designate someone as
responsible. Secondly, less direct forms of control (s.a. goal-based or joint-activity
based) open opportunity for the controller to evade responsibility.

As a general design principle, there must be a compelling reason for using
higher patterns of MHC because doing so necessitates a far more sophisticated
system architecture. As was previously discussed, four task factors that encour-
age employing higher patterns of MHC include a fast operational tempo, the need
to operate in silent mode, degraded communication links and scale of system ele-
ments. On the other hand, it is more challenging to meet the design requirements
of higher MHC patterns when a task has a pattern with high unpredictability
and risk. Lower pattern MHC may be more suited to tackle such jobs. When
properly designed, MHC-P5 would be able to obtain the best of both worlds.

5 Conclusion

In this paper, we introduce five meaningful human control (MHC) patterns that,
depending on context, can fulfill a crucial requirement of responsible Al in the
military: ensuring meaningful human control. It’s crucial to recognize that no
single pattern should be seen as inherently superior to the others. Each pattern
has its own applications depending on the conditions. The increasing numbering
indicates a rise in complexity in terms of design, testing, and assignment of
responsibility. Depending on various factors, one level may be better suited to a
situation than another.

Starting with the human requirements for the MHC patterns, one can drive
practical requirements for use conditions, interaction design, testing and valida-
tion, and ensuring accountability. The first two patterns of MHC are based on
the relatively well understood concept of Situation Awareness. We propose that
MHC-P3 and MHC-P4 should be based on human anticipatory awareness and
system understanding, which are far less well-known. More research is needed to
understand their relation to MHC, and how to design and assess user interfaces
that facilitate anticipatory awareness (e.g. Course of Action Simulation Analy-
sis) and system understanding (e.g. using explainable AT). This requires inter-
disciplinary approaches and experimentation, which includes human factors and
ethics, as well as Al experts and military operators. The fifth pattern of MHC
adds an additional layer of complexity where the human and the machine form
a team. Understanding how to develop machines as teammates to sustain MHC
could be seen as a focal point on the research horizon.
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By defining the MHC requirement with greater precision, this paper has

sought to enhance the ongoing international dialogues on Al regulation, both
within military contexts and beyond. It’s only when MHC is defined in terms of
specific and measurable criteria that it can truly serve as a meaningful concept
serving a higher moral purpose.
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