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Abstract. Quantum computing is presently undergoing rapid develop-
ment to achieve a significant speed-up promised in certain applications.
Nonetheless, scaling quantum computers remains a formidable engineer-
ing challenge, prompting exploration of alternative methods to achieve
the promised quantum advantage. An example is given by the concept
of distributed quantum computing, which aims to scale quantum com-
puters through the linking of different individual quantum computers.
Additionally, distributed quantum computing opens the way to new ap-
plications on the longer term. This study seeks to give an overview of
this technology on an application-level, considering both use cases and
implementation considerations. In this way, this work aims to push for-
ward the field of distributed quantum computing, aiming for real-world
distributed quantum systems in the near future.
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1 Introduction

Computing power has grown exponentially since the early 1960s following the
predictions of Moore’s law, which asserts that the number of transistors on a
computer chip doubles roughly every two years [39]. Unfortunately, it is starting
to become apparent that this exponential growth is reaching its limit. The al-
ready minuscule sizes of transistors limit the unbounded increase of the number
of transistors on chips. Luckily, a new form of computing, called quantum com-
puting, has arisen recently, which promises to continue this exponential growth.
Quantum computing is a form of computing based on quantum mechanics, a
theory of physics relevant at the smallest scales. Quantum mechanics describes
phenomena such as superposition and entanglement, which do not arise classi-
cally. Hence, quantum computers can perform fundamentally different operations
than the ones performed by classical devices. With clever design of these opera-
tions, quantum computing makes it possible to reach up to exponential speed-ups
in various fields, such as machine learning, chemistry and optimisation [23].
Quantum computing is currently under rapid development with an appar-
ent exponential scaling in the number of qubits, the basic building blocks. This
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scaling is similar to what Moore’s law predicted for classical computers [19],
and what classical computers are currently following. Many applications require
thousands of qubits for quantum computing to become of practical relevance, es-
pecially when accounting for decoherence effects. While modern quantum devices
can achieve up to 1000 qubits [19], the quality of these qubits remains low. Nu-
merous applications require qubits and operations with extremely low error rates.
Currently available quantum devices, often referred to as noisy intermediate-
scale quantum (NISQ) devices [50], are noisy and suffer from loss of information.

Because of this, practical large-scale algorithms are still years away, even with
the current scaling of qubits and error rates. Instead of scaling the resources on
a single device, multiple quantum devices can be combined to attain increased
computational power with the given quantum devices. This idea is called dis-
tributed quantum computing (DQC), and works similarly to the classical dis-
tributed settings often used in high-performance computing (HPC). Depending
on the noise rates of quantum communication links, DQC offers a possible faster
path to scaling quantum hardware [26]. Additionally, DQC opens the path to
new applications where different parties can collaborate and thereby solve more
complex problems than when running algorithms themselves.

The first ideas of DQC are already applied to scale current quantum hard-
ware [12]. An example are the Heron chips by IBM, which use the chiplet ar-
chitecture [33], in which communication between different chips is used to scale
the overall computational power [19,26]. Furthermore, one upcoming technique
is given by circuit cutting, in which larger circuits are cut up into smaller cir-
cuits to run on smaller quantum hardware [38, 37, 59]. While this is not the same
as DQC, it is the same idea of using techniques to solve larger problems on a
quantum computer than one would expect based on the resources alone [49, 52].

There are different ways of achieving DQC. In the broadest definition, DQC
can be seen as solving a problem using multiple quantum chips or devices. The
devices can be in close proximity, situated on separate chips within the same
computer, or they can be located kilometres apart. This definition also includes
settings where different quantum devices independently solve separate parts of
a problem, and where the solutions to the individual parts are combined to
give the answer to the full problem. If the outcome of the individual parts is
classical, this distributed settings requires only classical communication between
the devices. In this work, the focus lies on the case where the different quantum
devices cooperate in a quantum way using quantum communication and where
interaction between the devices is necessary before extracting the individual
answers. Because of that, DQC is more specifically defined as the execution of a
quantum circuit distributed over different parties, in which at least one gate is
distributed over different devices, and applied through quantum communication.

Quantum communication entails the sharing of quantum information be-
tween different parties. While it is a key ingredient for DQC, it also plays a
vital role in other applications, such as Quantum Key Distribution [3,15] and
the quantum internet [5,29,61]. These two examples specifically use quantum
communication to transmit information from one party to another. In DQC,
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however, quantum communication is a prerequisite for performing joint compu-
tations.

Generally speaking, there are two advantages of using DQC over quantum
computing on a single device. The first advantage has already been mentioned
above: by allowing cooperation between different quantum devices, the total
amount of computing resources increases, resulting in a more powerful compu-
tational unit. One could enhance computational power in the near future by
leveraging the diverse strengths of various quantum technologies through the
combination of devices based on different technologies, thus advancing DQC ca-
pabilities. The second advantage is that it allows for collaborative computing.
If the different quantum devices are controlled by different parties, each party
could input their own data on their respective quantum device. DQC would then
allow these parties to perform operations on their joint data, thus allowing col-
laborative insights among the parties. In the long term, DQC thus opens the
way to completely new applications.

Until recently, most of the theoretical research in the field of DQC has been
focused on distributing specific algorithms. In experimental studies, the emphasis
has been on very fundamental aspects such as distributing gates across systems
at distances ranging from a few meters [11] to several kilometers [35]. Recently,
a couple of works have started to give an overview of the field of DQC, with
works shown in [6] and [1], being most notable. In the first survey, the authors
provide an overview of DQC by looking at four different perspectives: algorithms,
networking, compiling and simulation. The work focuses mostly on the low-level
challenges associated with these different aspects of DQC. The second work gives
a full overview of the state of DQC from a rather technical perspective. It is a
great overview for anyone trying to understand the workings of DQC, touching
upon hardware, architecture, compilation and algorithm design.

In contrast, the present work aims to give an overview of the application-level
aspects of DQC. Specifically, we focus on end-users and applications, detailing
what DQC implies in practice and what the associated challenges and advantages
are. Typically, a close interaction with classical high performance computers is
required when running quantum algorithms. Emphasizing the forward-looking
nature of this work is crucial, given that the existing DQC infrastructure is still
in its early experimental stages. Furthermore, as this problem (and its solution)
extends to distributed settings, we will not explicitly discuss this integration.

This work is structured as follows. In Section 2, we introduce two notions of
DQC and explain their differences. We then discuss different use cases for both
types of DQC in Section 3. In Section 4, we detail some (technical) consider-
ations around the development and practice of DQC. In particular, we discuss
how quantum algorithms, quantum communication and quantum hardware are
relevant to a distributed framework. Lastly, we conclude our overview with a
discussion and outlook on the future of DQC.
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Table 1. Nomenclature for different types of distributed QC

Paradigm name‘Resources‘Data

Regular QC local local
Resource DQC distributed |local
Data DQC distributed |distributed

2 Types of DQC

As mentioned in the introduction, there are two main reasons to opt for dis-
tributed operations. These reasons extend beyond the field of DQC. The first
reason is that your own computational resources do not suffice for solving the
problem. The second reason is that you do not have all data available for solving
the problem. Both reasons translate to different applications and infrastructures.
Below we name and explain both types in the quantum setting, after which we
discuss potential applications for both in the next chapter.

We call the first type resource DQC. Here, the available quantum resources
are insufficient or unsuitable for running the algorithm and we turn to other
parties or devices to collectively achieve the required resources. This type closely
relates to a client-server model in classical distributed settings [2]. The used
resources can even originate from different servers. From the perspective of the
client, no difference should exist between one server and multiple linked servers.
The insufficient resources can differ in type and extend beyond just an insufficient
number of qubits. For certain algorithms, it could be beneficial to distribute (part
of) the computation so that one can take advantage of hardware properties of
the other device. For example, reducing the circuit depth by distributing the
computation to a device with a larger gate set or a better qubit connectivity.

We call the second type data DQC. Here, the data is distributed over multiple
parties and quantum computing and quantum communication can link the data
to perform computations on all data collaboratively. This type of distributed
computing closely relates to classical multi-party computation [7], with the added
benefit that quantum computations can directly be performed on the data [41].

Encoding data onto quantum computers is not a straightforward process. It
is an active area of study, typically involving the initialisation or preparation of
quantum states at the start of a circuit to align with classical tensor data [67], or
utilising quantum feature maps to encode classical inputs as quantum data [36].
This embedded data would subsequently be communicated through entangled
qubits to other devices, as detailed in Section 4.2.

The two types of DQC may also appear combined and in a hierarchical
setting. For instance, in a data DQC setting, one party may implement resource
DQC to perform their local computations. Table 1 contains these two types of
DQC, as well as regular quantum computing, and lists whether the resources
and the data are local or distributed for each entry. Note that a setting with
only local quantum resources and distributed data falls outside our scope for
DQC (i.e., with at least one distributed quantum gate) and is thus omitted.
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3 Different Use Cases

This section describes four potential applications of DQC. As practically any
quantum algorithm can benefit from resource DQC, we stress that the list is
incomplete. It should, however, be mentioned that certain applications are more
naturally suitable for DQC than others. The next chapter gives some indication
as to what makes an algorithm suitable for DQC. The four presented use cases
are examples of suitable algorithms and provide insights in the potential of DQC.

Quantum Machine Learning: Machine learning (ML) is a leading contem-
porary research domain with applications in diverse fields, such as image and
video recognition, natural language processing, recommendation systems, and
fraud detection [54]. In its simplest form, machine learning focuses on training
models with a certain amount of training data, such that the resulting model
can be applied to unseen data to predict relevant properties related to this data.
These ML tools have transcended academia and are now accessible to the gen-
eral public, exemplified by instances like DALL-E2 [45], which generates images
from text descriptions, and ChatGPT [44], a conversational artificial intelligence
model capable of engaging in human-like interactions. The downside of these
models is that their continual upkeep and refinement requires processing large
data sets, resulting in the use of significant computational resources. The num-
ber of floating-point operations needed to train state-of-the-art models has been
shown to be growing exponentially [40], which can quickly become a problem
because of the unrealistic long training times.

Quantum Machine Learning (QML) is the field that tries to combine quantum
computing with machine learning. A potential advantage of QML is speeding up
computation, i.e., the quantum algorithm that solves the specific ML problem
runs faster than a classical alternative algorithm. A possible speed-up is however
not the only dimension that needs to be considered for assessing true meaningful
advantages of QML. For an elaborate discussion we refer to chapter 9 of [56].

Both forms of DQC defined in Section 2 can be beneficial for QML. Resource
DQC can facilitate the implementation of larger QML models that surpass the
qubit capacity of an individual quantum device. Thus, this type of DQC can
accommodate the execution of more complex models demanding increased qubit
connectivity or adherence to a specialised gate-set. Data DQC, on the other
hand, allows different parties to supply input to an QML algorithm collabora-
tively. This can be useful when different parties own different parts of the data
that are needed to train a model. In the context of classification, this could for
example be the case when one party possesses particular types of distorted im-
ages of an object, while another party knows the actual type of object due to
having access to other resources such as sound. Combining their data, these two
parties are able to train a ML model that is able to classify the distorted images.

In the NISQ era, so-called variational quantum algorithms (VQAs) are promis-
ing methods of quantum machine learning. VQAs are hybrid quantum-classical
algorithms, where a parameterised circuit is run on a quantum computer and the
parameter optimisation occurs in a classical outer loop. Two well-known VQAs
are the highly structured QAOA [18] and the Variational Quantum Eigensolver
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(VQE) [62]. VQAs are expected to be especially relevant in the NISQ era, as
many believe the parameters can be optimised to accommodate for the noise
present. In addition, because of their simple form, variational algorithms require
only few qubits and small depth compared to more traditional fault-tolerant
quantum algorithms [8]. Because of this, many if not most of the current quan-
tum machine learning approaches are based on variational algorithms.

Recently, distributing quantum computations in the context of VQAs has
seen its first research papers. Two examples are the resource DQC version of
VQE by [13] and [28]. Many other research in distributed versions of VQAs
tends to distribute the classical part of the computation (e.g., [16,34,42]), but
this falls outside the scope of this present paper.

Secure computations: Multi-party computation refers to a field of research
with the goal to allow two or more parties to perform analyses or computations on
their joint data without revealing their own data. Security is a vital requirement
for many applications in multi-party computation. This concerns the information
exchanged between different parties and that the exchanged data cannot be
exploited to disclose any unintended information about either party.

Quantum computers offer inherent security of quantum states, as quantum
states are destroyed upon measurement. This naturally makes quantum tech-
nologies suitable for applications in security. Most quantum algorithms will be
hybrid, i.e., combining classical and quantum routines, such as variational algo-
rithms. The inherent security does not transfer to the classical routines, hence
resulting in potential security issues. However, these security issues also arise the
equivalent classical algorithms. The use of quantum only increases the security
of the algorithm, specifically for the information stored in quantum states.

DQC adds extra security to the implementation of quantum computers.
Firstly, in the context of resource DQC, it removes the need for sending input
and algorithm data to the quantum computer provider. Currently, most quan-
tum computers can only be accessed through cloud providers. To use cloud-based
quantum computers, users have to send all instructions to the quantum computer
provider and that way essentially share all information about their input and
their algorithm. This removes all potential security offered by quantum devices.
By using resource DQC, input and algorithm data only need to be inputted
to a local quantum device, after which DQC allows the use of the cloud-based
quantum computer and its required extra resources. No data is shared with the
cloud provider because of the security obtained through quantum states [27].

Secondly, in the context of data DQC, multi-party computation are possible
without explicit data sharing between the different parties. In such settings, each
party inputs their data into their local quantum device, after which a distributed
computation is performed. Then, no single party directly learns data that is
inputted by other parties. In addition, the algorithm can be modified so that no
party learns what algorithm was actually run and which problem was actually
solved, both while executing the algorithm, as well as when measuring the qubits
and processing the measurement outcomes. Note however that each party does
learn some part of the algorithm and quantum state, so no hard guarantees



Distributed Quantum Computing 7

can be given on the security resulting from this way of distributing quantum
computations. The classical communication required between quantum devices,
however, does not leak the quantum state information of the remote qubits.

Breaking cryptography: Cryptography is a field of research that enables
many processes in ICT, such as secure communication, data protection and au-
thenticated messaging. The algorithms to protect these processes depend on
certain mathematical problems which are believed to be hard to solve using cur-
rent classical computers. Because of this, cryptography has managed to protect
vital ICT infrastructures for over forty years.

Quantum computers will have a significant impact, as they prove valuable
in breaking cryptographic protocols. Grover’s algorithm [20] weakens symmet-
ric cryptography using a quadratically faster unstructured search algorithm,
whereas Shor’s algorithm [57] breaks most asymmetric cryptography by exploit-
ing the structure used in the protocol to achieve an exponential speed-up.

Both algorithms could benefit from a resource DQC implementation. Grover’s
algorithm is not naturally suited for DQC implementations, as its traditional im-
plementation requires many qubits communicating with one another. However,
an exact version of the algorithm exists where many function evaluations are per-
formed in parallel [69]. This version requires fewer qubits communicating with
one another, making the algorithm more suitable for distributed settings.

The situation is quite different for Shor’s algorithm. The phase estimation
part of the algorithm consists of multiple controlled phase gates that all com-
mute. In addition, only certain qubits need to communicate with one another in
the algorithm. These two characteristics make it that Shor’s algorithm is natu-
rally suited for distributed settings. The work of [64] shows a possible implemen-
tation of a distributed Shor’s algorithm and discusses the potential speed-up.

Data DQC seems to be of no relevance for both algorithms, as neither of
them requires input data distributed over or owned by different parties.

Quantum interferometry: Interferometers are instruments that utilise the
interference of superimposed waves for extracting information. These instru-
ments find applications in various fields [22].

Current interferometers convert the information from the incoming wave
packets in classical data, which proved optimal for applications requiring small
amounts of interferometers measuring a source with a high signal to noise ra-
tio [22]. However, classical computations with interferometric data tend to en-
counter challenges, particularly in fields where the signal-to-noise ratio is low and
multiple interferometers are required, like astronomy [4]. Quantum computers
can solve issues in such scenarios as the quantum information of a wave package,
or photon, can be directly transcribed onto a qubit resulting in less resolution
noise. This gives rise to new quantum interferometers.

If one were to have access to different interferometers, the same signal could
be measured from different locations and in more detail. A central interferometer
could then combine the light incoming from the separate interferometers, after
which the central interferometer extracts the required information. By having
access to data from multiple interferometers, this extracted information would
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be more accurate. However, classical methods require the incoming light to be
brought together physically, which is susceptible to noise.

Quantumly, the case is different, leading to a data DQC use case. Given mul-
tiple quantum interferometers, the quantum information measured by a single
quantum interferometer could directly be translated onto its local quantum de-
vice. Different quantum computers located at the different interferometers can
then run a DQC algorithm. The result of this algorithm yields the required in-
formation, without having to physically bring the different signals together. This
shows that data DQC can improve the performance of quantum interferometers.

It should be noted that different to the aforementioned use cases, the advan-
tage of DQC mainly comes from the quantum conversion of information rather
than computation. Still, computation is required to process the signals, for which
a quantum computer is naturally suitable. Because of this, this use case is still
considered as a DQC use case, be it with a different focus.

4 Technical considerations

DQC promises to bring many advantages, yet it is far from an out-of-the-box
solution. Quantum computers themselves already have their limitations and will
likely only bring (great) benefits to specific fields. Even within these fields, DQC
is unlikely to speed up all quantum algorithms. When applying DQC, there are
different technical considerations to take into account that influence whether the
use case benefits from DQC, and if so, how it should be used specifically. This
section discusses the technical considerations that currently seem most impor-
tant. The considerations are grouped top-down in three categories: algorithms,
quantum communication architecture and quantum computing hardware.

4.1 Algorithms

Many practical aspects come into play when developing (distributed) quantum
algorithms. This imposes a limit to the sort of quantum algorithms that benefit
from running on distributed systems.

First, algorithms that contain many gates between different pairs of qubits
are inherently unsuitable for DQC implementations. Noise in the communication
links dominate imperfections in quantum devices and hence form the limiting
factor in implementations of DQC. An efficient distributed quantum algorithm
should therefore minimize the amount of communication between different de-
vices. Effectively, most operations should be performed on the same device, which
is possible if the quxxbits can be split up into multiple groups, so that most of
the operations only happen within each of the separate qubit groups. Algorithms
that require many different pairs of qubits to interact, such as in quantum vol-
ume circuits [10], therefore only marginally benefit from distributing quantum
computations. Specifically for data DQC, this means that algorithms in which
the data stored at different quantum computers needs to be communicated be-
tween different parties a significant amount of times, are unsuitable for DQC.
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On the other hand, algorithms suitable for standard circuit cutting techniques
might also be suitable for distributed settings, as the overhead due to the cir-
cuit cutting translates roughly to the communication complexity in distributed
algorithms. One must note that some protocols retain a high success probability
in a distributed setting, even with noisy communication links [47].

Second, algorithms that contain many blocks of commuting operations are
naturally suitable for DQC implementations. This is due to the fact that com-
muting operations can be applied in parallel. So in DQC settings, every individ-
ual quantum computer can run one block of commuting operations in parallel.
To apply these commuting operations in parallel, there needs to be a way to
link the different operations. This is achieved in [25] using a non-local quantum
fan-out gate, a gate that naturally extends the non-local CNOT gate, introduced
in [17], to multiple targets [65]. As such, this reduces the depth of some algo-
rithms significantly, as subsequent operations are replaced by parallel ones. A
prime example is the phase estimation algorithm, which allows us to parallellize
Shor’s factoring algorithm [57] to constant depth [25].

4.2 Quantum Communication Architecture

To turn single-device quantum computing into DQC, connections between differ-
ent quantum devices are required. Different considerations have to be considered
when setting up such connections. These considerations concern either the quan-
tum network topology as a whole, or the coupling of specific quantum devices.
The following two subsections will detail the considerations concerning both.

QPU 1 QPU 2 QPUn
Entanglement
000 - @ 000 - MWW -~ WW_200 - D}
| Classical Network |

Fig. 1. Illustration of a fundamental quantum computing network topology featuring
n quantum computers. Each square symbolizes an abstracted quantum computing
processing unit (QPU), equipped with an unspecified number of computational qubits
within the solid square, and an additional qubit within each dashed box, denoting
the communication qubit. These communication qubits facilitate the establishment of
entanglement between individual QPUs. Additionally, the QPUs are interconnected
via a classical network, essential for executing distributed algorithms.

Quantum Network Topology In DQC, each quantum device uses two types
of qubits: Computation qubits used to perform the quantum algorithm; and,
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communication qubits used to communicate with other quantum devices. With
the communication qubits, we can set up entanglement between different de-
vices. Therefore, a quantum computer must forfeit at least one qubit to estab-
lish communication with another quantum computer, rendering it unavailable for
directly computing the algorithm.Moreover, the quantum devices necessitate a
pre-established classical network among them to execute distributed algorithms.
This is illustrated in Figure 1, which depicts a fundamental quantum network
topology between quantum computers.

Which qubit is used for which task is an important decision, as the total
number of qubits is limited per device and the coherence times of the qubits is
still limited.

For each pair of entangled communication qubits between two devices, the
two devices can perform a joint non-local 2-qubit gate. After the 2-qubit gate
has been performed, the entanglement must be set up again before it can be
used for a new non-local operation. With more communication qubits, users can
perform more non-local operations before having to regenerate entanglement
between the communication qubits. As a down side, the computational power of
a device decreases, as less computation qubits are available.

For each quantum device, some qubits are more suited for communication,
whereas others are better for computation. Which qubit is best for which task
depends on for instance the number of local (SWAP) operations required and
the fidelity of the qubits when connecting them to a remote quantum network.
The optimal choice can even depend on time [60]. In addition, during a quantum
algorithm, a qubit can change between being a communication or computation
qubit, to accommodate which role fits best for which qubit at any moment.

A closely related question is which quantum devices are directly coupled
in the setting with more than two quantum devices,. If two quantum devices
have a shared entangled pair of qubits, this pair can be used to perform non-
local quantum operations between them directly. If two devices do not have
a shared entangled pair of qubits, non-local quantum operations can only be
performed through a chain of entangled qubits on other quantum devices or via
entanglement swapping operations. The non-local operation will then destroy all
pairs of entangled qubits. A direct quantum link between the device thus saves
entanglement generation efforts. On the other side, every quantum connection
between two different quantum devices requires a fresh communication qubit.
The choice for which quantum links exist between which devices is also something
that can be optimised during the execution of an algorithm.

Both considerations need to be taken into account when setting up a dis-
tributed quantum system. For example, a designer can reduce the total number
of communication qubits by not directly connecting two quantum devices when
only a few non-local operations need to be implemented between them. On the
other hand, a designer can choose to set up many quantum connections between
quantum devices that have to perform many non-local operations between them.
Again, the moment in time, the quantum algorithm, and the individual quantum
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computer characteristics influence which devices are directly connected and how
many qubits will be used for each connection.

Coupling of quantum devices Shared entangled pairs of qubits help couple
different quantum devices. As different physical phenomena (see next section)
can help produce qubits, different physical connections between the different
types of qubits are necessary.

In general, we distinguish between direct and indirect coupling. Direct cou-
pling happens when the two quantum devices directly interact which each other,
resulting in the required entanglement. Direct coupling mainly works for resource
DQC when the devices are physically close. In data DQC, the different quantum
systems most likely are physically separated. In this case, indirect coupling can
be used. Indirect coupling uss an intermediate system to set up the entangle-
ment. First, local entanglement between the intermediate system and one of the
two devices is set up. The qubit of the intermediate system is then transported
to the other quantum device, and entangled with a qubit of the other device.
This protocol establishes entanglement between the two quantum devices.

Despite the lower dissipation and decoherence demonstrated by direct cou-
pling [66], indirect coupling currently serves as the primary approach for quan-
tum communication [63]. For the purpose of quantum information transfer, cur-
rent attention is directed towards optomechanical resonators because they can
link the vibrations of a system (phonons) to particles of light (photons). These
photons can subsequently be transmitted through optical fibres [21] or free space.
Quantum information can accurately be transported across 143km in experimen-
tal settings [24]. In addition, the teleportation of a CNOT gate between logical
qubits has been realised [9]. Superconducting cables can transport qubits by
indirectly coupling onto co-planar wave guides connected to the superconduct-
ing quantum computers as demonstrated in [68], where a GHZ was correctly
transported between state between two superconducting quantum computers.

4.3 Quantum Computing Hardware

The quantum hardware naturally significantly impacts the implementation of
DQC, and different aspects have to be taken into account. Currently, a wide
variety of quantum devices are in development. These devices differ significantly
in for instance used qubit technology, qubit topology, number of qubits and many
more. In this section, we discuss which of these aspects are relevant for DQC.

With the rise in quantum information science, a wide variety of quantum
architectures emerged. As of today, the systems that have undergone experimen-
tal controllable and coherent quantum manipulation include trapped ions [43],
atoms [53], spin systems [58] and superconducting circuits [30,46]. Moreover,
among the various quantum architectures currently under development are pos-
tulated options such as magnonic qubits [31] and skyrmion qubits [51]. These
quantum systems are built with the specifications set by [14] in mind, which
states that a competitive quantum computer must strive to achieve:
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A scalable physical system with well characterised qubits;

The ability to initialise the qubit states to a simple state, i.e., |000...);
Decoherence times (much) longer than gate operation times;

A “universal” set of quantum gates;

A qubit-specific measurement capability;

The ability to interconvert stationary and flying qubits;

The ability to properly transmit flying qubits from one location to another.

NSO Ot W

The first five specifications form the basic requirements of a local quantum com-
puter, while specification 6 and 7 detail the needs for proper communication
between quantum systems. Different quantum systems excel at different require-
ments. As an example, superconducting qubits, and especially transmon qubits,
show a considerable advantage for requirements 1 and 2. Ion trap qubits show
considerable advantages for requirement 3. Currently, no single standardised
system exists that consistently outperforms others in all aspects.

Note that specifications 6 and 7 are of special relevance to DQC compared to
local quantum computations. Although specifications 6 and 7 are heavily quan-
tum communication related, it is important to note that trapped ion systems
and photons excel in this field. Transmitting photonic [32] and trapped ion [48]
qubits has been achieved at long distances using free space or fibre optic cables.

Although the specifications in [14] are important for basic functionalities,
they do not necessarily translate to practical applicability. To measure how well
a quantum device can solve partical problems, quantum metrics are required.
Various quantum metrics exist, each with their own focus and use case [55].

Both the above specifications and quantum metrics are relevant for the de-
sign of DQC algorithms. In classical computing, deploying an algorithm across
multiple nodes is often unfavourable due to startup costs, security concerns, and
the added complexities in overheads. However, due to the diverse architectures
offered in quantum computing, distributed quantum computing often possesses
a larger pay off when compared to its classical counterpart as the advantages
of the different architectures can be leveraged. Considering the strengths and
weaknesses of the different quantum devices, the quantum algorithm can be in-
stantiated such that the strength of each of the devices is utilised, while avoiding
each of the weaknesses. For example, pairing a computer architecture possessing
long coherence times with an architecture with fast operation times allows one
system to store information while the other executes the operations of an algo-
rithm. The mapping of algorithmic qubits to physical qubits should thus take
these aspects into account. It should also be noted that some quantum met-
rics allow the benchmarking of distributed quantum systems, which could show
useful insights when deciding which system to use for which part.

5 Discussion and outlook

In this work, we presented an overview of distributed quantum computing (DQC)
and its use cases. We first identified two types of DQC: Resource DQC, where the
local quantum computation resources are insufficient; and, Data DQC, where the
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relevant information is distributed over multiple parties and quantum computers
are used to allow computations on the shared data. Combinations between the
two also exist, as well as hierarchical settings.

In Section 3, we discussed the benefits that DQC may possess in the areas of
quantum machine learning, secure computing, breaking encryption, and quan-
tum interferometry. A clear view of the precise value that DQC will bring is still
unclear, as it depends on the nature of the hardware used in the future.

Section 4 discussed different technical considerations around quantum com-
puting in a distributed setting. We discussed the effects of DQC on quantum
algorithms, noting that communication will be a bottleneck when distributing
algorithms. The number of devices over which the algorithm is distributed will
affect the way performance and the losses due to the communication overhead
between the devices, furthermore, more devices give more degrees of freedom to
optimally implement the algorithm. In the context of quantum communication
architecture, we discuss the difference between computation and communication
qubits, as well as the consequences of directly and indirectly coupling quan-
tum devices. With direct coupling, a quantum link between two devices exists,
whereas with indirect coupling, entanglement between two devices has to be set
up via one or more other (intermediate) devices. We ended the section by con-
sidering quantum hardware, noting that DQC is currently only achievable using
photon or trapped ion systems as these systems easily allow the transition of
in-transit quantum states to quantum states useful for computation.

In the near future, resource DQC offers a solution to scaling up quantum
computational power, by linking together multiple smaller quantum devices.
Furthermore, data DQC opens the path to new applications, where multiple
parties can collaboratively solve a problem with their combined data. Especially
data DQC requires quantum devices of higher quality than currently available.
Currently, the main challenges lie in improving the quantum hardware and im-
proving (the capabilities of) the quantum network. The first implementations
on actual distributed hardware will however require dedicated implementations
and low-level optimizations.

Distributed quantum computing does introduce an additional overhead, both
in the number of required qubits, as well as in the communication between
different devices. Yet, DQC also offers a new path towards scaling up quantum
hardware capabilities and it opens the way to novel applications of quantum
computers. With this work, we presented a first overview of DQC, incorporating
technical considerations as well as algorithmic considerations and use-cases. In
this way, we hope that this overview forms a unified language for research on
DQC, and gives first glimpses into its potential impact and aspects to take into
account. This will hopefully accelerate the field of DQC, paving the way towards
proper implementation of DQC in the short and long term.
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