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Abstract

Privacy-enhancing and other related digital technologies are marketed as increasing trust within the
digital society. They are deployed as means to assert trust in digital transactions and interactions
between actors. What this commentary argues is that digital trust is thereby reduced to the product
of a technological iteration, insertion, or fix: more encryption ~ more privacy ~ more trust. However
righteous it may be to foster privacy, the promise to uphold something as uncertain as trust by the
use of mathematics and/or statistics alone is short-sighted. Lofty notions like ‘data minimisation’ and
‘privacy-by-design’ rest on deterministic assumptions. We suggest that in reductively appropriating the
concept of trust and failing to meet expectations, the consequences of the technification of trust - i.e.,
the making of trust a product of techné (alone) — are paradoxical in that they actually undermine trust,
by centralising power within tech companies.

Keywords

Trust, Determinism, Privacy-enhancing technologies

1. Introduction

Historical events have challenged our perceptions of trust — particularly, within the digital
realm. From the Cambridge Analytica case and the extractive business of TikTok, to the Dutch
childcare benefits scandal and the way we relied on Big Tech’s services during the Covid-19
pandemic, trust in the digital society has eroded.

In response to this erosion, organisations have turned to technological solutions, crafting
compelling narratives. Zero-knowledge proofs (ZKPs) are applied to increase confidence in
(digital) interactions; multi-party computation (MPC) is applied as security layer for sharing
data (Agahari et al. 2022); federated learning beefed up with differential privacy is applied
to reduce risk in collaborations (Fernandez et al. 2024); and so on. In each of these, “trust is
tacitly equated with other terms which turn out to be the real focus”, observes Kroeger (2022).
Privacy-preserving (or -enhancing) technologies (PETs) in particular are deployed to supposedly
reduce users’ risk (i.e. the probability and impact of a privacy breach) and need for trust (i.e.
“the need to rely on other entities to behave as expected”) (Giirses et al. 2015).
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Accordingly, these “trust technologies” (Chew et al. 2023; Ajish 2024)! are marketed as means
to uphold trust by minimising used data, providing transparency, being private ‘by-design’,
or creating ‘zero trust’ environments. Apple, Google, Amazon, et al. have appropriated the
narrative of fixing trust by equating it to heightened privacy (e.g. Apple, n.d.; Patel 2023). Even
the European Commission (2019) suggests that one can effectively “build” digital trust.

This commentary argues that the reduction of trust to the product of a process of technological
adaptation, insertion, or what we describe as “fix” (Weinberg 1967) is itself problematic. After
an introduction to the reductive appropriation of trust as concept, we argue that this reduction
is a form of technological determinism or “solutionism” (Mann et al. 2022). Then, we turn to the
consequences of this reduction in connection to the idea of a “cynical resignation” in the face of
persistent centralisation of power (McGuigan et al. 2023). At last, in the form of an outlook, we
point to alternatives to that centralisation.

2. Trust as fix

Scholars have discussed dimensions of trust and its role within societal systems, government,
and so on. With the rise of large tech companies’ infrastructures, online platforms, and ‘e-
Government, they considered to what extent the very institutions within our digital society
and economy became mediators (Bod6 2020) that provide infrastructures of trust (Bodé 2021).
Technology is frequently associated with trust as it ought to provide “means and mechanisms
that deliver predefined outputs reliably and predictably” (Chew et al. 2023). This mechanic,
solutionist view on trust as fix is especially visible in cases where “trust is chosen as a label” to
denote risk, confidence, or reliability (Kroeger 2022; Laux et al. 2024).

Leading the pack in this reductive appropriation are “promissory organisations” (Pollock and
Williams 2010). McKinsey & Company define digital trust as the “confidence in an organization
to protect consumer data, enact effective cybersecurity, offer trustworthy [...] products and
services, and provide transparency” (Boehm et al. 2022). It deems digital trust a revenue
generator by linking it to privacy and cybersecurity; improvement areas where shareholders
can expect a return on investment (see also Kluiters et al. 2022) The World Economic Forum,
in a commissioned survey-based study, claims that even a “5% point increase in digital trust
results in an average increase in GDP per capita of $3000” (Hayat 2022).

The technical literature underpins these reductive claims through empirics. A quick analysis
of Scopus records mentioning ‘digital trust’ published at ACM and IEEE from 2000-2024° (Figure
1) indicates that digital trust has crept into technical scholarship. From that sample, selected at
random, works equate some technologies with trust: Ganescu and Passerat-Palmbach (2024)
claim that “applying ZKPs to machine learning models [...] enables independent validation [...],
promoting transparency and trust”. Agahari et al. (2022) suggest that MPC provides “higher
control over data through technology-based control [and] lower the need for trust in other
actors involved”. Yang et al. (2024) find that “differential privacy [...] eliminates the need for a

'We cynically appropriate this umbrella term to refer to a complete suite of technologies. It includes privacy-
enhancing technologies (PETs) mentioned above; as well as blockchain and specific identity systems. For a
taxonomy to be taken with a grain of salt, refer to Lam (2023).

“Restricted to mentions in the title, abstract, or keywords in journal articles.
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Figure 1: Result of Scopus document analysis.

trusted third party”. Veale (2023b) concludes that PETs specifically are frequently posited as
technological fixes to problems. This, even in cases where it may not be desirable.

Big Tech commonly, in their myriad of services, adopts the rhetoric that links privacy with
trust. Examples include Google’s “privacy-first” digital advertising services (Patel 2023; Temkin
2021); “safe and trusted” app stores (Apple, n.d.); mobile payment services by Apple (2024a)
that “protect users’ highly sensitive personal and financial information” and give “peace of
mind”; Amazon’s smart-home devices that “build and maintain trust for millions of customers”
(Kellner and Wilhelm 2023); “secure, compliant, and privacy-focused cloud services” to “earn and
maintain your trust” by Microsoft (2024);> and, GenAl services that unlock “intelligence users
can trust” (Apple 2024b) or that come with a “Trust Portal” as “gateway to [the] unwavering
commitment to data security, privacy, and compliance” (OpenAlI, n.d.).

These various examples from promissory organisations, technical literature, and Big Tech, ef-
fectively reduce trust to a measurable outcome; positioning (most frequently, privacy-enhancing)
technology as a fix, a “social cure-all” (Johnston 2018) that creeps into systems (Koops 2021).
This is textbook solutionism (Mann et al. 2022) — the premise upon which we see a number of
critiques arising.

3. Critiques and quandaries

Our position vis-a-vis the ‘technology as fix to trust’ narrative regurgitated by promissory
organisations, engineers, and Big Tech alike, follows extensive dissections put forward by
critical scholars. First, we point to a stream of literature on the unique position that large
tech companies have to roll out services and products - in the domains of digital advertising
(Veale 2023a), payments (Canepa 2022), cloud services (Rikap 2024; Vlist et al. 2024), amongst
others. The literature points to the continued dogma of profit maximisation in the process of
deploying PETs. The logic that equates trust with privacy is doubtful; a “cynical resignation”

®Also Amazon (2022).
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as “companies concede that they must react to new laws and cultural norms” while resorting
to technical solutions that “aim to reproduce the status quo or even justify anticompetitive
behaviour” (McGuigan et al. 2023). Thus, deploying PETs may not limit extractive practices.

Second, Veale (2023a) observes that “encryption goes from a narrow set of tools to an in-
frastructure”. For instance, encryption used to be discussed with relation to specific forms of
communication (e.g. phone calls and chats). Debates around encryption (and therefore, PETs)
focused on the purposes of communication: proponents of encryption advocated for freedom of
expression regardless of content, opponents warned of child pornography and crime. Today,
PETs encrypt all kinds of computation and data analyses — and with that entire business models.
This “quickly, and confusingly, blur[s] personal privacy and corporate opacity”, while ironically
opening up avenues for advertising based on even more sensitive user data (Veale 2023a).

Third, Big Tech companies strategically leverages PETs to entrench their infrastructure in
how other organisations deliver their services. Google and Apple rolled out PET-based device
finding (e.g., Apple Find My) and digital advertising services (e.g., Google’s Privacy Sandbox
and Apple’s App Tracking Transparency); putting their own infrastructure at the heart of
competitors’ services (van Gend et al. 2024). Similarly, in rolling out a purportedly privacy-
preserving technology for Covid-19 contact tracing, Apple and Google claimed governmental
decision-making power from public institutions (Troncoso et al. 2022). In another example,
Amazon repurposed consumers’ smart-home devices to offer a crowdsourced network that
third-party devices can connect to - requiring manufacturers of said devices to align themselves
with Amazon’s propagated norms of trust; i.e., requirements for device hardware and software
(van Gend et al. 2024)." These services each rely on the participation of millions of consumer
devices. The companies use PETs to justify creating new information flows, blocking competing
technologies, and/or enabling them by default.

We conclude with the sum of these critiques. Big Tech companies leverage PETs in a way that
actually aggravates power asymmetries. While claiming to solve trust claims with PETs, issues
are repackaged. These two facets constitute a “PET Paradox” (van Gend et al. 2024). Central
hereto is that many systems centralise key functions pertaining to network information and
computation, and trust propagation to certain parties (Troncoso et al. 2017).

4. Outlook

We argue for caution in attempts to fix trust with technology alone. We pointed to the well-
known, centralising forces that repackaging trust through technology brings about, in turn
aggravating power asymmetries instead of resolving systemic issues of the digital realm. We
advocate for further study into these issues and encourage the consideration of alternatives.
We provide an outlook by shedding light on some proposals.

Masnick (2019) argues for “a world where protocols and not proprietary platforms dominate”.
In his vision, users access digital services through implementations and interfaces built on top
of a protocol; as is the case with email. Moderation and content curation powers would not
lie with only one company, but with those that make rules and interfaces for these protocols.

*Generally, Amazon has been particularly successful to lock products and services into their cloud (Rikap 2020; Vlist
et al. 2024).
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Users can then choose between ‘competing’ implementations and further tailor these. Bria
(2024) and other ‘EuroStack’ advocates argue that the EU should stimulate initiatives for public
tools, services, and protocols across the technology stack, that “protect citizens’ rights [...]
and serve the public interest”. This stimulation entails targeted subsidies; encouraging early
adoption by public bodies; and including conditions in procurement that align with public
values. Similarly, Rikap et al. (2024) propose a roadmap for “a democratic, public-led digital stack
[...] provided by non-profit and democratic international consortia”. This includes “universal
platforms [...] that should be a commons governed by new public institutions with state and civil
society representation” and a public marketplace for lock-in-free services, that states should
also procure from.

While assessing their scopes, definitions, and epistemologies is outside the scope here, we
encourage future work to engage with the issues this paper pointed out.
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