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Abstract

Despite significant advancements in Al and automated driving, a robust ethical framework for AV decision-making remains
undeveloped. Such a framework requires clearly defined moral attributes to guide AVs in evaluating complex and ethically
sensitive scenarios. Existing frameworks often rely on a single normative ethical theory, limiting their ability to address
the nuanced nature of human decision-making and leading to conflicting outcomes. Augmented Utilitarianism (AU) offers
a promising alternative by integrating elements of virtue ethics, deontology, and consequentialism into a non-normative
framework. Grounded in moral psychology and neuroscience, AU employs mathematical ethical goal functions to capture
societally aligned attributes. In this study, we propose and evaluate a method to elicit these attributes for AV decision-making.
One hundred participants were presented with traffic scenarios, including critical and non-critical situations, and tasked with
evaluating the relevance of an initial set of 11 attributes (e.g., physical harm, psychological harm, and moral responsibil-
ity) while suggesting additional relevant attributes. Results identified two new attributes—environmental harm and energy
efficiency—and revealed that four attributes (physical harm, psychological harm, legality of the AV, and self-preservation)
varied significantly between critical and non-critical scenarios. These findings suggest that the weight of attributes in ethi-
cal goal functions may need to adapt to situational criticality. The method was validated based on key evaluation criteria:
it demonstrated sensitivity by producing varying relevance scores for attributes, was deemed relevant by participants for
eliciting AV decision-making attributes, and allowed for the identification of additional attributes, enhancing the robustness
of the framework. This work contributes to the development of a dynamic and context-sensitive ethical framework for AV
decision-making.

Keywords Automated vehicles - Morality - Ethics - Self-driving cars - Artificial intelligence ethics

1 Introduction

The responsible application of automated vehicles' (AVs)
relies on their capability to include moral values in their eth-
ical decision-making such that decisions are ‘value aligned’
with societal values. Theoretical and experimental research
about ethical AV decision-making and its so-called moral
dilemmas (i.e., the relative weight of moral attributes for
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a specific situation) are multiplying (Awad et al. 2018; de
Melo et al. 2021; Faulhaber et al. 2019; Kallioinen et al.

1 Regulation (EU) 2019/2144 of the European Parliament and
of the Council of 27 November 2019 on type-approval require-
ments for motor vehicles (...) defines a “fully automated vehicle”
as a motor vehicle that has been designed and constructed to move
autonomously without any driver supervision (REGULATION (EU)
2019/2144 OF THE EUROPEAN PARLIAMENT AND OF THE
COUNCIL 2019). In the SAE classification, we focus on automation
levels 4 and 5, where human drivers are not required to intervene by
the automated system (On-Road Automated Driving (ORAD) Com-
mittee 2021).
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2019; Siitfeld et al. 2017). While these contributions provide
valuable insights, existing methods still face challenges in
defining a comprehensive set of moral attributes that capture
societal values in AV decision-making.

While some studies aim at a first description of such an
ethical framework (Awad et al. 2018; de Melo et al. 2021;
Faulhaber et al. 2019; Kallioinen et al. 2019; Siitfeld et al.
2017), the attributes that they describe seem to lack scien-
tific grounding. For example, in the Moral Machine experi-
ment (Awad et al. 2018), thousands of participants chose
their preferred outcome in numerous unfortunate events.
Examples of attributes used for decision-making in this
experiment are the number of individuals killed, their gen-
der, age, and social status. However, the lack of scientific
grounding makes it unclear how this set of attributes was
chosen, which leads to a lack of understanding of the partici-
pants’ decision-making process. For example, are children
advantaged because they seem more vulnerable and unable
to get out of the way in time? Or following a ‘fair innings’
philosophy of having the right to live a certain number of
years? In addition, the scenarios randomly compared attrib-
utes, making it difficult to understand how each attribute
influenced the participants’ decision-making. Finally, it did
not allow participants to contribute their own attributes nor
tried to have an exhaustive set of attributes.

One notable framework is the Agent-Deed-Consequences
(ADC) model of moral judgment developed by Cecchini
and Dubljevi¢ (2025) and Pflanzer et al. (2022). This model
posits that moral evaluations are derived from concurrent
assessments of three components: the character of the agent
(Agent), the nature of the action (Deed), and the outcomes
produced (Consequences). While the ADC framework pro-
vides a valuable starting point by outlining these key com-
ponents, it often lacks the granularity needed to specify the
precise attributes that should be considered within each
component.

In this paper, we develop a method for eliciting societally
aligned moral attributes for AV-decision making based on a
descriptive framework called augmented utilitarianism (AU)
(Aliman and Kester 2019, 2022; Gros et al. 2024). Similarly
to the ADC framework, AU is a non-normative framework
grounded in moral psychology, cognitive neuroscience, and
philosophy. It is compatible with Gray and Shein’s theory
of dyadic morality (Schein and Gray 2018) as applied in the
medical domain. Dyadic morality postulates that perceived
harm is based on a thinking agent causing damage to a vul-
nerable patient.

As such, AU combines virtue ethics (thinking agent
perspective), deontology (action and damage perspective),
and consequentialism (vulnerable patient perspective). In
addition, AU introduces the concept of experiencer as a
flexible moral authority that fills in the normative aspects
of ethical decision-making, adapting guidelines to reflect
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contemporary societal values. This role enables AU to
remain context-sensitive and responsive to evolving ethical
standards, avoiding rigid or absolute moral paradigms. AU
positions itself as a descriptive and explanatory framework
that aims at capturing the nuances in human morality’s
pluralism rather than aiming at a normative framework.

Thus, AU aims at increasing public trust in AVs by
ensuring that their ethical decision-making is transpar-
ent, explainable, and aligned with societal values. Public
acceptance of AVs is not only contingent on their techni-
cal reliability but also on how their ethical choices are
perceived and understood. However, recent research on
generative Al highlights a growing challenge: the spread
of misinformation and its influence on user information
processing (Shin et al. 2024). Misconceptions about how
AVs make ethical decisions could erode trust, particularly
if the public is exposed to misleading narratives about AV
behaviour in critical situations.

Furthermore, the interaction between humans and algo-
rithmic decision-making systems is shaped by artificial
misinformation, which can distort perceptions of fairness,
responsibility, and risk assessment (Shin 2024). Just as mis-
information can alter how people interpret Al-generated
content, it may also impact how they judge AV decision-
making processes. If the public perceives AVs as making
arbitrary or morally unacceptable choices—whether due to
genuine ethical concerns or misinformation—adoption and
regulatory acceptance could face significant barriers.

Addressing these challenges, AU is designed to coun-
teract misinformation and enhance public trust by ensuring
that AV decision-making is both explainable and grounded
in societal values. Its structure allows for transparent rea-
soning behind ethical choices, making it possible to clarify
why an AV acted in a certain way in a given scenario. By
incorporating a feedback loop that continuously integrates
societal perspectives, AU remains adaptable to evolving
ethical expectations and public concerns. This responsive-
ness helps mitigate the risks of misinformation by ensuring
that the ethical principles guiding AV decisions are not only
technically robust but also widely understood and accepted.

AU is based on mathematical utility functions called
ethical goal functions (EGF), which are composed of
attributes and values that can be adjusted and determined
by the relevant society. The simplest approach of such an
EGF is to have linear individual attribute utility functions
and a linear sum of utility functions. An example of such
a function can be written in this form:

Ukx) = 2 w;u;(A;(x))

With A, the attributes, e.g., the patient’s harm, the
action’s fairness, and the actor’s cost; u; being the utility
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function of the attribute A;, and w; the relative weight indi-
cating the relevance of the attribute, as a function of world
state x.

Once specified, these functions can be tested and
adjusted based on feedback, making AU a dynamic process
that is referred to as a ‘socio-technological feedback loop’
(Aliman et al. 2019). The goal of this paper is to opera-
tionalize the AU framework by defining and evaluating a
method to identify a set of societally aligned attributes for
AV decision-making.

This set of societally aligned attributes can eventually
apply to all possible situations without presenting all pos-
sible scenarios to participants, as described in AU. The
main benefit of the method is to be explanation-based and
updatable. This means that the attributes and weights of
the EGFs must be explainable so that it can be clearly
understood why the AV came to this decision if acted
upon. In addition, due to the feedback loop, the EGFs are
updatable, being able to be adjusted if needed if societal
values evolve over time. To this aim, the initial set of
attributes that we have selected is grounded in literature,
through the theory of dyadic morality (Schein and Gray
2018) and by using biomedical ethics (Beauchamp and
Childress 2019) as a basis, as it is a well-established and
accepted ethical framework (Coin and Dubljevié, 2021,
Givens 2013). This set is then put through a feedback loop
in the shape of a paper-based questionnaire, in which indi-
viduals have the opportunity to express their opinions on
it as well as to add additional attributes that may have
been missed.

2 Method

Our method consists of (1) defining an initial set of attributes
using AU and biomedical ethics adapted to AVs, and (2)
updating the initial set by scenario-based attribute ranking
and supplementation with missing attributes.

Updating the set of attributes is done with feedback from
experiencers, who are individuals selected to represent soci-
etal values and perspectives, appointed by the moral author-
ity—typically a governance body or legislative entity. These
experiencers ensure that the attributes remain contextually
relevant and aligned with evolving societal expectations.
Through scenario-based evaluations, they rank the impor-
tance of existing attributes and propose additional ones
where necessary. This feedback loop enables a dynamic
refinement process, ensuring that the attributes accurately
reflect collective ethical concerns. By integrating experi-
encer input, the framework bridges theoretical models and
practical applications, creating an adaptive and socially
responsive ethical system for AVs.

2.1 Attribute selection

As a starting point for our attribute selection, we focus on
biomedical ethics. Biomedical ethics offers a well-estab-
lished framework centered on minimizing harm and pri-
oritizing human safety, aligning closely with the goals of
AV ethics. Its emphasis on decision-making in life-or-death
situations and high-pressure scenarios provides practical,
transferable principles for defining key attributes in AV
ethical models (Beauchamp and Childress 2019; Givens
2013). Biomedical ethics were first described in Principles
of Biomedical Ethics (Beauchamp and Childress 2019) and
is based on the application of certain moral principles to
examine moral dilemmas. This framework provides a prac-
tical method of dealing with real-world ethical dilemmas
(Hain and Saad 2016) and is now widely accepted by society
(Coin and Dubljevi¢, 2021; Givens 2013; Rus and Groselj
2021). Its structure allows cross-mapping scarce resource-
related dilemma situations from the medical domain to the
AV domain. For example, an AV having to choose between
risking injuring a child or an adult can be seen as similar to
a doctor having to either save the life of a child or an adult
by allocating scarce medication.

The first step is to divide the attributes into different lev-
els, that represent the larger category to which they apply
(see Fig. 1). Level 1 represents, following the theory of
dyadic morality, the entity to which the attribute is asso-
ciated (patient, action, or agent) (Schein and Gray 2018).
Level 2 represents the fundamental trade-off between Util-
ity, Cost, and Fairness, as described in biomedical ethics
adapted to AVs (Beauchamp and Childress 2019).

Utility represents the Patient put at risk and is based on
utilitarian theories prescribing principles and rules that max-
imize utility or welfare, by preventing or removing harm
and promoting good. In biomedical ethics, it comprises of
medical need and social utility. Medical need represents
the urgency to which treatment is needed, and therefore the
harm that will be endured by the individual without treat-
ment. In the context of AVs, Harm represents all kinds of
damage that can be dealt to an individual. It comprises there-
fore of physical damage, psychological harm, and perceived
vulnerability. Social Utility can be seen as maximizing the
overall utility of society by using social status to determine
if certain populations have a better utility than others. For
example, it can be argued that young adults should be privi-
leged over seniors as they will benefit society by working for
several years, or that health workers should be given priority
(Beauchamp and Childress 2019). For AVs as for biomedical
ethics, it could be interpreted as an incentive to protect a par-
ticular part of the population, for example, health workers.

In biomedical ethics, opposite the harm endured by the
patient without treatment, are the Costs involved in the treat-
ment itself. This includes the financial cost of the treatment
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Fig. 1 Illustration of the experimental method

as well as the risks associated with the treatment, which are
often weighted against the benefits of getting the treatment.
As such, in the context of AVs, safety is often weighted
against the inherent goals of the car, which are to arrive
at the destination intact and in a reasonable time. We then
define as Costs the following attributes: Timeliness (Time
of Arrival) and Financial Cost (self-preservation), the costs
involved in repairing the car if it is damaged.

Finally, Fairness represents justice in the attribution of
treatment, or liability. It is subdivided into Liability and
Fair Opportunity. In biomedical ethics, it can be argued
that patients can forfeit their rights to healthcare if their ill
health results from their own actions (not being vaccinated,
smoking, etc.). Liability of the patient, or Moral Responsi-
bility, represents the required risk shifting when a patient
is responsible by their actions for creating a risky situation.
In the context of AVs, it can apply to someone crossing the
road without looking or a red light violation. Liability of the
Action represents the compliance of the action of the AV to
safe rules of conduct, usually considered as being the law
of the road. Fair Opportunity asserts that individuals should
not receive social benefits based on undeserved advanta-
geous properties and should not be denied social benefits
based on underserved disadvantageous properties, because
these individuals are not responsible for these properties.
One Fair Opportunity rule associated with Patients is the
rule of fair innings. It states that everyone has an equal
chance to live a certain amount of time, after which they are
no longer entitled to receive social care, including health-
care. In terms of Action, one mechanism of Fair Opportu-
nity is, if no major disparities exist in utility for patients, to
utilize a lottery system.

To summarize, our attributes are classified as follows
(Table 1):

Level 5 attributes represent different possible instances
of Level 4 attribute categories. In the present experiment,
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we report relevance scores at Level 4, as it explains deci-
sion-making, whereas Level 5 attributes can relate to dif-
ferent Level 4 attributes and are therefore not sufficient for
explanation-based decision-making (for example, the Level
5 instance “Age” can relate to fair innings or perceived
vulnerability).

Some attributes, such as social utility, fair innings or
lottery, have been proposed for biomedical ethics but can
be controversial and not widely accepted. As a means of
exhaustivity, we have included them in our framework,
which will allow them to be tested against AV scenarios,
where they may or may not be considered relevant.

2.2 Experiment design

A sample size of 100 participants was chosen following vari-
ation of the results of a pilot experiment not reported here,
to hold the role of experiencer. Participants were recruited
on campus through posters, word of mouth, or were directly
approached, and compensated 10€ for participation. The
sample includes 46 females, 50 males, and four non-binary/
prefer not to say. Seventy three participants were between 18
and 24 years old and 27 were between 25 and 34 years old.

For each Level 4 attribute, one or multiple instances (level
5) were selected. To cover all Level 4 attributes, 11 instances
of attributes were tested: family status, gender, child, sen-
ior, disabilities, profession, the legality of the action, lottery,
moral responsibility of the pedestrian, self-preservation, and
time delay.

In the existing AV ethics studies, the scenarios encoun-
tered are very often critical (life or death situations) (Awad
et al. 2018; de Melo et al. 2021; Faulhaber et al. 2019; Kal-
lioinen et al. 2019; Siitfeld et al. 2017). However, these situ-
ations are exceptions and do not reflect the usual usage of the
AV. Some attributes, such as self-preservation of the car or
legality of the action of the AV, could be ranked differently
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Table 1 Classification of attributes based on biomedical ethics and moral psychology

Level 1 Level 2 Level 3 Level 4 Level 5
Patient Utility Harm Physical harm Severity of damage
Type of damage (temporary/permanent)
Psychological harm Family status
Perceived vulnerability Age
Physical condition (disability)
Gender
Social utility Social status Age
Physical condition
Profession
Gender
Family status
Fairness Liability Moral responsibility /
Fair opportunity Fair innings Age
Action of AV Fairness Liability Legality /
Fair opportunity Lottery /
Agent (car) Cost Timeliness Time of Arrival /
Financial cost Self-preservation /

{_f?b
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Fig.2 Critical and non-critical scenarios for the Social Status attrib-
ute, using the Profession Level 5 instance (one pedestrian is a lawyer)

for these situations. As an additional contribution, we, there-
fore, separated the scenarios into critical and non-critical
scenarios, where critical scenarios are scenarios in which
the probability of harm is high (life or death situations), and
non-critical scenarios are scenarios in which the probability
of harm is low (usual driving situations). For each instance,
two scenarios, one critical and one non-critical, were created
(see Fig. 2).

For each scenario, an explanation is given to the partici-
pants, such as “An empty AV is driving on a road. It comes
across a crosswalk where 2 pedestrians are crossing, one of
them is a cashier in a supermarket (1) and the other one is

a lawyer (2). The pedestrians look similar. The AV tries to
stop, however, the brakes are not responsive. The connec-
tion wire to the brakes is defective. The AV has to make a
trajectory decision”. Participants are then asked to score the
relevance of each of the Level 4 attributes on a Likert scale,
from 1. Not at all, to 5. Completely, for each of the scenarios.
All of the attributes were asked in each scenario to mitigate
specific interaction effects.

For instances that relate to different attributes, for exam-
ple, Family Status relates to psychological damage and
social status, both attributes are then taken into account. It
would not involve a trade-off between these two attributes
because they are not compared to each other.

To verify that the scenarios described were pertinent, par-
ticipants were asked if they thought that the scenario was
relevant in identifying the attributes relevant to the popula-
tion’s decision-making for automated driving. They were
also asked if they believed the scenario was critical or not.
As we did not clearly state a definition of critical, the par-
ticipants could self-define the word.

As the experiment is explanation-based, after each ques-
tion, the participants were asked to give explanations about
their decision-making. This helped us understand why cer-
tain attributes were ranked higher on certain scenarios, espe-
cially on scenarios that included multiple attributes, and to
make sure that the question was understood correctly.

As the set of attributes has to be updatable to adapt to
society’s evolving values, participants had multiple oppor-
tunities to elicit new potential attributes. First of all, after
ranking each of the attributes after a scenario, they had the
opportunity to add their own attribute to the list and to rank
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it as well, if they believed that another attribute might come
into play in this particular scenario. Secondly, they had
another opportunity at the end of the questionnaire, when
they were asked if they believed that these attributes com-
pletely described the AV’s decision-making and if not, what
was missing. Finally, they had another opportunity to add
any other remarks that they believed could be relevant.

3 Results

For each scenario, the score of every attribute was computed
using its average. The overall score of each attribute is then
obtained by taking its maximum score on its relevant sce-
narios. For example, the moral responsibility attribute has
only one associated scenario. Therefore, its overall score is
the one obtained in that scenario. However, the social utility
attribute can relate to several different scenarios (profession,
gender, family status). In this case, the highest score across
scenarios is kept, as our goal is to identify if an attribute is
ever relevant.

The evaluation criteria for the method include determin-
ing its sensitivity (i.e., ensuring that attributes receive vary-
ing relevance scores rather than uniform ratings), assessing
whether participants find the scenarios relevant for elicit-
ing attributes for AV decision-making, evaluating whether
participants believe the proposed attributes fully define AV
decision-making, and, if not, whether they can contribute
additional attributes to enhance the framework.

3.1 Attribute scores

The significance of the differences in results between
non-critical and critical scenarios was assessed using a
Mann—Whitney U-test, chosen due to the non-normal distri-
bution of attribute scores. This non-parametric test evaluates
whether there is a statistically significant difference in the
distribution of scores between the two scenario types. The
null hypothesis (HO) states that there is no significant dif-
ference in the average attribute scores between non-critical
and critical scenarios. To ensure robustness, the distribu-
tion of the data was examined before selecting the test, and
effect sizes were also considered to complement the p value
analysis (Table 2).

We will not be discussing the choice to keep an attribute
or to remove it completely as (1) the goal of the experiment
was to evaluate the proposed methodology and not to draw
conclusions on specific attributes, (2) even if an attribute
has a low score, it could still be relevant, (3) the decision to
take into account a specific attribute or not is ultimately the
decision of the legislator, and we do not have the legitimacy
to decide on this and (4) we used a specific and potentially
biased sample of students and university staff.
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Table 2 Attribute scores for non-critical and critical scenarios

Social utility

Arrival time

Perceived Moral Fair innings  Legality av  Lottery  Self-preservation

Psychologi-

Physical damage

responsibil-

ity

vulnerability

cal damage

97

100

92

100 94 97 96 96 96

96

Count

Critical scenarios

1.86
1.22
99

1.99
1.23

97

2.01
1.22

93

2.39

242
1.30

98

3.08
1.53

95

3.11
1.32

95

3.55
1.32
96

3.69
1.01

96

4.61
0.77
95

Mean
std

1.61

96

Count

Non-critical scenarios

1.63
1.05

2.37
1.29

3.80
1.21

2.03

3.07
1.37

2.59
1.59

2.89
1.35

3.27
1.36

2.81
1.35

391
1.40

Mean
std

1.48
0.071

0.219

0.029

0.000

0.000 0.141 0.282 0.028 0.001

0.000

p value

Significant p-values highlighted in bold
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If we first look at critical scenarios, which are the ones
that are most often studied in literature, we can notice
that physical damage is the highest-ranked attribute
(M-=4.61+0.77). This was expected, as this is one of the
most studied attributes, notably in experiments studying
utilitarianist theories (Awad et al. 2018; Bergmann et al.
2018; Bonnefon et al. 2016; Faulhaber et al. 2019; McManus
and Rutchick 2019). Our results show a similar tendency for
reducing total damage, following utilitarian ethics.

The second highest ranking attribute is psychologi-
cal harm (M-=3.69+1.01). This attribute has never
been explicitly studied in itself before, however, instances
of it were used, such as the difference between adults and
children (Bergmann et al. 2018; Faulhaber et al. 2019;
Kallioinen et al. 2019; Li et al. 2019). In our experiment,
according to the explanations that participants gave, family
status seems to be the most important factor for psychologi-
cal damage: “A man with a family will probably provoke
more psychological damage to a higher number of people
than a man without family”. However, family status has
never been studied before as an attribute for AVs. Moreover,
when previous experiments studied the differences between
children and adults, it was not clear what Level 4 attribute
was being investigated, as they were not explanation-based
experiments. Therefore, no comparison is possible with
other studies, and this factor should be investigated further.

The third highest ranking attribute is perceived vulner-
ability (M-=3.55+1.32), here exemplified by situations of
disabilities. The explanation that is mostly given is that peo-
ple with a higher perceived vulnerability, notably in terms of
a disability, are less able to move out of the way and possibly
avoid the car and should therefore be protected. Bergmann
and colleagues show similar results in their experiment
(Bergmann et al. 2018), in which they look at the case of
someone who is kneeling and therefore appears more vul-
nerable. In that case, 62% of participants chose to save the
kneeling person. Our results are similar to the ones from
Bergmann et al. and extend them to other types of perceived
vulnerabilities.

Moral responsibility (M-=3.11+1.32) has been studied
before, notably in the Moral Machine experiment (Awad
et al. 2018) and in the experiment from Bergmann et al.
under “involvement in traffic” (Bergmann et al. 2018).
Similar to previous experiments, participants seem to con-
sider it a relevant factor when casualties are involved. Moral
responsibility has also been studied as a philosophical con-
cept, notably by Kauppinen, who states that “an agent who
is capable of doing so is morally required to shift a risk of
harm from a non-liable party to a liable party and not to
shift the risk from a liable to a non-liable party” (Kauppinen
2020).

Age has been studied as an attribute in numerous exper-
iments (Awad et al. 2018; Bergmann et al. 2018; Diederich

et al. 2011; Faulhaber et al. 2019; Johansson-Stenman and
Martinsson 2008; Kallioinen et al. 2019), in which partici-
pants have a clear tendency to protect children. However,
different Level 4 attributes can relate to age, such as fair
innings (M-=3.08 +1.53), but also perceived vulnerabil-
ity and psychological damage. Our experiment provides
more clarity on this by explicating all the attributes that
may come into play in scenarios involving children and
adults. Our results suggest that fair innings are one of the
reasons why people tend to protect children and can be
considered an independent attribute.

The legality of the action of the AV seems to
be especially relevant in non-critical situations
(Myc=3.07+1.37), but when lives are at stake, it seems
to be of less importance (M-=2.42+1.30). The action of
the AV has been studied in the Moral Machine experiment
(Awad et al. 2018), where it scores very low for critical
situations, similar to our experiment. There seems to be a
usual preference for saving lives rather than obeying the
law. However, it scores significantly higher in non-critical
situations (p <0.001), meaning that respecting the law still
seems important if the probability of harm is generally
low.

Lottery (M-=2.39 +1.61) has not been explicitly studied
in previous studies but corresponds to a “random choice”
option. Here, we have made it an explicit option, so that
participants can clearly show that they do not want the AV
to make a deliberate decision. A lottery system is generally
advocated when using personal features is prohibited and
when all other parameters are similar. However, participants
do not seem generally favorable to a lottery system. In real
life, situations where all other attributes would be equal are
virtually impossible, meaning that a lottery system may
never be required.

Self-preservation (M-=2.01+1.22) is the attribute where
the difference between critical and non-critical situations is
the most significant. Understandably, participants generally
felt that protecting lives was a lot more important than pro-
tecting the car. However, in non-critical situations, self-pres-
ervation was generally considered to be a relevant attribute
(Myc=3.80+1.21, p<0.001). In literature, the only experi-
ment looking at self-preservation is from Faulhaber et al.
(Faulhaber et al. 2019). However, only critical situations
involving the driver’s life and a pedestrian’s life have been
studied, which makes it a question of perspective more than
of self-preservation of the AV (Faulhaber et al. 2019). In this
experiment, we solely look at the material value of the car.

Arrival time (M-=1.99 +£1.23), is one of the lowest
scored attributes. Participants generally argued that safety
and reducing potential harm should always be a priority over
arrival time. However, the goal of the car is to go from point
A to point B in a time-efficient manner, otherwise, people
could walk, cycle, or travel in slower modes everywhere.
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Arrival time should therefore be used as the goal of the car
and as a trade-off with safety.

In our experiment, social status ranks last both in critical
(M-=1.86+1.22) and non-critical (Myc=1.63 +1.05) situ-
ations. This includes scenarios involving profession and gen-
der. Participants overwhelmingly believe that social status
should not be used by AVs to make ethical decisions. Social
status has been extensively studied, in the Moral Machine
experiment using the instances of profession, fitness, and
gender (Awad et al. 2018), but also in the experiment of
Siitfeld et al. (Siitfeld et al. 2019) using gender, and in the
experiment of Wilson and Theodorou (Wilson and Theo-
dorou 2019). Our results are similar to the ones from Siit-
feld and Wilson and Theodorou’s experiments, where social
status did not seem to have an impact on the participant’s
choices. However, in the Moral Machine experiment, social
status has a higher score, ranking as the 5th most important
attribute. The difference can be explained by the fact that
the participants in our experiments are students, who tend to
have a more progressive mindset, as well as the cultural dif-
ferences between the northern American population and the
European population. In addition, the MIT Moral Machine
experiment is set up in a way where participants only have
a choice between two outcomes, which might push them
to select a “least worse” option and would not necessarily
reflect their true feelings.

Overall, participants assigned distinct scores to the attrib-
utes, demonstrating that the method meets the sensitivity
criterion.

After each scenario, participants were asked whether they
found the scenario relevant for identifying attributes for AV
decision-making. The results indicate that the scenarios were
generally perceived as relevant, with 80% of participants
responding “Yes” or “Maybe” and only 20% responding
“No” across all scenarios.

3.2 Additional attributes

At the end of the questionnaire, participants were asked if they
believed that the given attributes completely defined AV deci-
sion-making. The results were very disparate, with an almost
50/50 split (51/49) between participants, who were then asked
what they thought was missing from the set of attributes. The
most common answer was to consider the surrounding envi-
ronment, e.g., if it is in the middle of a city or on an empty
road in the countryside, and the consequences of a crash on
it. This was not previously explicitly described as an attribute,
as there is no equivalent in biomedical ethics, and prompts
us to add another subcategory to the Level 3 Harm category
called ‘environmental harm’. This includes all damage done
to non-humans, including property or nature damage, as well
as animals, and their potential financial consequences (for
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example, destroying a statue would lead to substantial finan-
cial reparations).

Another proposed attribute is energy efficiency. As for the
previous attribute, this has no equivalent in biomedical ethics
and is specific to the mobility sector. Environmental consid-
erations are becoming more and more crucial as we need to
considerably reduce our carbon emissions. Even if the AV is
electric, the electricity it uses can come from fossil fuels and
have a considerable environmental impact. Energy efficiency
is therefore a necessary addition to our attributes, especially
for non-critical situations. As it concerns the car in itself, it
will be placed under Actor > Cost.

This leads us to the following updated attribute table
(Table 3):

3.3 Critical vs. non-critical

When comparing the scores of attributes for non-critical and
critical scenarios, four attributes obtain significantly differ-
ent scores (see Fig. 2): physical damage (My-=3.91+1.40,
M-=4.61+0.77, p<0.001), psychological damage
(Myc=2.81+1.35, M-=3.69+1.01, p<0.001), self-pres-
ervation (Myc=3.80+1.21, M-=2.01+1.22, p<0.001),
and legality of the AV (My-=3.07+1.37, M-=2.42+1.30,
p<0.001). These values suggest that in life-or-death situations,
most participants, following a utilitarian theory, prioritize sav-
ing human lives above material considerations such as self-
preservation and respect for the law. Having significantly dif-
ferent results means that the weights of these attributes might
change according to the situation.

In 2020, the COVID-19 pandemic not only showed the
world that a global health crisis was still possible in the
modern days but also redefined medical resource alloca-
tion and triage. The traditional pillars of biomedical ethics
(beneficence, non-maleficence, justice, and autonomy), while
widely accepted in non-critical situations, have been deemed
not sufficient in conditions of scarce resources (Emanuel et al.
2020) and new triage frameworks have been proposed. The
framework proposed by Emanuel et al. promotes allocation
according to four values: 1. Giving priority to the worst off, 2.
Maximizing benefits yielded by scarce resources, 3. Treating
people equally, and 4. Promoting and rewarding instrumental
value. This framework can be seen as a refinement of the one
from Beauchamp and Childress, as it builds on it by empha-
sizing specific attributes (beneficence, justice, social utility).
Similarly, we can define a specific function for critical situ-
ations that will accentuate the weights of certain attributes.
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Table 3 Revised attribute

- " Level 1 Level 2 Level 3 Level 4 Level 5
classification table
Patient Utility Harm Physical harm Severity of damage
Type of damage
(temporary/per-
manent)
Psychological harm Family Status
Perceived Vulnerability Age
Physical condition
Gender
Environmental harm Nature damage
Animal harm
Property damage
Social utility Social Status Age
Physical condition
Profession
Gender
Family status
Fairness Liability Moral responsibility /
Fair opportunity Fair innings Age
Action of AV Fairness Liability Legality /
Fair opportunity Lottery /
Actor (car) Cost Timeliness Time of Arrival /
Financial Self-preservation /
cost
Environmental Energy Efficiency /
cost

4 Discussion
4.1 Results interpretation

This study explored the ethical decision-making attributes
prioritized in automated vehicle (AV) scenarios, comparing
non-critical and critical situations. The results indicate that
participants weigh certain attributes differently depending
on the context, suggesting that ethical preferences are not
static but highly situational. These findings align with previ-
ous research on moral decision-making in AVs, which high-
lights the variability in human moral intuitions depending
on perceived risk levels (Awad et al. 2018; Cecchini et al.
2023).

According to the evaluation criteria, our method proves
effective in eliciting relevant attributes for AV decision-mak-
ing. While only about half of the participants felt that the
proposed attributes provided a comprehensive framework,
the method allowed them to contribute additional attributes,
enhancing the overall framework. The results also show that
the method is sensitive, as participants assigned varying rel-
evance scores to the different attributes, indicating that they
were able to differentiate between more and less important
factors. Furthermore, the majority of participants found the
scenarios relevant for identifying attributes, suggesting that

the method successfully engages participants in the process
of attribute elicitation. These findings demonstrate that our
method is effective in capturing key ethical considerations
for AV decision-making.

One key observation is that in critical scenarios, partici-
pants appear to prioritize attributes related to immediate
harm reduction, while in non-critical scenarios, considera-
tions such as fairness and adherence to rules seem more
prominent. This distinction suggests that ethical frameworks
for AV decision-making may need to be adaptable, ensuring
that AVs can respond dynamically to varying levels of risk.
In addition, the results reinforce the argument that ethical
decision-making in AVs should not rely on a fixed, universal
hierarchy of attributes but instead incorporate mechanisms
that allow real-time adjustments based on situational factors.

While the findings suggest a shift in attribute prioritiza-
tion across scenarios, several alternative explanations should
be considered. First, participants may have interpreted “criti-
cal” situations as requiring immediate action, leading them
to focus on attributes that emphasize direct harm minimiza-
tion rather than broader ethical considerations. In addition,
cognitive biases—such as loss aversion—may have influ-
enced participants’ responses, making them more sensitive
to potential harm in critical scenarios. Another possibility
is that the way scenarios were framed influenced attribute
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prioritization; for instance, emphasizing uncertainty in
decision-making may have led to a greater preference for
conservative risk-averse choices. Future studies could fur-
ther investigate these possibilities by varying the framing
of scenarios or incorporating real-time decision-making
simulations.

4.2 Broader societal implications

The ethical decision-making framework proposed in this
study not only provides a structured approach to AV behav-
iour but also has significant implications for public percep-
tion, regulatory strategies, and trust in AV technology. As
AVs become more integrated into everyday transportation,
their decision-making processes will be scrutinized by both
the public and policymakers, influencing their acceptance
and adoption.

Public trust in AVs is closely tied to perceptions of their
ethical behaviour. If AVs are seen as making unpredictable
or morally questionable decisions, public skepticism may
hinder widespread adoption. Research in Al ethics suggests
that transparent and explainable ethical frameworks can help
bridge this trust gap (Hagendorff 2020). By clearly defining
how AVs prioritize ethical attributes in different scenarios,
our framework could serve as a foundation for improving
public understanding of AV decision-making. However, a
key challenge remains: even if AVs follow a rational and
ethically justifiable framework, individual users may still
disagree with specific decisions due to personal moral intui-
tions and cultural differences. This highlights the need for
public engagement and education to align societal expecta-
tions with AV ethics.

Misinformation and public misconceptions about AV
safety and ethical behaviour could further complicate adop-
tion. Media portrayals of AV incidents often focus on rare
but dramatic failures, reinforcing public fears about AV reli-
ability (Cave et al. 2019). In addition, misunderstandings
about how AVs make ethical decisions may lead to unrealis-
tic expectations—such as assuming AVs can perfectly emu-
late human moral reasoning. Addressing these misconcep-
tions through transparent communication, public outreach,
and collaboration between AV developers and policymakers
will be crucial in shaping a well-informed public discourse.

Ethical decision-making in AVs is not just a technical
challenge but a regulatory one. Policymakers must deter-
mine how to balance safety, fairness, and liability when
defining AV behaviour. Some jurisdictions, such as the EU,
have already begun discussing ethical guidelines for AVs,
emphasizing principles like transparency and accountabil-
ity (European Commission et al. 2019). Our framework
can contribute to these discussions by offering a structured
method for identifying and prioritizing ethical attributes.
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By situating our framework within these broader soci-
etal discussions, we highlight its relevance beyond technical
implementation, emphasizing the need for interdisciplinary
collaboration between Al researchers, policymakers, and the
public to ensure responsible AV deployment.

4.3 Limitations and future directions

This study has some limitations that should be acknowl-
edged. First, while the use of a Mann—Whitney U-test
ensured robustness in assessing statistical differences, the
sample size and demographic diversity could impact the
generalizability of the results. Further research should
include a larger and more diverse participant pool to account
for cultural and contextual differences in ethical decision-
making. In addition, while AU provides a structured way
to analyze moral attributes, there remains the challenge of
translating these findings into practical AV decision-making
algorithms. Future work should explore how these attrib-
utes can be operationalized in real-world driving scenarios,
considering both ethical principles and technical feasibility.

Another limitation of this experiment is that it is based
on an online questionnaire and is therefore not immersive.
AU is a framework based not only on psychology and phi-
losophy but also on neurosciences and aims at taking into
account the emotional response produced by the AV’s deci-
sion-making. Several studies have shown that participants’
subjective, behavioural, and psychological responses in VR
environments map their behaviour and experience in real-
world settings (Rovira et al. 2009; Skulmowski et al. 2014).
The natural next step to this experiment will therefore be to
reproduce it in a VR setting.

Given these findings, future research should aim to refine
the methodology by incorporating dynamic testing envi-
ronments, such as interactive simulations or virtual reality
experiments, to observe real-time ethical decision-making.
Finally, integrating AU into policy discussions on AV ethics
could help bridge the gap between theoretical models and
practical implementation in automated systems.

By systematically addressing these factors, future studies
can strengthen the foundation for ethical AV decision-mak-
ing frameworks, ensuring that they are not only theoretically
robust but also practically viable and socially acceptable.

5 Conclusion

With this study, we present a scientifically grounded method
for defining societally aligned attributes for AV decision-
making. Building on AU and biomedical ethics, we use a
scenario-based experiment as a feedback loop to align AV
decision-making with societal values.
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Our results show that ethical decision-making in AVs
depends on dynamic prioritization of attributes, with harm
minimization and fairness emerging as key factors, while
others, like autonomy, are more context-dependent. The sta-
tistical analysis confirms significant differences in attribute
prioritization between critical and non-critical scenarios.

Beyond methodology, this study highlights the broader
impact of ethical frameworks on public trust, regulation, and
AV adoption. Future work should expand scenario diversity,
integrate stakeholder perspectives, and explore how AVs
communicate their ethical reasoning to ensure responsible
deployment.
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