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Good afternoon, everyone. My name is Esther Kox and today, I will be presenting our perspective on how to maintain meaningful human control and how to navigate AI’s impact on human decision-making, as outlined in the paper that we wrote – together with my co-authors and PhD supervisors Birna van Riemsdijk & José Kerstholt. 


Introduction

* Multi-Domain Operations (MDO), the integration and coordination of military activities across

the five domains sea, land, air, cyber and space, become increasingly complex.
* Advancements in Artificial Intelligence (Al) bring both opportunities and challenges.

* How to maintain Meaningful Human Control (MHC)?
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So: as we’ve been discussing these past two days: the world and the character of warfare is changing, which requires increasingly sophisticated response, such as MDO - making military operations increasingly complex. 
AI can help us deal with that growing complexity, yet it also present new challenges. So the question is how to maintain MHC. 



Objective

From Exploitation to Augmentation:
Navigating Al's Impact on
Human Value and Inference-based
Decision-M aking
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In our approach to answering that question on how to maintain Meaningful Human Control, we broke down AI’s impact on human decision making in four components. That is, AI can both positively (augmenting) and negatively (exploiting) impact human decision-making. To better understand these processes, we distinguish between two types of decision-making tasks that we believe are differentially affected by AI: value-based decisions (or choice) & inference-based decisions (or judgments)




Inference-based
decision-making
(judgement)

Value-based
decision-making
(choice)

Augmentation Exploitation
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That brings us to this table with these four cells. 
Before we dive deeper into the content of these cells. I will explain these two types of decisions.




Two types of human decision-making

Combining cues to form a judgement about a situation,
drawing logical conclusions from available information
(e.g., detecting a military threat,
predicting the COA of an enemy)

Inference-based

decision-making
(judgement)
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Inference-based decisions involve combining cues to form a judgment about a particular situation, such as detecting a military threat & drawing logical conclusion from available information: such as predicting an enemy’s course of action
Choices, on the other hand, concern the explicit trade-off of the consequences of a range of options, such as the choice between a safer or faster route, or between mission effectiveness and risk of collateral damage (Babushkina & Votsis, 2022). 




Augmentation

How Al is used to
support military
decision-makers
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And the other two categories: when we talk about augmentation, we mean how AI can be used to support military decision makers. And exploitation: how AI can be used to attain strategic advantage through influencing a target audience (exploitation). 

This last category concurs with the concept of Cognitive Warfare, for example by disinformation campaigns, and may be directed towards the military or civilians.


Inference-based
decision-making
(judgement)

Value-based
decision-making
(choice)

Augmentation Exploitation
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So I will walk you through this table, identifying how AI can impact human-decision making and what we can do to maintain MHC.


Augmentation Exploitation

Enhanced information
processing and pattern
recognition can improve
situational awareness

Inference-based
decision-making
(judgement)

Value L. :
Aeaislc Maintaining MHC:

(ch Incorporate key design principles such as Observability,

Predictability, Explainability, and Directability in
Al-systems to make their decisions and predictions more
understandable for human operators. (Johnson et al., 2014)
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AI has enhanced information processing abilities and pattern recognition which can improve a human operator’s situational awareness.
People are easily overwhelmed by information and AI can help filter and order, it can deal with the speed and large amounts of data that human operators are faced with.
For example, in threat detection: during operations it happens that human operators have identified two threats in the direct environment of their vehicle, around the same location, which eventually turns out to be one and the same. An AI could help analyze the available cues and make more accurate predictions about the situation. 
Yet, to create an appropriate level of trust in the information provided by the AI, it should be able to explain why and how it came to that conclusion.
People are prone to automation bias and can over-rely on recommendations presented by AI.
So to use AI effectively in these types of decision: several design principles are needed to make AI systems more transparent, understandable, and manageable for human operators. The key principles include Observability (ensuring that the AI system's actions and states are visible and can be monitored by human operators), Predictability (making the AI system's behaviour consistent and foreseeable), Explainability (making the AI system's decision-making process transparent and understandable to human users) and Directability (ensuring that human operators can guide, intervene, or override the AI system when necessary) (Johnson et al., 2014; Miller, 2017, 2022).



Augmentation Exploitation

Enhanced information
processing and pattern Spread and creation of
recognition can improve mis- and disinformation
situational awareness

Inference-based
decision-making
(judgement)

deczi Maintaining MHC:
* Improve people’s Al, media and digital literacy, including
critical thinking, fact-checking and verification skills.

 Government regulation, platform responsibility and content
policies and moderation.
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Inference-based decision can be exploited by AI, because AI facilitates the spread and creation of mis- and disinformation. 
Disinformation refers to intentionally false or deceptive communication tactics that actors use to manipulate the public’s perception and decision-making (Hung & Hung, 2022).
Misinformation has been around for centuries, but now it becomes increasingly difficult for human operators to discern reality from fabrication, as Generative AI enables technologies like deepfakes 
It can distort people’s perceptions of reality, so the cues and facts that people base their decisions are changing and thus their inferences will be affected. 
How to maintain MHC: we should focus on improve people’s AI, media and digital literacy, including their critical thinking, fact-checking and verification skills.
However, if even developers struggle to explain AI-systems due to the "black-box" nature of many algorithms, it seems contradictory to expect the general public to develop AI-literacy to a level that would enable them to confidently interact with these systems. This highlights a clear responsibility for developers, the AI industry and government to ensure that AI-systems are trustworthy and reliable


Maintaining MHC:

While Al can help compare the options, value-based
Inference decisions are prone to context effects and should
decision- eventually be made by a human.

(judgel

reation of
formation

Value-based
decision-making
(choice)

Decision and behaviour
(change) support
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AI can augment value-based decision-making, because AI can calculate and compare the consequences of a wide range of options, so it can help you make choices that are well-considered and thought through and in line with your long term goal
Also: it is consistent over time. In practice, people have a tendency to prioritize short-term goal over long-term goals, as it requires a lot of will power to stick to your long-term goals and the long-term goal does not always seem like the logical option in the heat of the moment. 
AI can calculate or approximate optimal choices related to a sets of preferences
AI-techniques can even be used to create personal behavior support agents or ‘electronic partners’ that are aimed at supporting individuals in their activities (Neerincx & Grant, 2010; Oinas-Kukkonen, 2010; Van Riemsdijk et al., 2015). 
Rather than calculating optimal choices, the role of AI in these settings is to support people and organizations in achieving goals in alignment with (pre-established) important values. 
Yet, AI does not take into account context so value-based decision should best be made by a human


Maintaining MHC.:
e Enhance user awareness and control

Infere ¢ Improve algorithmic transparency

decisi « Strengthen data privacy laws and government regulation
Judg

ation of
mation

Value-based .. . Al-driven profile-based,
- . Decision and behaviour : . :
decision-making (change) support micro-targeting techniques
(choice) J PP (hyper-nudging)
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Lastly, AI can also distort human choices in a way that hinder value-based decisions and aspired behaviour (change). 
For example by hypernudging, an algorithmic decision-guidance technique which harvests information about individuals’ preferences and susceptibilities and exploits them to influence their future choices.
Hypernudges are designed to unconsciously interfere with an individual’s decision-making process. 
Through the interaction with platforms online, it learns about your preferences, opinions and cognitive and emotional  vulnerabilities, to exploit those.
So far, it has mainly been used in the commercial setting to “reach the right user, with the right message, by the right means, at the right time, as many times as needed,” (Morozovaite, 2021), making it almost impossible for the target to resist. 
It is a form of manipulation, as it undermines people’s autonomy and capacity to pursue their self-defined goals and steers people in a certain direction
These techniques can be used in Cognitive Warfare, for example to interfere with elections by presenting the right information at right time, to slowly change people feelings and beliefs about something. 
While increasing critical thinking skills and making users aware of the risks might still be a solution to this, to some extent, these techniques are so sophisticated that we cannot leave this to the users 
Data privacy laws and government regulation should be strengthened, which brings us to our conclusion:




Conclusions

« Maintaining meaningful human control and building and maintaining trustworthy Al
requires a systematic, multidisciplinary approach.

“Just as it takes a village to raise a child, the governing of Al needs to be a
multidisciplinary village so that we can raise Als that are productive, valued
contributors to society.”

(Winkler, 2024)

Thank you for your attention!

TNO "
Esther Kox
Birna van Riemsdijk UNIVERSITY

José Kerstholt OF TWENTE.
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AI should be viewed as a socio-technical ecosystem. We should focus on building trustworthy AI, helping users establish appropriate trust and governments should regulate AI in order to maintain meaningful control over AI and our own decisions. 
We hope that our framework offers a foundation for thinking about the impact of AI on decision-making.
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