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ABSTRACT

Adversarial Al technologies can be used to make Al-based object detection in images malfunction. Evasion attacks make
perturbations to the input images that can be unnoticeable to the human eye and exploit weaknesses in object detectors to
prevent detection. However, evasion attacks have weaknesses themselves and can be sensitive to any apparent object type,
orientation, positioning, and scale. This work will evaluate the performance of a white-box evasion attack and its robustness
for these factors.

Video data from the ATR Algorithm Development Image Database is used, containing military and civilian vehicles at
different ranges (1000-5000 m). A white-box evasion attack (adversarial objectness gradient) was trained to disrupt a
YOLOV3 vehicles detector previously trained on this dataset. Several experiments were performed to assess whether the
attack successfully prevented vehicle detection at different ranges. Results show that for an evasion attack trained on object
at only 1500 m range and applied to all other ranges, the median mAP reduction is >95%. Similarly, when trained only on
two vehicles and applied on all seven remaining vehicles, the median mAP reduction is >95%.

This means that evasion attacks can succeed with limited training data for multiple ranges and vehicles. Although a
(perfect-knowledge) white-box evasion attack is a worst-case scenario in which a system is fully compromised, and its
inner workings are known to an adversary, this work may serve as a basis for research into robustness and designing Al-
based object detectors resilient to these attacks.

Keywords: adversarial Al, object detection, objectness gradient attack, evasion attack, universal adversarial perturbation,
cyber attack

1. INTRODUCTION

Deep learning-based object detection methods are increasingly deployed in military systems to enhance situational
awareness and operational efficiency. They can automate tasks or offer support for humans in the loop [1], because
continuous and manual searching for possible targets in camera streams is a tedious and exhausting task for the operator.
Some threats can even be barely noticeable to the human eye, because of their small size or camouflage [2]. Furthermore,
there is a limited number of human operators, multiple concurrent tasks should be executed, while multiple camera streams
are continuously interpreted.

However, the use of deep learning or artificial intelligence (Al)-based detection methods brings potential risks. Adversarial
attacks can be used to manipulate Al-based object detectors, so they overlook or misclassify critical objects or generate
ghost attacks, potentially endangering crew and the success of the mission. Given the presence of human operators in the
loop, these adversarial attacks must be effective while being visually imperceptible, ensuring that the operator remains
unaware of any attack.

Attacks using adversarial Al exploit the well-known neural networks’ weakness where (small) alterations to an input image
can result in highly confident incorrect answers. [3] [4]. Common examples are specifically generated patterns that are
added to the images in order to mislead image classification methods [5] or patches placed onto objects to thwart detection
methods [6] [7]. These additive patches mislead Al-based methods, but are oftentimes clearly visible to the naked eye. On
the contrary, so-called universal adversarial perturbation methods generate a pattern that is overlayed on the full image
and is nearly invisible to the naked eye [8] [9] [10].

Adversarial attacks can be targeted or untargeted [11]. In targeted attacks, the attacker aims to force the model to predict
a specific incorrect prediction. Some examples of adversarial object detection make objects vanish, fabricate more objects,
mis-localize objects, or mislabel some or all objects [12]. In untargeted attacks, the goal is to cause the model to make any
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incorrect prediction without controlling what the incorrect output is. These attacks on deep learning object detectors can
be achieved in multiple ways [13]. For example, modifying the input data, such as the frames used at inference time, often
through (subtle) perturbations in the input frames. Poisoning attacks [14] [15] occur during the training phase, where
malicious data is injected into the training set to corrupt the model's learning process and degrade its performance. Physical
attacks [16] [7] involve creating adversarial perturbations on real-world objects, such as altering a stop sign or packaging
label, to fool models when they encounter these objects in physical environments. Attacks can be created in an one-shot
or iterative way. One-shot adversarial attacks involve creating adversarial attacks in a single attempt. They are fast and
require less computational power, but may be less effective against robust models. Iterative adversarial attacks refine the
adversarial perturbation over multiple steps, leading to more successful attacks. They require more computational
resources and time but are often more effective, especially when the attacker has detailed knowledge of the model.

Based on the attacker’s knowledge of the target model, adversarial attacks can be classified into white, black, and grey-
box attacks. White-box attacks assume full access to the model’s architecture, parameters, and gradients, allowing effective
adversarial attacks by exploiting detailed internal knowledge. Black-box attacks operate without access to the model’s
internals, relying on input-output queries to infer the model’s behaviour, making them more challenging and usually less
effect than white-box attacks. Grey-box attacks are categorized in between these two, where the attacker has partial
knowledge of the model.

This paper focuses on performance and sensitivity evaluation of a white-box iterative adversarial evasion targeted attack
[12]. To perform such an attack, the attacker should have full access to the model’s architecture, parameters, and gradients.
This level of access enables the attacker to generate attacks to exploit the well-known weakness in neural networks by
(small) alterations to an input image that can effectively fool the model. For example, such access can be gained through
an adversary insider during partner collaborations, a man-in-the-middle attack during distributed/federated machine
learning, cyber theft, or by reverse engineering from obtained hardware. Physical access cyber hacks are not uncommon
[17] and could potentially happen unnoticed. Exploitation of open-source models can result in access to the full model.
While exploiting open source models lowers the bar for attack creation, the effectiveness is unknown because of the many
types of open source models. While gaining access to a full model poses a challenge, the deployment of the attack poses a
subsequent challenge. To deploy such created attacks, the attacker does not need access to the full model, but only to the
input data of the model (e.g. the camera hardware or camera output stream). The attack should be deployed unnoticeably
during the development or deployment [1] phase of the model, by a cyber-attack during these phases (e.g. during over-the-
air updates), exploiting supply chain vulnerabilities, or by physical access to the system (e.g. during maintenance).

Military systems are designed with layered security, including encryption, access controls, and physical security measures,
making it difficult for attackers to gain the necessary access for crafting and deploying attacks. While the probability of
successfully carrying out a white-box attack is generally low because of the stringent security measures, the consequences
of such an attack could be severe, making it an attractive target.

The previously introduced perturbation-based evasion attacks exploit weaknesses so that neural networks provide incorrect
results [18], but they have some weaknesses of their own. They are sensitive to the apparent object type, its orientation,
position, and scale within the image. In addition, the perturbation-based methods are commonly applied to image
classification, and are understudied for object detection.

This work will evaluate the performance and sensitivity of a universal white-box perturbation-based evasion vanishing
attack for object detection. The aim is to demonstrate invariance to object type, orientation, position, scale, time of day
and sensors with one universal patch that is not visible to the human eye, such that an attacked object detector will detect
no object. We will specifically look into an adversarial objectness gradient attack [12] to evade detections of military and
civilian vehicles in both visual and mid-wave infrared (MWIR). To the best of our knowledge, evaluating the performance
of a universal patch that is invisible to the human eye while being invariant to object type, orientation, position, scale, time
of day, and sensors in a military scenario has so far not been explored. Understanding the possibilities, performance and
sensitivity of such an attack is important. It can help design attack detection techniques, object detectors robust to
adversarial attacks, and reduce the security risks of object detectors in military systems and operations.

2. METHODS

A set of experiments is performed to test if an unnoticeable universal adversarial perturbation patch (to employ an evasion
vanishing attack) can be invariant to object type, orientation, position, scale, time of day and sensors in a military setting.
To test the trade-off between visibility and effectiveness, patches with increasing L., norms are trained and evaluated
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against each other to determine the trade-off between visibility and effectiveness. Then, the resulting L, norm is used in
the subsequent experiments. To test the invariance against object distance and orientation, the patch is trained on one
distance while evaluated on the others. Furthermore, to test invariance across object type and orientation, the patch is
trained using two vehicle types and evaluated on the others. This was performed for daytime and nighttime imaging, with
two sensor types (visible, MWIR), resulting in three experiments (visible day, MWIR day, MWIR night). To test for
invariance to time of day and sensor types, each patch is trained on one time of day and sensor combination (visible day,
MWIR day, MWIR night) and evaluated based on the other two.

We will use the public ATR (automatic target recognition) Algorithm Development Image Database [19], containing
videos of military and civilian vehicles that are manually annotated. The adversarial Al technology is based on the
published framework of the adversarial objectness gradient attack [12]. It first trains an object detector based on YOLOV3
[20] model to perform vehicle detection. Next, based on the trained YOLOV3 object detector, a universal adversarial
perturbation patch is trained that will be overlayed on the video frames in the dataset to create the desired evasion attack.
This approach is summarised in Figure 1. Finally, multiple experiments and evaluations are performed to assess its final
performance.

Object detection not being attacked

Vehicle on 1000m Vehicle on 1000m, detected

Object Detector

Object detectior being attacked by a vanishing attack, shown for two distances

Vehicle on 1000m Vehicle on 1000m, not detected

S Object Detector

Vehicle on 4500m Vehicle on 4500m, not detected

Single universal evasion perturbation
trained on one distance

¥ »  Object Detector

Figure 1. Overview of the universal evasion attack. Each row contains a YOLOV3 object detector that has been trained on a subset
of the data to perform vehicle detection. Top row: A YOLOV3 object detector is not attacked and is able to detect a vehicle. Left:
Based on the trained object detector, a single universal adversarial perturbation patch is trained (for visualization purposes, its
visibility is increased). Bottom row: An adversarial evasion vanishing attack is performed, where the universal adversarial
perturbation patch is overlayed on the video frames, the previously successful object detector (top row) no longer detects the
vehicles regardless of distance.
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Data

We used data from the ATR (automatic target recognition) Algorithm Development Image Database [19], to create and
evaluate our method. This dataset contains both visual and MWIR videos of military and civilian vehicles, namely:

a 253 (a Soviet self-propelled gun),

a BMP-2 (Boyevaya Mashina Pekhoty, a Soviet amphibious infantry fighting vehicle),

a BTR-70 (bronetransportyor, a Soviet eight-wheeled armoured personnel carrier),

a BRDM-2 (Boyevaya Razvedyvatelnaya Dozornaya Mashina, a Soviet amphibious armoured scout car),

a MT-LB (Mnogotselevoy tyagach legky bronirovanny, a Soviet multi-purpose, fully amphibious, tracked
armoured fighting vehicle) that was towing a D-20 (a Soviet 152 mm gun-howitzer artillery piece),

a T-72 (a Soviet main battle tank),

e aZSU-23-4 (Zenitnaya Samokhodnaya Ustanovka, a Soviet lightly armoured, self-propelled, radar-guided anti-
aircraft weapon system),

a pickup truck, and

an SUV (sport utility vehicle).

Each vehicle is recorded driving a circle with a diameter of 100 meters, at approximately 16 km/h, at different distances
from the cameras: from 1000 m to 5000 m, with 500 m range steps (distances 1000 — 4500 m are used in this work). This
was performed during daylight conditions (visible light and MWIR imaging) and night (MWIR imaging). Each video lasts
about one minute at 30 frames per second. Some example images are shown in Figure 2.

Visible MWIR Night

— = 3,

Figure 2: Example video frames from the ATR dataset showing the ZSU-23-4 vehicle at three different distances of 1000, 2500,
and 4500 meters (row) in three different recordings: visible light, MWIR daytime, and MWIR nighttime (columns).
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Manual annotations of the vehicles were provided as a single point in the centre of the vehicle (X,pj, ¥,5;) in pixel
coordinates for each video frame. In addition, for the MWIR imaging, pixel coordinates of manually drawn bounding
boxes were provided as the upper left coordinate and width and height (Xpp0x, Yonox » Wobox» Hppox) 10 pixels.

Bounding boxes for the visual imaging were computed using additional parameters provided in the dataset. For every video
frame, the distance d,,; between the vehicle and the camera is provided in metres, as well as the aspect a in degrees that
define the angle between the object and the sensor head with clockwise rotation. Using these values, the known physical
vehicle dimensions (W,;, Hopj, Lopj ), in metres, the camera field-of-view (FoV), and the image size (Xjyg, Yimg),in
pixels, the bounding boxes for visual imaging can be estimated as follows:

fr *(Isinal * Lopj + |cosa| * ob]-)

Whpox = dyp: (D
obj
fy * Hopj
Hppox = % (2)
obj
1
Xppox = Xobj - E * Whpox 3)
1
Yobox = Yobj — 5* Hppox 4)
Where focal length f,, f,, can be estimated as follows:
%* IMG,,
=_2 % 5)
fe - (
tan (FOVW * 7)
%* IMG,,
fy=—2t—+— ©)
tan (Fth * f)

Object detection

The YOLOV3 object detector with the Darknet-53 backbone was used to detect the vehicles in the dataset [20], and is the
detector that will be attacked. Depending on the type of experiments (see below), different subsets of the dataset were
selected to train the YOLOV3 object detector. The weights pre-trained on MSCOCO [21], were used as a starting point for
fine-tuning on a subset of the dataset, with a resolution of 800x800 pixels, the grey images duplicated over the three
channels of YOLOV3 and a learning rate of 1 X 1073, Fine-tuning was performed in two steps: 50 epochs with a frozen
backbone and a batch size of 16, followed by 50 epochs with an unfrozen backbone and a batch size of two. The selected
subset was split into 90% for training and 10% for validation. Individual frames from the videos were sampled linearly at
every 15" frame (i.e. every 0.5 seconds) because (directly) neighbouring frames only show minor differences and do not
contain new information for the YOLOvV3 object detector. Ultimately, the selected training dataset equally represented
every vehicle class and distance to the camera. Only two default YOLOvV3 data augmentation operations were used during
training: random left-right flips (50%) and random shift (50%, shift range 0 — 10%). Other colour augmentations were
discharged since the ART dataset is a grey-scale dataset. Random brightness and contract modifications (15%) and
Gaussian noise (5%, with 6®> = 15 and p = 0) were added to accommodate the brightness, contrast and noise differences
due to zooming and scene differences. Perspective (10%) and affine (10%) transforms were used to accommodate a greater
variety of visual presentations, which can be limited due to sampling. Additionally, random zooming was added by
randomly resizing the image between 75% — 150% to accommodate for the different distances in the dataset [22].
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Adversarial attack

The Targeted adversarial Objectness Gradient (TOG) framework was used to create universal adversarial perturbation
patches [12] for the experiments to perform a targeted vanishing attack. This is a targeted white-box evasion vanishing
attack, where the patch is trained against the YOLOvV3 object detector to create a vanishing evasion attack. A vanishing
attack is a specifically targeted attack with the goal of fooling the object detector in such a way that no objects are detected.
Object detectors such as YOLOV3 are producing final detection result O(x) after processing input image x, which
constitute a set of bounding boxes. Bounding boxes include the coordinates of the object (X, y, width, height) were pixel
coordinates refer to the centre of the object with their objectness score (probability of being an object 0—1) and the
probability assigned to a class. A vanishing patch n is generated by perturbing an input x sent to the detector, which results
in a perturbed input image x. The generation process of the adversarial example can be formulated as follows:

min ||% — x|l s.t.0(%) = @ )

Where the L, norm is denoting the maximum change to any pixel and @ denotes the empty target detections. L., norm can
be used to control the visibility of the patch (lower values result in a less visible patch) and higher effectiveness (higher
values result in a more effective patch). The input image X can be formulated as follows:

X=x+n (8)

Training a deep neural network often starts with random initialization of model weights, which will be updated slowly by
taking the derivative of the loss function L, regarding the learnable model weights W and batch of input-output pairs
{(x, 0)}. Intuitively speaking, the TOG reverts the training process of YOLOvV3. During the training of the patch, the model
weights of YOLOvV3 are fixed while iteratively updating each iteration ¢, the input image x towards the goal in equation 8.

This can be formulated as follows:
OL(x;; 9, W))]
b= [T e - ar (22 20 ©
t+1 [ t 0%,

X,€

where []y.[...] is the projection onto a hypersphere with a radius € centred at x in Lo, norm, o is the learning rate,
controlling the step size of the patch update, I is a sign function, and L defines the YOLOV3 loss function that is optimized
during the attack. The training process starts at t = 0, where patch n, is randomly initialized in the range of [—€, €]. During
patch training x is sampled from a set of training images D.

Depending on the type of experiment (see below), different subsets D of the dataset were used to train the patch n. The
selected subset was split into 90% for training and 10% for validation. Individual video frames were sampled linearly at
every 5 frame, resulting in approximately 360 sampled frames per video. For every experiment, the patch was trained for
24 epochs with an L., norm of 8/255 on a [0,1] intensity range and a learning rate of 1 X 10™*. The L,, norm controls the
degree to which pixel intensity values can be altered, which is a trade-off between possible visibility of the patch versus
attack performance. The trained patch included three channels since YOLOV3 has three channels as input. The same
augmentations were applied to training YOLOv3.

Experiments

All experiments will be evaluated using the mean average precision (mAP) metric for object detection [21], with an
intersection-over-union (IoU) of 50%. For evaluation, all 1800 frames of every video were used. Ultimately, the goal of
the universal adversarial perturbation patch for the YOLOvV3 object detector is to create a single perturbation that, when
applied to various images, consistently reduces mAP by impairing its ability to detect and classify objects accurately.

First, a suitable L., norm was empirically determined by evaluating values in the 4/255 — 11/255 range. The YOLOvV3
object detector was trained on the MWIR daytime images, and next, a patch was trained for the various L., norm values.
Quantitative measures of recall, precision, and F1 were computed, and a qualitative visual assessment was performed to
determine the visibility of the patches. One L., norm value was selected for the subsequent experiments.

Next, the baseline performance of the YOLOv3 method for detecting vehicles in MWIR daytime videos was assessed.
Two universal adversarial perturbation patches were trained: (i) one that was trained only on vehicles at 1500 m distance
and next applied to all remaining distances, and (ii) one that was trained on two vehicle types (BMP2 and SUV) and next
applied to all the remaining vehicles types. This was to confirm that the patches are indeed universal and can be applied to
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all distances/vehicles whilst only trained on a selected subset. The performance of the attacks was assessed by measuring
the reduction in mAP.

To verify that the attack was caused by the patch itself and not just any noise pattern, it was compared to two random
patches: one generated by uniform noise with an L., norm of 8/255 and another by random shuffling the original patch.

Next, the experiment with a universal adversarial perturbation patch trained on MWIR daytime imaging of two vehicles
was extended to the other two sensors in the dataset: visible light and MWIR nighttime imaging. A separate YOLOV3
object detector was trained for both sensors, keeping all hyperparameters the same, excluding the 4500 m distance. For
each trained YOLOV3 object detector, a patch was trained on two vehicles (BMP2 and SUV) and next evaluated on all
remaining vehicles. Again, the reduction in mAP was assessed.

Finally, to assess whether the trained adversarial perturbation patches were truly universal, the patch trained on one dataset
(e.g. MWIR daytime) was applied to the two other datasets (visible light and MWIR nighttime). This was repeated for the
other combinations, and the reduction in mAP was evaluated.

3. RESULTS

An L, norm value of 8/255 was selected based on the results in Table 1 and visual inspection of the trained adversarial
perturbation patch (see Figure 3). Table 1 shows the baseline results of the YOLOvV3 object detector on the MWIR daytime
images (bottom row), which achieves a mAP@0.5 of 0.59 and an F1 of 0.71, where lower is better since it denotes the
patch's effectiveness. L, norm values of 8/255 and larger can reduce the mAP to below 0.05 and the F1 below 0.10. Since
mAP is a holistic measure, precision and recall are evaluated to provide a more fine-grained performance insight. As an
example, a patch with L, norm values of 6/255 have low mAP@0.5 of 0.16, but on average, 37% of the objects are
detected in the dataset with a precision of 67%, which is relatively high. The reduction in detection accuracy was then
balanced against the visibility of the patch, which becomes more visible for L, norm values of 9/255 and larger.

The baseline performance of YOLOV3 for detecting vehicles in MWIR daytime imaging has a mAP@0.50 of 0.55 with ¢
= 0.26 (mean o across the different distances), which is provided in Table 2. When training a universal adversarial
perturbation patch on the vehicles at 1500 m and applying it to the videos, the detection performance decreases by 8§9% to
an mAP of 0.07+0.07 across all distances. When applying a shuffled or random noise patch, there is no considerable
decrease in performance, suggesting that the trained patch is indeed effective. These results are summarised in Table 2,
and performance metrics per distance are provided in Table 3. The patches are shown in Figure 4.

Table 1. Quantitative results for determining a suitable L., norm value for creating a universal adversarial perturbation patch. The
bottom row (no patch) shows the detection results of YOLOV3 trained on MWIR daytime videos. L, norm values range from 4/255
— 11/255 (less to more visible).

Lo norm patchf mAP (@0.5) F1 Precision Recall
11/255 0.00 +- 0.01 0.01 +/-0.03 0.02 +/-0.07 0.02 +/-0.02
10/255 0.01 +-0.03 0.06 +-0.06 0.34 4034 0.03 +/-0.04
9/255 0.03 4/ 0.3 0.09 +/- 0.8 0.27 42021 0.06 +-0.06
8/255 0.03 +-0.02 0.05 +-0.05 0.09 +-0.08 0.04 +/-0.04
7/255 0.04 +-0.04 0.26 +.0.11 0.40 +/.0.14 0.21 +/- 0.0
6/255 0.16 +.0.12 0.46 +/-0.17 0.67 +/-0.19 0.37 +-0.14
5/255 0.18 +-0.11 0.15 +-0.16 0.17 +-0.16 0.14 +/.0.14
4/255 0.39 4+ 021 0.77 +/-0.20 0.85 4018 0.72 +/-0.21
No patch 0.59 +1.027 0.71 4022 0.72 +/-0.18 0.70 +-0.25
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Figure 3. An example of a BRM-2 on the MWIR daytime imaging at a distance of 1500 m. Left: the original image is without any

adversarial perturbation patch applied. Middle: patch with L., norm of % applied, which is visually not very noticeable. Right:

patch with L, norm of % applied, which is somewhat noticeable visually. The raw patch itself is provided in Figure 1. Images are

best viewed on a computer screen after zooming in.

Table 2. The performance of a YOLOV3 object detector trained for detecting vehicles in MWIR daytime imaging. When applying
a universal adversarial perturbation patch, object detection accuracy decreases considerably. Applying shuffled or random noise
patches does not show a considerable decrease in object detection accuracy.

Distance

No patch |With patch [Shuffled patch |[Random patch

Mean mAP (@0.50) s [0.55 6= 026 [0.07 6= 007 [0.46 6= 025

Reduction (%)

88.60 o= 8.27 16.14 o= 334

0.556= 024

0.85 6= 6.03

Table 3. Detailed performance results of a YOLOV3 object detector trained for detecting vehicles in the MWIR daytime imaging.
The bottom row shows the mean results, which are also presented in Table 2. The distance of 1500 m was used for training and

thus not shown.

Distance (m) |mAP (@0.5) mAP (@0.5), with patch |[Reduction (%)
1000 0.86 0.09 89.94

2000 0.81 0.05 93.56

2500 0.69 0.15 77.82

3000 0.48 0.08 83.85

3500 0.50 0.08 83.77

4000 0.40 0.01 98.60

4500 0.10 0.00 100.00

Mean , 0.55 5-026 0.07 5=0.07 88.60 5=527
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Random noise patch with Lo norm of
8/255

Perturbation patch with Loo norm of

8/255

Random shuffled perturbation noise patch
with Loo norm of 8253

Figure 4. The universal adversarial perturbation patch is shown in the middle. On the left, a patch with uniform random noise with
the same L, norm. On the right, the values from the trained patch are randomly shuffled to create the shuffled patch. All the patches
have an L, norm, but for visibility, they are normalized between [0, 255].

Table 4. Detailed performance results of a YOLOV3 object detector trained for detecting vehicles in the MWIR daytime imaging.
The bottom row shows the mean detection performance. The vehicles BMP2 and SUV were used for training and thus not shown.

Class mAP (@0.5) mAP (@0.5) with patch  |Reduction
(%)

2S3 0.83 0.00 99.97
BRDM2 0.78 0.04 94.66
BTR70 0.76 0.05 93.56
MTLB 0.11 0.00 100.00
PICKUP 0.37 0.01 96.76

T72 0.79 0.00 100.00
7S5U23-4 0.71 0.02 97.13
Mean , 0.62 5-0.28 0.02 5-0.8 97.44 ;- 23

The universal adversarial perturbation patch was also trained on two types of vehicles, BMP2 and SUV, to cover both a
military with a barrel and civilian vehicle, and applied to all remaining vehicles. These results are shown in Table 4, which

indicates that the mAP can be reduced by more than 90% for all other vehicle types.

The experiments for Table 4 were repeated for the visible light and MWIR nighttime datasets. These results are shown in
Tables 5 and 6. A similar trend can be observed for the MWIR daytime imaging, although the reduction in mAP is
somewhat less. For visible light imaging, the baseline performance of YOLOv3 (without a patch applied) is somewhat

higher.
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Table 5. Detailed performance results of a YOLOV3 object detector trained for detecting vehicles in the MWIR nighttime imaging.
The bottom row shows the mean detection performance. The vehicles BMP2 and SUV were used for training and thus not shown.

Class mAP (@0.5) mAP (@0.5), with patch |Reduction (%)
2S3 0.99 0.19 80.44

BRDM2 0.32 0.00 98.92

BTR70 0.82 0.10 88.03

MTLB 0.25 0.01 95.33
PICKUP 0.51 0.03 94.65

T72 0.79 0.09 89.29
ZSU23-4 0.74 0.16 78.18

Mean , 0.63 5-0.28 0.08 - 0.07 86.88 =776

Table 6. Detailed performance results of a YOLOV3 object detector trained for detecting vehicles in visible light imaging. The
bottom row shows the mean detection performance. The vehicles BMP2 and SUV were used for training and thus not shown.

Class mAP mAP (@0.5), w patch Reduction (%)
283 0.95 0.33 65.19

BRDM2 0.76 0.24 68.40

BTR70 0.92 0.41 54.90

MTLB 0.07 0.01 79.18
PICKUP 0.52 0.02 95.90

T72 0.93 0.20 78.14
ZSU23-4 0.75 0.11 84.94

Mean , 0.70 5= 032 0.19 5= 0.15 75.23 5= 1358

The adversarial perturbation patch trained on either MWIR daytime, was applied to visible light and MWIR nighttime,
while MWIR nighttime was applied to visible light and MWIR daytime, and the performances were evaluated against the
patches that were trained and evaluated on the same sensor and time of day combination. When the patch trained on MWIR
daytime was applied to the MWIR nighttime dataset, its effectiveness was considerably less, and the mean mAP reduction
was only 39% across all vehicle types, compared to applying on the same detector and daytime as the patch was trained
on (where the patch reduces the mAP up to 97%). Similarly, when the MWIR daytime patch was applied to the visible
light dataset, the mean mAP reduction was only 29% across all vehicle types. Almost similar results are seen when the
MWIR nighttime patch is applied to MWIR daytime a mean mAP reduction of 42% or visible light with mean mAP
reduction of 18%. Finally, the patch trained on visible light imaging is even less effective on the other two datasets: MWIR
daytime reduction is 7%, and MWIR nighttime reduction is 2%.

4. DISCUSSION AND CONCLUSION

A white-box evasion vanishing attack for vehicle detection was evaluated in order to test its invariance for object type,
orientation, position, scale, time of day and sensor type. A YOLOv3 model trained on the ART dataset was attacked by
creating patches with the TOG framework. To increase the robustness of its invariance to object type, orientation, position,
scale and time of day, the same data augmentation was used for training the object detector. A subset of the ART dataset
was used to evaluate the level of invariance.

To create an unnoticeable patch to the human eye, but still effective enough to vanish objects, a range of L., norms were
explored, and the 8/255 threshold seemed a good trade-off between visibility and effectiveness. While unnoticeable to
untrained people, it could be possible that trained operators will notice the patch because of the subtle changes. In addition,
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this patch introduces a high-frequency component into the image frame. This could be absent in normal recording
conditions because of camera optics and potentially allows detection by the operators. The high-frequency component can
result in a larger file size when applying (lossless) compression or can be noticeable when inspecting the Fourier domain,
which could be used to detect an attack.

To test the invariant against vehicle distances, orientation and scale, a patch was trained on one distance but applied to
multiple distances. We found that one universal unnoticeable patch can be made and reduces the mAP by 88% on average,
which demonstrates its invariance between 1000 — 4500 m distance. While not evaluated on the distances below 1000 m
or above 4500 m, we expect that the patch is still effective on these distances. Furthermore, when testing for invariance to
object type, orientation and scale; a patch was trained on two vehicle types and tested on the remaining seven. We found
that such a universal patch can be effective on visible daytime, MWIR daytime, and MWIR nighttime recordings. It reduces
the mAP on average by 90%, which shows that such a patch can be invariant to object type orientation and scale. The
dataset does not contain all times of the day or weather conditions, such as rain or haze, and the patch cannot guaranteed
to be effective in these conditions. While this patch is effective, it is unknown how effective such a universal patch is on
state-of-the-art object detectors that achieve higher mAPs or spatiotemporal detectors that achieve high mAPs for small
objects. Furthermore, it should be noted that such a patch cannot be applied to systems that are not deep learning-based,
such as moving object detectors.

The vanishing attack means that no objects are detected at all. If, for example, a detector is trained to also detect common
objects, such as people or vehicles, not detecting them could easily raise suspicion. Therefore, creating attacks on only
specific object types could be important and a future step.

The results indicate that an effective, unnoticeable vanishing evasion attack can be performed by training the patch with a
limited amount of data: only from 1 out of 8 distances or 2 out of 9 vehicle types. This suggests that the resulting patches
are indeed universally applicable. However, when a patch trained for a specific camera (e.g., visible light) is applied to
data from another camera, the evasion attack is no longer successful. Since cyber hacks are not uncommon and can be
performed unnoticed, such effective universal white-box attacks can be created. When deployed, they can be used to fool
automated object detection and let objects vanish, even for novel object types and distances that have not been seen by the
patch training. This can result in various security risks in military systems. Detecting such attacks or making object
detectors robust to such attacks is therefore important for future work.
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