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Whitepaper Facilitating Responsible AI with deliberate decision making

Summary
You are motivated to develop and use Al 1. Formulate an explicit objective and consider Al
responsibly in your organization. In 2024 this has only as a tool

become an overwhelming task considering the
number of technical, legal, ethical and
organizational considerations that need to be
accounted for. On the one hand, the development . Discuss and assess the BVRR-balance at key
of technology such as Generative Al has created a decision moments

world of opportunity. On the other hand, the

explication of requirements through the AT Actand 4. Investinan interdisciplinary approach
other associated standards has shifted the focus to

Ensure a structured development process
including explicit decision moments

the obligations of using Al Ultimately, it is 5. Provide a safe experimentation environment
important that both perspectives are acknowledged

such that we can implement Al in a meaningful 6. Develop an Al vision and clarify ownership of Al
way, while safeguarding our values and the risks applications

that come with it. How do you ensure that these
elements collectively come together to stimulate
valuable innovation with AI? How do you strike the 8
balance between value-driven innovation, attaining
the necessary resources and weighing the risks of

Al for your organization? Lastly, how do you ensure
that people from interdisciplinary background can
manage these factors in their decision making? The

Al Oversight Lab has four years of experience in
answering these questions in practice through

different use cases. Based on these experiences, we
have drafted eight key recommendations that help
guide the practice of Al decision making. These
recommendations go beyond considerations of the
technical aspects and way of working, to include

the practice of responsible decision making about

Al

7. Investin Al knowledge and skills of employees

Start and learn with low-risk applications
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The rise of Al

The number of applications of Artificial Intelligence
is growing rapidly, as is the number of tools to
deploy it responsibly. Yet in practice, it remains
difficult to shape responsible Al development

properly.

Artificial Intelligence (AI) has made a rapid advance in
recent years with the promise that organisations can
work more efficiently, effectively and objectively with AL
Notably the emergence of generative Al added particular
momentum to the incorporation of Al in workplace
activities. In the public sector, as well, Al brings
opportunities to work more effectively and has the
potential to improve public services to make it easier for
citizens to get what they need’?. With the ambition for a
stronger information-driven way of working in
government processes, there has been an increase in
experimentation with AI3“, Thanks to the accessibility of
the Al software embedded by commercial tech
companies, organisations can easily begin using Al'in
their procured systems and processes. However,
considering the public nature of government
organisations, it is important that they deploy Al in a
responsible manner, To support this deployment of Al it
must be based on interdisciplinary decision making,
considering the explicit trade-off between added value,
public values, resources and risks of using AL

In practice, organisations run into many challenges that
make the responsible adoption of Al challenging. This
includes limited resources in the organisation, poor data
quality, and difficulty in finding the right expertise. As a
result, innovations are often sidelined, delayed or left
unable to scale up. In addition, there are applications of
Al in the market that have not taken the risks into proper
consideration®, resulting in potential harmful
consequences. Unfortunately, there are many examples
of such cases, for example the reports of discriminatory
algorithms at DUO®, UWV7 and municipality of
Rotterdam®,

m innovation
for life

Even if organisations pay deliberate attention to their
algorithm, the effects could still show unintentional
discriminatory bias, robustness issues or other unwanted
effects®. A more structured development approach and
continuous monitoring during deployment is essential to
decrease these risks.

The European Union is working to understand how to
regulate the responsible development of AI with the Al-
Act10. In doing so, the EU has stipulated that using ALin
an organisation requires a certain level of Al literacy in
addition to a set of guardrails for high-risk applications,
among other things. The AL Act went into effect in August
2024 and has shifted the responsible Al conversation
within many organisations to one about compliance with
Al regulation. Being compliant with the Al Act, however,
does not always guarantee responsible Al innovation.

The growing focus on responsible Al and the introduction
of the Al Act are leading to an overflowing number of
technical solutions, handbooks, guidelines and resources
that support the responsible development and
deployment of AL From the technical perspective, there
are many accurate!?, fairl2 and explainable!®* methods
being developed and researched to help the development
of responsible AL The ethical perspective also offers a
plethora of tools to support ethical considerations such as
the non-discrimination handbook* , DEDA®® | IAMA!6 |
Approach to Guidance Ethics!’, ethical guidelines for
reliable AI'® , ALTAI'® and the Algorithm Framework?C.
With this toolbox for Al development, developers and
deployers can make considerations beyond the workings
of the technology. It supports considerations on goals,
responsibilities and the impact on stakeholders and
society. Despite the wide range of tools and support
available, in practice we have found that it remains
challenging to successfully shape responsible Al
innovation in the context of a real life use case in a real-
world organization.
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Responsible decision making

In practice, more attention is required to facilitating
responsible decisions. People within the
organisation need to be empowered to make the
trade-offs in development and deployment explicit,
including the benefits-value-resource-risk balance.

Organisations experience challenges in leading the
development process, validating whether the innovation
is justified, and moving to implementation. Two aspects
play an essential role here, Firstly, too little attention is
paid to facilitating responsible decision making. Secondly,
too limited attention is paid to the explicit trade-off
between 1) the benefits and purpose, 2) public values at
play, 3) available resources, and 4) residual risks. We call
this the benefits-values-resources-risks balance, or BVRR
balance for short.

Facilitating responsible decisions

The focus of responsible Al development tends to center
around two perspectives 1) responsible Al technology,
and 2) responsible Al use. The technology perspective
focuses on the development of technical methods that
support certain aspects of responsible Al such as fairness
or transparency. These include increasing general
performance, developing bias detection and mitigation
techniques, increasing the explainability of algorithms
and developing hybrid Al methods. From the second
broader perspective, research directs at the interaction
with and deployment of AL Here, the main focus is on
the work process in which the algorithm is used and the
interaction between human and algorithm. This includes
how the outcomes of the Al are used, what the role of
the user is, how the user can remain critically reflective,

what are the measures to avoid unwanted bias and how
the deployment of the Al is communicated. Both
perspectives involve people making different decisions to
ensure that technology and the way of use are
implemented in a responsible manner.

We state that a third perspective on facilitating
responsible and deliberate decisions is essential to include
in this process. This perspective focuses on the explicit
trade-offs that are considered behind the scenes and
drive the development of value driven, responsible Al
innovation. From this perspective we push organisations
to be aware and explicit when making decisions about Al
Consider decisions about the intended goals, underlying
(public) values, the technical design, the interaction with
humans and the way of working. Moreover, it includes
higher level decisions about the development process,
such as stakeholder engagement, investments and key
go/no-go decisions. Besides making the decisions explicit,
it is important that accountability over these decisions is
guaranteed through proper consultation and
documentation. Many of these decisions are highly
dependent on the context of the application and
therefore require the right expertise and interdisciplinary
collaboration. Organisations need to prepare and
facilitate their teams to make these decisions. While all
the tools mentioned (technical, legal and ethical) help
kickstart this process, the deployment of responsible Al
requires sufficient time, resources and expertise to apply
these tools in practice.

“Pay more attention to responsible decisions in the balance between
benefits, public values, resources and risks.”

m innovation
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The BVRR-balance

We pose the BVRR-balance as an important framework
for responsible decision making. The BVRR balance is the
explicit trade-off between benefits (B), public values (V),
available resources (R) and residual risks (R). The figure on
the next page shows the four aspects of the balance and
the interdisciplinary decision based on the assessed
aspects. In the end the benefits and alignment with
public values?! must outweigh the resource commitment
and potential risks. Performing all the requirements and
impact assessments for an (high-risk) algorithm requires
a lot of resources, such as time, money, capacity,
capabilities, data and technical infrastructure. This trade-
off must be at the heart of the Al development process.
At each stage of the development process, it is important
to make this balance explicit at defined decision
moments. Between every phase there should be a new
deliberate decision moment (go/no-go gate) whether the
Al application is worth to continue developing or
implementing. At this gate you should also determine
what resources can and should be allocated to
responsibly progress in the next phase. This decision will
be made based on information collected through
experiments and other sources during the development
process. Throughout the Al lifecycle the different aspects
of the balance will be extended with more detailed
knowledge based on research and experiments, allowing
for a properly justified decision before the deployment
stage and deliberate monitoring and evaluation while AI
solution is in real life production.

Having a clear Al vision and strategy on an organisational
level that provides guidance is an essential prerequisite
for constructing this balance. This vision should provide
guidance on responsibilities and pose Al as a tool rather
than a goal. Through a clear vision that fosters critical
reflection, an organisational culture can develop that
allows for experimentation and learning, which
strengthens decision making.
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lllustration: BVRR-balance in the Al lifecycle

After the problem definition phase you decide whether Al is a
potential solution for the problem. In the BVRR balance you
note the purpose, based on the problem definition, and the
intended benefits. You broadly identify potential risks and the
alignment with various public values, based on exploration
and interdisciplinary discussions. You determine which
information you need to gather in the design phase to
validate hypotheses about feasibility, benefits and risks. You
make an estimate of required resource investments for the
upcoming phase but also to bring the Al solution to
production responsibly. Together you decide whether you
want to continue to the “design” phase and which
investments will be made.

After this design phase, where you have built a proof-of-
concept (PoC), you decide whether to run a proof-of-value or
pilot. During the PoC-phase you have gained new insights on
benefits and potential risks, and you have run the determined
tests to validate the hypotheses from the first phase. These
new insights are added to the balance. A better
understanding of the alignment with public values is gained
to strengthen the decision and follow-up actions. Based on
the updated balance you determine whether to run a pilot
and which hypotheses you need to test in the pilot phase.
These hypotheses should cover the various aspects of the
balance.

After the pilot phase you decide whether to implement,
discard or further develop the application. During the pilot
phase you have collected evidence for claims on benefits,
risks and value alignment. The balance is now far more
detailed and complete than the first phase. Based on these
aspects you can decide whether the obtained benefits are in
line with the residual risks. This provides a well structured and
detailed overview for the decision on deployment.

Note that also during deployment, regular monitoring of the
application and assessment of the balance is required to
maintain responsible and justified use.




Whitepaper Facilitating Responsible AI with deliberate decision making

To prepare the BVRR balance properly, it is important for In the next section, we elaborate on the practical

the teams to have a common language and an challenges of making responsible decisions based on our
interdisciplinary way of working. The BVRR balance experiences in public sector. In the recommendations
combines various disciplines and an interdisciplinarity section, we propose recommendations that support
approach ensures that all perspectives and knowledge organisations in discussing and assessing the BVRR

are taken into account. The decision whether to continue balance and facilitating responsible decisions.

with the development or deployment of the Al
application, should be made with an interdisciplinary
mindset and should be documented to increase
accountability and transparency.

URR-BaIance sl \
i |

; Goal & Benefits

™7 What are the benefits of the Al opplication (for
W' the organization, the user, the society,...)?

¥

-

©
—(5) Risks ﬂ% e@'@ Resources

| f“r Wat are the residual risks we e Which resources are avoiloble (money,
pllg=(g) connot mitigate? Interdisciplinary decision time, copacity, infrastructure)?
Do we continue with (the
development of) the Al application

Public values
What is the effect of the Al application on public
values?
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Challenges of responsible decisions about Al

We see in practice that many organisations
encounter challenges in the responsible
development of Al, despite the introduction of
legislation, guidelines, manuals and tools. In this
section, we elaborate on the challenges in practice
and how they contribute to the call for making the
BVRR balance explicit and facilitating responsible
decisions.

Limited availability of time and resources

Working out all aspects of responsible Al and the
responsible deployment of Al requires time and
resources, which are often limited in practice. For
example, in the development and evaluation of an Al
application, the input of users and domain experts is
crucial. In practice, these people often have a high
workload. As a result, they are sometimes involved less or
later than desired. Besides, a lack of budget or capacity
sometimes makes it difficult to go into the desired level of
detail for exploration or evaluation.

To transition from development to successful
implementation, decisions must be made in practice
about what will and will not be done. These decisions
must be made in such a way that the added value can be
demonstrated and the risks can be identified. There must
be commitment from management with sufficient
resources and capacity to facilitate a responsible
decisions on continued development or deployment.

m innovation
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Conflicts between different public values

Every Al application touches multiple public values, such
as efficiency, effectiveness, safety, transparency,
accountability, privacy, autonomy and inclusiveness.??
Several methodologies are now available that can help
identify and specify public values, such as ECP's Guidance
Ethics Approach?? | value-based sensitive design?* and
the data dialogue?>. Public values can however come into
conflict. For example, consider weighing the need for
transparency and security when deploying AL models or
the degree of inclusiveness and efficiency throughout the
development process of an Al application. Achieving an
inclusive development process for an Al application can
be time-consuming and resource-intensive to engage the
right stakeholders, which can come at the expense of
efficiency. In practice, it remains difficult to make trade-
offs between public values. On top of that, in some cases,
prioritising a public value may have a positive impact on
one group but a (potentially) negative impact on another.

We observe that organisations often want to get started
with Al because they hope it can make their work
processes more efficient and effective. In doing so, they
set efficiency and effectiveness as central public values,
often without explicit consideration of trade-offs with
other values. It is important to assess whether efficiency
and effectiveness are the central values for the intended
application and whether they can be realised within a
responsible BVRR balance.
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Limited Al literacy within organisations

We We see that there is often limited Al literacy within
organisations. Al literacy means that users have
knowledge and skills to work responsibly with the Al
application and can critically evaluate Al outcomes26. Al
literacy is needed to make employees aware of the
capabilities and limitations of Al and empower them to
critically reflect on Al outcomes. In both development
and use of Al it is important that employees have the
knowledge and skills to make responsible decisions. Note
that people involved in development require higher levels
of Al literacy than users. In development, this involves
decisions for the algorithm design, work process design
and opportunities for appropriate human control. In
addition, suitable knowledge and skills are required for
decisions about ethical considerations and the impact of
Al use on the organisation. There must be sufficient
expertise within the organisation in these areas.

Difficult interaction between different
areas of expertise

The required knowledge is often spread across different
people with different areas of expertise. In practice, we
found that in many cases the interaction between
different areas of expertise remains difficult. Often Al
development begins with a focus on technical design
decisions. Some of those design decisions involve ethical
or organisational issues. Due to limited interaction of
areaqs of expertise, the right people are not involved in
making those decisions in time, leaving those decisions
(without realising) to the data scientist, for example.
When the timely interaction between people with
different areas of expertise is facilitated, mutual
understanding has proven to be challenging. Another
consideration it that it is often unclear who should make
the final decisions during development. This makes it
more difficult to get the people with the relevant
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expertise around the table. Responsible decision making
requires an interdisciplinary approach. People with
different perspectives and expertise need to be able to
work together and be aware of each other’s
responsibilities. This also links to the previous point on
improving Al literacy across the board. Ultimately
effective collaboration is the only way to incorporate
different expertise’s in this decision-making process.

(Administrative) focus on Al regulation
does not ensure responsible deployment

Much of the administrative focus is on complying with Al
regulation, which can create blind spots in the responsible
deployment of AL Naturally, compliance is highly
important and it provides valuable guardrails. However,
complying with the Al Act is no guarantee of ensuring
responsible deployment.

The AI Act has a product perspective, providing high-level
product safety requirements in line with a risk-based
approach. There are many requirements for technical
development and documentation related to
performance, robustness and bias, risk management, and
human control of the system. Due to the higher level of
these requirements, the challenge remains how to
implement this in practice and how to enable people to
carry out this development and evaluation responsibly. In
this respect, many organisations look hopefully to the
arrival of harmonized norms and standards from the EU
and standardisation organisations that can help them in
this respect. At the same time, these standards will not be
able to fully address trade-offs for specific use cases.
These trade-offs will still call on the ability of staff
involved in development to make responsible and
informed decisions.




Whitepaper Facilitating Responsible AI with deliberate decision making

Besides complying with the Al Act, there is a need to look For example, in many organisations, an Al vision has not
beyond it. Organisations with a public mission, in yet been established, making it unclear what the
particular, need to be critical and careful in their organisation does or does not want to do with AL
processes and the deployment of AL If an Al system does Insufficient preparation also manifests itself in the lack of
not qualify as high-risk, it does not mean that it can have resources and appropriate knowledge and skills among
high impact or all the requirements of the AL Act are no employees to develop and use Al responsibly. Finally, we
longer desirable. It is therefore important to be able to noted that in many cases there are no clear agreements
make responsible decisions about all types of Al on employee responsibilities. This has the consequence
applications, regardless of the type of risk classification that employees are not empowered to make the
prescribed by the AI Act. responsible decisions when it comes to Al

Insufficient preparation of the
organisation to adopt Al

There are many organisations in the public sector
experimenting with Al development, but only a small
proportion of Al applications lead to successful
implementation. We found many efforts on developing Al
applications, but not enough on preparing the
organisation to adopt AL

e ) )
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Recommendations for responsible decisions about Al

In this section, we provide eight recommendations
to help organisations make responsible decisions
about AL First, we recommend setting an explicit
objective and seeing Al not as a goal but as a
resource. In development, a clear process that
includes explicit decision points makes a significant
contribution. To facilitate these explicit decision
points, discuss and assess the BVRR-balance at each
of these point. Then, the importance of
interdisciplinary teams must be considered as they
bring together different perspectives that contribute
to more informed decisions. A safe experimentation
environment provides the space to do evaluations,
collect substantiating information, and learn lessons
on deployment. On organizational level is essential
to establish an Al vision and ownership within the
organisation, making intended objectives, relevant
public values, roles and responsibilities clear.
Besides organisations need to invest in the
knowledge and skills of its employees. Finally,
starting with low-risk applications helps
organisations build the right expertise and
experience. In the paragraphs below, we explain the
recommendations in more detail.

Formulate an explicit objective and
consider Al only as a tool

It is essential to have a strong focus on the purpose of the
AT application. Deploying Al is not a goal alone, itis a
resource. This objective of the Al should therefore be
explicitly defined: For what organisational or societal
problem does the Al application offer a (partial) solution?
Al applications are often developed from a technical
analysis of the possibilities of Al This can lead to a
situation where it is not sufficiently clear what the
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purpose of the Al system is and how it will fit into the
work process or people having a different understanding
of the purpose. This affects the development as the
purpose has implications for the technical optimisation of
the system, the design of the interface with humans, and
the choice of evaluation methods. Moreover, a clear
purpose is necessary when preparing the BVRR balance,
for impact assessments and the final decision on whether
to deploy the Al application. A lack of a clear purpose
description can lead to different opinions on the purpose
of the system, design choices that do not align with each
other and inadequate evaluation. This highlights the
importance of establishing a clear collaborative
description of the intended purpose. For an Al application
that has multiple goals, make explicit what the goals are
and make the various trade-offs for each goal explicit.
Clear goals and trade-offs assist the different
stakeholders to make suitable decisions regarding the
development, evaluation and implementation of the Al
application.

Ensure a structured development process
including key decision moments

Although many structured development processes27
exist, they do not always pay attention to the explicit
decision moments. Install a ‘go/no-go’ between the
different phases of the development process. For each
decision moment, it should be clear what will be decided
at this point, who will make this decision, what
information is needed to make this decision and where
the decision will be recorded. In this decision moment,
there needs to be room for insights and deliberate
considerations from different disciplines but also the joint
responsibility to (re)define the BVRR balance. In addition,
utilize these moments to align with key stakeholders
within the organization (strategic, tactical levels) or
outside the organization (for instance citizens or interest
groups).

10
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Installing these deliberate decision moments helps in the
development process to prioritise what needs to be
researched in the following phase and project/allocate
required resources in an informed manner. In addition, it
prevents important decisions from not being explicitly
evaluated, decisions being made by people without
mandate or decisions not being properly documented.

Discuss and assess the BVRR-balance at
key decision moments

To support key decision moments, it is essential to make
the BVRR balance concrete for the intended application.
In every phase of the development process this balance
needs to be discussed with and reviewed by different
disciplines. The level of detail will vary, however, per
phase. In the initial phase, which asks for a decision
whether to investigate Al as a possible solution for the
problem at hand, the input for the BVRR balance will be
more hypothetical and high-over. An interdisciplinary
discussion and concretization will give insightin the
potential benefits and risks and therefore the required
resources that need to be invested. In each of the
following phases, based on questions and assumptions
from the earlier BVRR balance, information will be
collected, hypotheses will be tested and risks will be
addressed where possible. Hence the decision to continue
or not will be better grounded and justified than before,
overall supporting Al accountability. In the final stage
before deployment the necessary insights and
information for a legitimate and justified decision should
be available.

Invest in an interdisciplinary approach

Interdisciplinary teams are of great value in the
development and decision-making process of AL In the
development and deployment of AL, many considerations
and decisions must be made. These may be technical
considerations, but also, decisions about implementation
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in the policy process or the risks involved in deploying AL

If the decision-making process does not involve the
necessary disciplines, it can lead to critical points only
being identified at a later stage or that ethical
considerations in development fall to the technical team.
Maoreover, various aspects of the organisation need to be
prepared for Al adoption, which requires different
disciplines to be involved.

In interdisciplinary teams, an issue is analysed from the
combined technical, ethical, organisational and legal
expertise, where there is a common language and
mutual understanding. Learning from each other's
expertise and views creates a better understanding of Al
in the organisation. Integrating different perspectives in
an interdisciplinary team improves the decisions made in
the development and evaluation process. This contributes
to the smooth and responsible development of new Al
applications. Invest in bringing them together and
developing mutual understanding.

Provide a safe experimentation
environment

To make responsible decisions about the deployment of
Alin practice, it is important to facilitate a safe
experimentation environment. Such an environment
allows you to approximate reality as closely as possible
during the test phase, without putting citizens and
professionals at risk. An experimentation environment
allows you to develop and evaluate an Al application and
evaluate its impact on the organisation, user and citizens.
An experimentation environment and culture in which
learning, evaluation and reflection are central is crucial to
build the right level of knowledge and experience in the
organisation. By a safe experimentation environment, we
also mean a place where people can ask critical questions
about the Al application.

11
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Essential requirements are a mindset allowing for
innovations to “fail”, working with different
implementation forms (Al or alternative solution) and
continuously making hypotheses and design decisions
explicit. Finally, the safe experimentation environment
should enable the collection of the necessary information
for the final consideration in the BVRR balance and the
decision whether or not to deploy the Al solution. The
BVRR balance is the trade-off to be repeatedly made
between 1) added value and purpose, 2) public values, 3)
resources and 4) risks.

The following considerations help set up a safe
experiment environment. Determine which aspects of the
intended implementation are essential to replicate during
the experiment. Consider setting up a representative
sample or adding additional noise or relevant scenarios to
the experiment. Determine where it can be deployed in
the normal way of working, whether the way of working
requires redesign or if it should be disconnected from the
reallife way of working to protect citizens/professionals.
Determine what data needs to be collected in the
experiment environment and what experiments are
needed to create this information. Create an open and
critical working environment with moments of reflection.

Develop an Al vision and clarify ownership
of Al applications

Establish an Al vision and associated governance that
makes clear what the organisation wants to achieve with
Al applications, what it can and cannot be used for, who
has what responsibilities and what skills are needed
within the organisation to use Al responsibly. In the Al
vision, the roles of those who have ownership for the
development and implementation of Al applications
should be mentioned explicitly. The vision should address
these aspects at strategic, tactical and operational levels.
This way, the appointed people in the organisation are
empowered to make responsible decisions and it is clear
how accountability of decisions is facilitated. In addition,
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an Al vision enables the organisation to prepare for the
development and deployment of AL allowing
experiments to successfully land in the organisation.
Creating a sense of ownership in the organisation ensures
that development and implementation are in line with
the Al vision and the reality on the work floor. In addition
it ensures there is clarity on responsibilities and
mandates. Making a RACI-overview for your organization
makes ownership and responsibilities clear and helps to
initiate the needed interactions between stakeholders.

Invest in Al knowledge and skills of
employees

Ensure employees have a broad understanding of Al and
the right skills to work with AL This is essential to enable
employees to make responsible decisions about AL Note
that different roles require different skillsets and try to
make a distinction between awareness and capability.
Users need a basic understanding of Al to interact
responsibly with the Al application (awareness).
Employees involved in development need broader and
more tactical knowledge and skills to make the decisions
in development, to assess the BVRR balance and to be
able to effectively interact with other disciplines. This
means that the organization requires sufficient technical
knowledge, ethical, legal and organisational expertise. In
addition, the skills of employees need to be developed to
make complex trade-offs, so they can handle cases
where they may be conflicting public values or complex
considerations in the BVRR balance. Ensure that staff
involved in development has the basic understanding of
other areas of expertise in addition to their own to
promote interdisciplinary working. Ensure that all staff,
including legal and policy staff, have a realistic
understanding of what Al is and can do. Take note that
those using an Al application, are obligated to have a
minimum level of Al literacy according to the AL Act

12
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Start and learn with low-risk applications

Start small to gain experience, to learn and to build trust.
Here, we mean applications with low risk for citizens and
users and with limited changes in organisational and
technical processes. Making responsible decisions requires
suitable knowledge, experience and expertise. By building
this experience within your organisation from a low-risk
development, you quickly learn which people should be
involved, when which decisions should be made and
what kind of information is needed for these decisions.
Lower-risk applications offer the benefit of simpler
decisions. One is therefore not directly faced with highly
complex ethical and organisational considerations. In
addition, the risks are more limited if mistakes do appear.
At the same time low-risk applications can still have a
highly positive impact on the organization, which does
make it worthwhile to invest. We strongly recommend to
document and share lessons learned and adopt them in
following projects. This supports the learning process and
enables successful innovations to come to fruition and
scale up. Successful innovations boost enthusiasm and
trust within and outside the organization.

innovation
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Conclusion

The use of Alis becoming more common and offers an
ever-increasing level of opportunity. In the public sector,
steps are being taken to transform this technology into
applications to harness this potential. However, we see
that in many cases organisations face challenges in
facilitating the responsible deployment and development
of AL

We advocate a more explicit focus on the balance
between 1) benefits and purpose, 2) public values, 3)
available resources, and 4) residual risks. In doing so you
can ensure that the added value and alignment with
public values outweighs the resource commitment and
residual risks. In addition, employees should be better
facilitated in making responsible decisions. To that end,
interdisciplinarity and mutual understanding are
essential. The responsible development and deployment
of AT hinges on the decisions made by the people
involved.

We therefore urge organisations to implement eight
recommendations that contribute to making responsible
decisions about AL This requires decisive action from
strategic, tactical and operational levels, an open mind

from everyone and good cooperation between disciplines.
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1. Formulate an explicit objective and consider Al
only as a tool

2. Ensure a structured development process
including explicit decision moments

3. Discuss and assess the BVRR-balance at key
decision-moments

4. Investin an interdisciplinary approach
5. Provide a safe experimentation environment

6. Develop an Al vision and clarify ownership of Al
applications

7. Investin Al knowledge and skills of employees
8. Start and learn with low-risk applications

When organisations address these points, they empower
their employees to make responsible decisions in the
development and deployment of AL This encourages
valuable Al innovations in light of both risks and
opportunities and supports in successful adoption in
practice.

14
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The Al Oversight Lab

The AI Oversight Lab supports public organisations
in making responsible and legitimate decisions
about the development and use of algorithms and
Al in their work processes. In the Al Oversight Lab,
we have been working in an interdisciplinary team
with municipalities, government organisations and
public organisations for four years. We focus on
creating actionable insights from these
collaborations and closing knowledge gaps in
science and policy. Sharing experiences and lessons
within the learning community plays an essential
role here.

In the four years since establishing the AI Oversight Lab,
we have focused our work on public sector organisations.
This has led to broad practical knowledge and scientific
contributions of the responsible adoption and use of Alin
the public sector. Examples of the challenges central to
the collaborations are:

« Technical evaluations of accuracy, robustness and
bias/non-discrimination;

« Exploration of preconditions and requirements for
organisational embedding of Al within an
organisation;

» Research on how public values can be included and
evaluated in the development process;

« Developing a holistic evaluation methodology for
LLMs, including technical, ethical, legal and
organisational aspects;

+ Shaping the involvement of users in the development
process.

 Shaping the proportional governance of (gen)Al use in
the public sector

The lessons and recommendations in this whitepaper are
based on our collaborations and scientific developments.

Getting started with responsible AI?

Do you want to successfully deal with challenges you
encounter in practice? Increase interdisciplinarity
collaboration in your organisation? Or prepare your
organisation to implement AI? To sum up, do you want to
take the next step in the responsible development of Al
with your organisation?

Get in touch to discuss how together we can facilitate
your organisation to make more conscious decisions.
With our interdisciplinary team we can support on
technical, ethical, organisational and interdisciplinary
issues. In our work we are committed to enhancing
professionalism and knowledge within your organisation.

The AL Oversight Lab is an initiative of TNO, a Dutch
independent not-for-profit research institute.
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