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(HAT) is faced with making decisions with moral and legal 
implications. Examples of morally sensitive tasks can be 
found in healthcare [2, 3], autonomous driving [4], AI-based 
defense systems [5], and in many other societal domains [6]. 
Although some propose that moral decision making by arti-
ficially intelligent machines should in principle be possible 
[7], others argue that incorporating moral values in deci-
sion making requires virtue or moral character [e.g., 8, 9], 
a capacity that is expected to remain beyond reach for AI in 
the foreseeable future. According to this latter view, moral 
decision making is regarded as a uniquely human compe-
tence. When intelligent technology is used in morally salient 
tasks, it is essential to maintain Meaningful Human Control 
(MHC) [10]. This means that the technology is demonstra-
bly and verifiably responsive to the human’s moral reasons 
relevant to the circumstances [11]. Human’s trust in the ethi-
cal capabilities of the AI is crucial for accepting the AI as 
partner [12, 13]. The level of a human’s trust in AI should 
be calibrated; that is: in line with the capabilities of the AI 
[14, 15]. Inappropriate trust in autonomous AI systems has 

1  Introduction

The progress of Artificial Intelligence (AI) allows the 
deployment of intelligent agents in increasingly complex 
tasks [1]. As AI becomes more competent and ubiquitous, it 
is crucial that humans maintain control over it. This is con-
sidered especially important when a Human-Agent Team 
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AI will increasingly be used to collaborate with humans on ethical tasks. This study contributes to the need for practical 
methods to assess whether a human–AI system is under Meaningful Human Control (MHC). We propose three mea-
surable components of MHC: subjective-, normative-, and moral control. To empirically evaluate the qualities of the 
MHC measuring approach, we developed an experiment in which a human–AI team performs triage during a pandemic 
outbreak. Participants performed the role of physician. Moral pressure was induced by a rapid influx of patients and 
limited resources. Three designs of human–AI collaboration were tested as a repeated within-subjects factor: (A) agent 
provides information and decision advice; (B) human assigns some patients to agent for triage; (C) human instructs agent 
to autonomously conduct triage on all patients. The measures were sufficiently sensitive to detect effects of the three 
human–AI team design on MHC: When advised by an agent (A), or when issuing tasks to an agent (B), participants felt 
more engaged, were able to exercise more control, and were more compliant with ethical guidelines. When the agent per-
formed triage autonomously (C), participants reported a lower moral load, and judged the collaboration as less believable. 
Subjective, normative, and moral control can serve as a practical approach for assessing MHC.
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often led to violations of safe, morally just and responsible 
behavior [e.g., 16, 17].

Thus, to maintain MHC, roles and responsibilities should 
be appropriately assigned within the human–AI team. This 
control does not necessarily mean that the AI must always be 
continuously monitored or that a human should invariably 
approve all its decisions before the AI performs an action. 
More efficient and indirect forms of exercising control are 
possible, provided that the human is capable of averting vio-
lations of moral standards, and accepts full responsibility 
and legal accountability of the human–AI team decisions 
[10].

Many endorse the notion of MHC in human–AI systems 
and some argue that it should be legally enforced [e.g., 
5]. International AI regulations have been developed that 
emphasize the need to maintain human oversight and keep 
the human in control over the team’s behavior and actions 
(e.g., NATO,1 EU AI-act2).

Various definitions and theoretical properties of MHC 
have been discussed [e.g., 5, 11, 18]. However, these dis-
cussions have so far not resulted in a commonly shared 
definition, nor in concrete and testable requirements for 
researchers, designers, and engineers. As a result, it remains 
unclear how to assess whether an AI system is under MHC. 
In response to the need for tangible instruments to assess 
MHC, several authors [e.g., 19, 20, 8] have proposed action-
able properties that can be used to test whether an AI system 
is under MHC. We aim to advance these efforts by propos-
ing a practical method for assessment of MHC and test it in 
a semi-realistic context. In this paper we propose three com-
ponents of MHC: subjective control, normative control, and 
moral control (see Sect. 2.1). Furthermore, we introduce a 
set of measures for these components, which we apply in 
a human–AI team collaboration testbed [21] to empirically 
evaluate the measuring approach. Thus, the main objec-
tive of this study is to empirically evaluate the value of the 
proposed method for assessing MHC in a human–AI col-
laboration task.3 With this work we aim to contribute to an 
operational approach for founded and better assessment of 
MHC. Furthermore, we believe that experiences emerging 
from empirical evaluation of MHC will also enhance our 
understanding of MHC.

In a testbed that simulates the domain of pandemic tri-
age, we implemented three different designs of human–AI 

1  NATO principles of responsible AI (2021). ​h​t​t​​p​s​:​/​​/​w​w​​w​.​n​​a​t​o​​.​i​n​​t​/​c​p​​s​
/​​e​n​/​n​a​t​o​h​q​/​o​f​f​i​c​i​a​l​_​t​e​x​t​s​_​1​8​7​6​1​7​.​h​t​m​​​​​.​​
2 ​​ E​U AI Act: first regulation on artificial intelligence (2023), ​h​t​t​​p​s​:​/​​/​w​
w​​w​.​e​​u​r​o​​p​a​r​​l​.​e​u​​r​o​​p​a​.​​e​u​/​n​​e​w​s​​/​e​n​​/​h​e​​a​d​l​​i​n​e​s​​/​s​​o​c​i​e​t​y​/​2​0​2​3​0​6​0​1​S​T​O​9​3​8​0​
4​/​e​u​-​a​i​-​a​c​t​-​f​i​r​s​t​-​r​e​g​u​l​a​t​i​o​n​-​o​n​-​a​r​t​i​f​i​c​i​a​l​-​i​n​t​e​l​l​i​g​e​n​c​e​​​​​.​​
3 ​​ I​n this paper we use the term AI also for intelligent agents that can 
reason and decide (semi-)autonomously. Hence, the terms human-
agent team, human–machine team, and human–AI team are regarded 
as synonyms.

collaboration. The human–AI team has to decide which 
patients are given access to scarce hospital beds. The triage 
decisions have moral implications, thus posing challenges 
for the human to achieve MHC over the performance of the 
team. The three human–AI team designs differed in terms of 
task allocation and decision authority assigned to the human 
and AI. It is expected that the different designs will bring 
about dissimilar outcomes on the distinguished components 
of MHC, enabling us to assess whether our proposed mea-
sures of MHC are feasible, sensitive, and complementary. 
To enable measurement of MHC in a practical context, mea-
sures should be relatively easy to collect, and they should 
be sensitive enough to reveal potential differences between 
designs of human–AI teams that can be expected to yield 
different effects on MHC. Furthermore, the set of measures 
should be complementary, in the sense that they address dif-
ferent aspects or manifestations of MHC.

In addition to evaluating our measuring approach, we also 
have the objective to explore the impact of the distinguished 
human–AI team designs on MHC, as the selected designs 
reflect often proposed options for assigning responsibilities 
and permissions to team members [e.g., 22]. We believe that 
the challenges introduced in our testbed resemble those that 
would arise when AI-support would be introduced in real 
medical triage. Under this assumption outcomes are indica-
tive for what to expect. However, as the study presents a 
simplification of the pandemic-triage task, results cannot be 
used to draw final conclusions on how to incorporate intel-
ligent technology into real-world medical applications.

Thus, the primary goal of the study is to develop and 
evaluate measures for founded and better assessment of 
MHC. The secondary goal is to explore the effects of differ-
ent human–AI team designs on MHC.

2  Meaningful human control and its 
measurement

Various scholars emphasize the importance of having MHC 
over intelligent autonomous technology. The discussion on 
what exactly constitutes and defines MHC [e.g., 19] has 
resulted in a number of requirements [5, 20, 23]:

	● Human operators are making informed, conscious deci-
sions about the deployment of technology.

	● Human operators have sufficient information to evalu-
ate and verify actions taken by the system, taking the 
context into account.

	● The technology is extensively tested before deployment, 
and human operators are properly trained for the tasks.
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	● Explicit links exist between the actions of the tech-
nology and of humans who are aware of their moral 
responsibility.

MHC should not be viewed as a fixed property of a human–
AI system, but as a property that emerges from the inter-
actions between multiple humans and technology over 
a longer period of time [8]. In reality, systems function 
in dynamically changing contexts, with a wide variety of 
stakeholders [6, 23]. MHC is more than enabling the human 
to intervene at the moment when the technology is actu-
ally deployed [11]. MHC should instead emerge from all 
levels of a system’s life, including from decisions taken by: 
the initiating organization, designers, developers, operators, 
subjects, and the society at large [6, 11, 20]. If, for example, 
during system deployment task conditions occur that make 
direct supervisory control by the human infeasible (e.g., 
due to rapidly evolving events that require instantaneous 
decision making; or when there is no network connection 
between technology and human), then some level of MHC 
may still be achieved by defining in advance under what 
conditions the autonomous technology is allowed to act, 
and in which way [8]. In that manner, human control can be 
executed before the morally sensitive situation occurs.

Some scholars point out that the terms being used to 
define MHC lack precision [24, 25]. It is argued that this 
imprecision of concepts, in combination with the com-
plexity of the application domains, will lead to unceasing 
debates as to what constitutes ’informed decisions’; ’suffi-
cient information’; ’proper training’, and so on. The point 
here is that a thorough appreciation of the task, the team, 
and the task domain in question is needed to assess whether 
a human has meaningful control over a system. This means 
that studying MHC cannot take place at the conceptual level 
only; empirical and pragmatic research in situational con-
texts is also needed to bring the field forward.

In the next section we propose three components of MHC 
and discuss how these components could be measured when 
testing for MHC in concrete human–AI systems.

2.1  Three components of MHC

The concept of ’control’ is a crucial construct in psychology 
[e.g., 26]; control enables people to act purposefully, and to 
achieve goals. In the context of humans collaborating with 
AI-driven technology, human control implies having power 
over intelligent partners that have the capacity to act intel-
ligently in the task space and are thus dynamically influenc-
ing the course of action. Control by the human can be seen 
as a process of achieving goal-directed results in the face 
of disturbances (changing circumstances) that would other-
wise prevent achievement of these goals [27, 28]. As stated 

earlier, our point is that establishing human control within 
human–AI teams is not something that can be arranged at 
the level of the human operator only; it also needs appropri-
ate measures at all levels of the team’s organizational con-
text [8, 11]. However, in this paper we focus on MHC in the 
operational context of the team. That is, the human partici-
pating as a leader of the human–AI team.

According to Perceptual Control Theory [28], when a 
person acts or reacts in the task environment, they do so 
to achieve goals that are in accordance with their subjec-
tive intents. Humans that lead a team with machine partners 
have multiple intents. A fundamental intent is to control the 
team’s behavior to make sure that decisions and actions by 
the team do not violate the values that the human aims to 
secure. This concerns experienced, or subjective control. 
A related intent is to control the behavior of the team in 
such a fashion that it meets the requirements imposed by an 
external authority. This refers to the control that is needed 
to make the team comply with norms issued by an external 
authority, often conveyed in the forms of guidelines. Again 
another intent is the natural desire of humans to act morally 
[29]. This requires a human to have control over the team 
to make it act in alignment with the human’s personal moral 
values. This refers to having moral control.

Subjective-, normative-, and moral control should not 
be regarded as independent goals of a human. Instead, they 
interactively and simultaneously influence the human’s 
thinking and decision making in a complicated manner. 
The above proposed components may not cover all aspects 
of meaningful human control. However, we deem these as 
important and necessary, and being able to measure these 
components will support assessing MHC in concrete situ-
ations. In this paper we investigate the three distinguished 
intents as components of MHC and propose associated mea-
sures for these components (see Fig. 1).

In the sections below we discuss the components of 
MHC and propose how they may be assessed when humans 
and agents collaboratively carry out tasks. The oval in the 
upper-left of Fig. 1 represents the human-agent team. The 
nature of the human-agent teamwork is dependent on the 
team design, that dictates how tasks are assigned within the 
team and how humans and agents collaborate (see Sect. 3).

2.1.1  Subjective control

The degree of control that people experience over a task or 
team is affected by many factors. For example, if a deci-
sion needs to be made quickly, then the human may have 
little or no time to evaluate a proposed action by the agent. 
This likely hampers the human’s opportunity to assess the 
origins of the agent’s action or advice which will likely 
affect the human’s trust in its partner [30]. Likewise, if the 
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commander respecting the rules of engagement). In prac-
tice, the human is assigned with the responsibility to ensure 
that the team adheres to the guidelines [33]. Why allocate 
that responsibility to humans, and not to agents? This has 
to do with the inherent imprecision of terms in guidelines 
[24], and the need to hold humans accountable [34]. For 
example, in the complexity of a real military situation, when 
can be concluded that an opponent’s act qualifies as hostile? 
And when exactly is a medical treatment proportional to 
the risks? Humans are believed, unlike AI, to be capable of 
judging the context, and to determine whether a considered 
action meets, or does not meet, the guidelines. Furthermore, 
humans have legal personhood, but robots do not. So by 
assigning responsibility to humans, a human can be held 
accountable for the team’s actions.

Whether a human has normative control can be assessed 
by collecting data that reveal whether the decisions and 
actions taken by the team are in alignment with guidelines, as 
assessed by a representative of the issuing authority, e.g., by 
a supervisor, or domain expert(s). If they do align, then this 
provides evidence for normative control (see orange lines in 
Fig. 1). However, this evidence is not perfect. The system 
might coincidentally adhere to the norms without deliberate 
human control. Therefore, adherence to externally provided 
norms should be regarded as a weak measure, correlating 
with, but not perfectly indicating normative control.

2.1.3  Moral control

In their seminal paper, Santoni de Sio and Van den Hoven 
[10, p. 7], argued that for a decision maker to have MHC, 
“the system should demonstrably and verifiably be respon-
sive to the human moral reasons relevant to the circum-
stances [..]”. The capacity of a human to enforce a system 
to do so, refers to having moral control (see the blue lines 
in Fig.  1). Moral control complements normative control. 
Although the objective of normative guidelines is to provide 
unambiguous directions for decision making, this is seldom 

agents behave in a manner that is completely different from 
what the human thinks was instructed to them, the human 
may also feel out of control. In contrast, when the human 
has the time and skills to monitor the agent’s behavior, and 
when it understands and endorses the suggestions that the 
agent gives, then this enhances the feeling of control by the 
human.

There is a difference between subjectively experienced 
control and actual control. There is evidence that individual 
differences exist in the way people attribute opportunities to 
exercise control over machines (i.e., their locus of control), 
which influences their trust, and also their self-assessed 
control over machines in actual cases [31]. Questions based 
upon simulated recall (prompted by e.g., questions, pho-
tos, video) can be used to obtain insight into how a per-
son experienced an interaction process [32]. By using this 
method, subjective control can be assessed by afterwards 
presenting critical task events to the human team leader and 
to subsequently ask what was going on in the human-agent 
team (e.g., was there sufficient time for monitoring before 
decisions were made?), and to evaluate how well they could 
make sense of the processes within the team (e.g., was the 
relevant information available?; does the human leader con-
sider him or herself to be sufficiently skilled and trained to 
make sense of the processes?). And also: is the human con-
tent with the decisions made by the team, given the circum-
stances and information available at the time? Measuring 
data about these questions can provide evidence for subjec-
tive control (see grey lines in Fig. 1).

2.1.2  Normative control

Human-agent teams always operate in the context of a 
wider normative system [6] and are therefore required, or 
even obliged, to act in accordance with the values of that 
system, often formally represented in the form of normative 
guidelines by an external authority (e.g., a medical doctor 
ensuring compliance with medical guidelines; a military 

Fig. 1  Components of meaning-
ful human control and associated 
measures
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autonomy to an agent, demanding human supervision and 
approval for all decision-making performed by an agent. 
Such a TDP supports MHC by allocating all decision mak-
ing to the human. A downside is that, -when available time 
is limited-, the human is at risk to be overloaded with work, 
which could, in the end, result in losing MHC.

Another design solution is a TDP in which the human 
provides extensive instructions to the agent beforehand 
on how to decide and act in morally sensitive situations. 
Subsequently, the agent acts without human guidance, and 
attempts to follow the given moral instructions. This TDP 
may prevent excessive workload for the human. However, 
the domain may be so complex that it is impossible to cap-
ture the nature of human decision making into numerical 
values that robots need to understand [42]. A potential risk 
of this design of teamwork is therefore that the agent, when 
confronted with situations for which the instructions do not 
yield an unequivocal decision, needs to improvise, leading 
to decisions that misalign with the human’s moral values 
(hence losing MHC).

Yet another design solution would be to let the human 
and agent divide the work: easy and straightforward tasks 
are performed by the agent, and all difficult (potentially 
morally sensitive) tasks are performed by the human. This 
TDP may offer a best of both worlds’ solution, but discrimi-
nating in advance between easy and difficult tasks may be 
more difficult than it seems.

In conclusion, multiple solutions to organizing team 
behavior exist, and they all have their potential strengths 
and vulnerabilities from the perspective of achieving and 
maintaining MHC. The question which team design solu-
tion benefits MHC the most has no universal answer: the 
best solution depends on the task context, constraints, work-
load, and the values at play. Therefore, the influence of team 
design on MHC should be assessed and empirically studied 
within a particular use case, which is the topic of the next 
section.

4  A case study: MHC in AI-assisted 
pandemic triage

The conceptualization and measurement of MHC in a 
human-agent team (see Sect.  2.1) is tested in an experi-
mental use case of medical triage during a viral pandemic 
crisis. A computer simulation of a medical emergency unit 
was developed, and participants were required to conduct 
triage on the incoming patients. They first performed triage 
alone, then several times in various collaboration condi-
tions with an AI-based team partner. We do not claim that 
our simulation is a valid representation of pandemic triage, 
would such conditions occur in real life. However, triage 

achieved. In the real world there inevitably arise situations 
that cannot properly be solved by the guidelines, clearing 
the way for different interpretations that may vary according 
to situational and personal factors [35]. It is believed that 
humans are better than machines at determining whether or 
not guidelines apply in the actual context at hand. However, 
this sometimes proves also for humans to be very difficult. 
For example, suppose that guidelines for medical triage 
state that younger patients are more eligible to medical care 
than older patients, and that fitter patients are more eligible 
than unfit patients. How then to decide between a fit older 
patient, and an unfit younger patient? Obviously, the dif-
ficulties increase when more factors need to be taken into 
account. In such complex situations guidelines fail to pro-
vide clear-cut directions, and humans have to rely on their 
own personal moral values and to decide accordingly [36]. 
If a human successfully accomplishes to make the system 
behave in alignment with the human’s personal moral val-
ues (e.g. by providing clear instructions in advance), then 
this should be considered as having moral control.

3  Design of human-agent teams and MHC

Intelligent agents may be used to improve and alleviate 
decision making efforts in complex tasks [37]. It requires 
effective collaboration, based upon common ground, pre-
dictability, and understanding [38]. Coordinated team col-
laboration can be accomplished by smartly designing the 
interactions within human-agent teams.

Various methods exist to characterize interactions 
of human-agent teamwork. The sociotechnical systems 
approach [39] acknowledges that social and technical ele-
ments of work are interrelated and cannot be decoupled. 
When intelligent technology is implemented, it affects the 
entire system by altering the interactions among work sys-
tem elements, and these effects should be considered to 
achieve an effective and robust work flow.

For the present study we adopted the method of Team 
Design Patterns (TDPs) [22, 40, 41] to develop different 
designs for human–AI teams. TDPs describe essential ele-
ments of teamwork in a formalized and generalizable way, 
for example:

	● How tasks are divided among the team members.
	● How tasks are monitored by different team members.
	● How interdependence of tasks in teamwork is handled.
	● How different phases of teamwork follow up on each 

other.

Typically, different team design patterns are possible for the 
same task. A TDP may, for example, assign no or very little 
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To investigate whether or not participants’ triage decisions 
comply with given guidelines, a reference is needed for what 
in a concrete decision situation constitutes an ethically com-
pliant decision, and what not. That is because guidelines are 
precisely what the word suggests: they provide guidance, 
no clear-cut decision recipes. For example, not assigning 
a patient with severe symptoms to the intensive care unit 
may be regarded as a violation of the guidelines as that is 
unjustly withholding essential care. Similarly, referring a 
patient with moderate symptoms to the intensive care unit 
may also be regarded as a violation of the guidelines as this 
might mean that a seriously ill patient who comes in later 
has to be denied essential care. Thus, whether or not a par-
ticular triage decision complies with the guidelines is partly 
a subjective matter and its judgment requires expertise on 
the content matter. In this study we presented the materials 
to an expert in medical triage, and asked for each case which 
triage decisions should be considered compliant with ethi-
cal guidelines, and which are not-compliant (see Appendix 
A—Medical expert’s judgments on triage decisions).

4.1  Methods

4.1.1  Participants

Twenty-one participants (11 female, 10 male) took part on a 
voluntary basis. Inclusion criteria were a good understand-
ing of written English language, a higher education level, 
and affinity with technology. Being involved in the medi-
cal field (as student or in profession) was used as exclu-
sion criterion. These criteria were to obtain a homogeneous 
sample of subjects. The study was approved by the ethics 
committee of the authors’ affiliation.4 Written informed con-
sent was obtained from all participants. Participants were 
reimbursed with 15 euros per hour. The age characteristics 
of the obtained sample of participants were: range: 19–47; 
mean: 27.1; sd: 8.7. Subjects rated their technical skill level 
on average as 4.2 on a 5 point Likert-scale (sd = 0.89).

4.1.2  Design

A within-subjects design was used, with Type of Human-
Agent Team as the within-subjects factor with four levels: 
baseline, TDP-1, TDP-2, and TDP-3. All participants con-
ducted the medical triage task four times under different 
conditions:

	● Baseline: Human makes Decisions—no agent support.
	● TDP-1: Data-Driven Decision Support—agent provides 

support and advice - human makes decisions.

4  issued on September 27th, 2020, with registration number 2020-082.

under crisis conditions was selected as use case because: 
it involves moral implications of decision making; humans 
may benefit from assistance by AI-based teammates; and it 
allows various solutions for designing human-agent collab-
oration. For example, agents could help by giving decision 
advice, or by taking over some or all of the decisions from 
the human. Reviews have shown that the medical domain 
is a fruitful application area of AI [e.g., 43] and medical 
experts consider triage to be a plausible and suitable task 
for studying MHC in human–AI collaboration [21]. Fur-
thermore, achieving human control over technology is espe-
cially important in this domain, as it has been suggested that 
insufficient human oversight can potentially result in people 
being unable to prevent biases from affecting medical deci-
sions [44].

The experiment was conducted in February 2021, in the 
midst of the second wave of the COVID-19 pandemic. At 
that time, it was feared that the available medical resources 
would soon no longer be sufficient to provide new patients 
with care as normal, in the news denoted as ‘code black’. 
In anticipation of this, the government installed a protocol 
for conducting triage based on non-medical considerations 
[45]. This initiated a widely held public discussion on the 
ethical justifications and implications of the protocol. It 
is assumed that the heated public debate at the time sup-
ported the immersion and ethical involvement of partici-
pants that we were looking for in this study. As we now 
know, the intensity of the COVID-19 crisis decreased a few 
months after the experiment, so ’code black’ never had to be 
implemented.

The purpose of the use case is to present human partic-
ipants with a complex and immersive task in which they 
have to take decisions with ethical implications. Partici-
pants take decisions by themselves, but also with support 
from, and in collaboration with, intelligent agents. Thus, we 
used a task simulation that requires participants to interact 
with intelligent agent partners, fostering that participants 
feel the deliberations involved in complex decision mak-
ing, and to experience how it feels to have or lack control 
over the team’s performance. Such an interactive method is 
more appropriate for studying MHC than passive research 
methods (e.g., requesting participants to evaluate or judge a 
presented narrative about human-agent collaboration) [13].

We developed three designs for human-agent cooperation 
(see Sect. 4.1.2) and measured the effects of team design on 
MHC (see Fig. 1), and also on teamwork and on team per-
formance. The following questions were investigated:

	● RQ1: How does team design affect MHC over making 
triage decisions, as expressed by measures of subjec-
tive-, normative-, and moral control?

	● RQ2: How does team design affect team performance?
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are presented with normative medical and ethical guidelines 
for triage (see Sect. 4.1.4.5).

4.1.4  Materials

4.1.4.1  Briefing of participants  Participants were told 
that the task was inspired by the COVID-19 pandemic, but 
that all presented patients and situations were fictitious, 
and not related to any real patients or events. Participants 
were informed that they would be asked to play the role of 
a physician, but that neither medical education nor medical 
expertise was required. It was emphasized that the purpose 
of the study was not about the process and quality of medi-
cal decision making, but rather to investigate how people 
experience making difficult decisions, and whether and how 
technology could help people to conduct complex decision 
tasks.

4.1.4.2  Implementation of the task environment  A com-
puter simulation of a medical emergency unit was devel-
oped (see Fig. 2). The photos of the fictitious patients are 
artificially constructed faces of non-existing people.5

4.1.4.3  Composing series of patients  The simulator gen-
erated fictitious patients by assigning values for fitness, 

5  see ​h​t​t​​​​p​​s​:​/​/​w​w​​w​.​​​n​e​​w​​s​c​​i​e​​n​​t​​i​​s​​t​.​​c​o​​m​​​/​​a​​r​​t​​i​​c​l​​e​/​2​​​3​0​​8​​3​​1​​2​-​​f​a​​k​e​-​f​a​c​e​s​-​c​r​e​a​t​
e​d​-​b​y​-​a​i​-​l​o​o​k​-​m​o​r​e​-​t​r​u​s​t​w​o​r​t​h​y​-​t​h​a​n​-​r​e​a​l​-​p​e​o​p​l​e​/​​​​​.​​

	● TDP-2: Dynamic Task Allocation—human and agent 
divide patients for doing triage.

	● TDP-3: Supervised Autonomy—human pre-instructs 
agent - agent autonomously does triage on all patients.

Every participant first received the baseline condition, the 
three TDP-conditions were subsequently administered in 
random order to eliminate the possibility of order effects. 
Four sets of patients were created for each of the within-
subjects conditions (see Sect. 4.1.4.3).

4.1.3  Task

The task is conducting triage on a series of patients during 
a pandemic virus outbreak. Code black has been enforced 
in the scenario, implying circumstances in which medical 
care is not unlimitedly available to all patients. Participants 
perform the role of physician in attendance of a hospital’s 
emergency unit. They have to evaluate and triage each 
patient for treatment at either: (a) intensive care; (b) hospi-
tal ward; or (c) home treatment by a general physician. The 
available resources are limited: there are three intensive care 
beds, and six beds on the hospital’s ward. Capacity for home 
treatment is unlimited. The urgency of the situation is simu-
lated by a rapid influx of patients, and by presenting more 
patients with severe symptoms than can be accommodated 
with the sparse available intensive care beds. Participants 

Fig. 2  Layout of the simulation of the task environment. The left panel 
shows the cards with information about the patients currently waiting 
to be triaged in the emergency shelter (in this example: four patients). 
Patient information concerned medical condition (severity of symp-
toms; the patient’s fitness) and social factors (gender, age, marital 
status, profession). The colored dot indicates severity of symptoms: 

green=mild; orange=average; red=severe. The right panel shows the 
emergency shelter (upper section); the Intensive Care (second sec-
tion); the Ward (third section); and home treatment (lower section). In 
total, there are 3 IC beds and 6 hospital beds available. The capacity 
of home treatment is unlimited. The screen’s top bar shows summary 
information
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these guidelines for this study (see Appendix B—Ethical 
guidelines).

4.1.4.6  Instructions to participants  The participants 
received an instruction video, accompanied with handouts. 
They were told that under normal circumstances, the physi-
cian decides with only the interests of the individual patient 
in mind. But that there is now a crisis situation, requiring 
the physician to look beyond the interest of the individual 
patient, and take decisions that benefit the entire group of 
patients most. Participants were informed about the guide-
lines to be used for allocating the scarce medical resources 
in such a manner that ’good is done for as many people as 
possible’. See Appendix C—Instruction to participants for 
the full instruction.

4.1.4.7  Eliciting participants’ personal moral values  To 
investigate whether the participant has moral control over 
triage decisions by the team, we elicited the participant’s 
personal moral values. This moral value elicitation was 
conducted after the participant had completed the base-line 
condition, and before any of the TDP-sessions. This was to 
ensure that the participant had acquired some knowledge on 
the role of patient properties on triage within this experimen-
tal task. For each of the four social factors, the participant 
was asked to evaluate two statements. The first concerned 
the attributed relevance of the social factor in general when 
taking triage decisions. For example, the questions concern-
ing age were: ’with scarce beds, certain patients may be 
given priority on the basis of age’ (agree/ not agree). The 
second question concerned in what direction the social fac-
tor should affect a triage decision. For example, if a par-
ticipant chose ’agree’, they were then asked to evaluate the 
following statement: ’in general, people under 60 are more/
less eligible for a bed with scarce beds than people over 60’ 
(more/less). Appendix D—Moral value elicitation shows 
the full set of statements that were used to determine a par-
ticipant’s personal moral values.

4.1.5  Design of supporting intelligent agents

Three designs for collaborating with Intelligent Decision 
Support Technology have been worked out for this experi-
ment (see Sect. 4.1.2). See [21] for an extensive discussion 
on these designs for human-teaming.

The agents were provided with algorithms to apply 
ethical guidelines for triage decisions (see Appendix E—
Calculating triage score), as well as with a model of the 
individual participant’s personal moral values, as elicited in 

severity of symptoms and social variables in such a manner 
that a coherent and believable pattern of properties emerged 
(e.g., no 18 year aged female patient with four children). 
The social variables were: age; gender; marital status; and 
profession. Four similar series of 16 patients were con-
structed for the purpose of this experiment; one series per 
Type of Human-Agent Team (see Sect. 4.1.2).

In order to make potential ethical dilemmas in pandemic 
triage more immersive and palpable, a short narrative was 
composed, giving the patient an identity and background. 
See Fig. 3 for an example of a patient narrative.

4.1.4.4  Patient health model  To simulate the health con-
dition of a patient over time, a patient-health model was 
developed. This model used as input: the severity of symp-
toms, the properties of the patient (e.g., age, fitness), and 
the assigned medical treatment (i.e., intensive care; ward; 
or home treatment). The impact these parameters on the 
patient’s health were simulated in a plausible manner, but 
we do not claim medical validity in any way. The purpose 
of the model was to generate plausible feedback to the par-
ticipant, and to generate standardized and uniform outcome 
measures.

4.1.4.5  Ethical Guidelines  The guidelines used in this 
experiment are a simplified version of the official guide-
lines that have been prepared for use in hospitals in the 
Netherlands [45]. The objective of the official guidelines 
is to achieve triage decisions in accordance with ethi-
cal safeguards as established by the federation of medical 
specialists. They specify how in crisis conditions the scare 
medical resources should be assigned to patients, taking 
both medical and non-medical parameters into account. An 
example of a non-medical consideration is that a patient 
with a healthcare-profession who is contaminated on duty, 
is more eligible for medical care than a similar patient with 
a different profession, or with the same profession but not 
contaminated on duty. We prepared a simplified version of 

Fig. 3  Example of patient card (translated from Dutch)
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to the experimenter. Then participants first received a prac-
tice session to make them familiar with the interface and 
task instructions. This involved, for example, how to select 
a patient for examination, to be familiar with overview 
information shown in the upper line of the screen, how to 
read a patient’s information card, how to refer a patient to 
IC, ward, or home treatment, and so on. Conducting triage 
was not part of the familiarization.

All participants first conducted the baseline condition. 
After completion, a questionnaire was administered (see 
Appendix F). Then the procedure for eliciting the partici-
pant’s personal moral values for medical triage was started. 
The obtained responses were used to instantly and automati-
cally define an algorithm that reflected the individual partic-
ipant’s values, and the algorithm was implemented into the 
support agent for the design conditions TDP-2 and TDP-3. 
Thus, every participant had its personal intelligent agent in 
these conditions.

The design conditions TDP-1, TDP-2, and TDP-3 were 
presented in random order for each participant. Before 
the participant commenced a TDP-session, a short tutorial 
video was shown, explaining how the collaboration with the 
intelligent agent was organized. After each TDP-session, 
the same questionnaire as following the baseline-condition 
was administered. After completing all tasks, participants 
were extensively debriefed about the experiment.

the beginning of the experiment. Details are explained in 
Sect. 4.1.4.7.

Figure 4 illustrates how agent support in TDP-1 worked 
out in the experiment. It was emphasized to the participants 
that the agent’s information and advice was based upon 
preliminary data on other patients, while the pandemic was 
still in its early phase. Thus, although they should consider 
data and figures as valuable information, participants were 
warned not to regard it as the undisputable truth, as the 
given advice may contain errors and inconsistencies.

4.1.6  Procedure

Figure 5 shows a flowchart of the experiment. The experi-
ment was conducted in a quiet room, three participants 
per session. Participants sat in front of a laptop on which 
instruction videos and the task was presented. After brief-
ing and the signing of the informed consent, questionnaires 
were administered for collecting demographic data. Then 
the experimenter introduced the experiment to the partici-
pants; explained the triage task to be conducted and how 
the guidelines should be applied. Participants also received 
a printed version of the guidelines (see Sect. 4.1.4.6), which 
they were allowed to use at any time during the experiment.

Then participants were presented a tutorial video on how 
to conduct the triage task (approx. 7 min). After watching 
the video, participants had the opportunity to ask questions 

Fig. 5  Flowchart of the procedure 
of the experiment
 

Fig. 4  Illustration of intelligent 
agent support under conditions of 
TDP-1. The upper right section 
shows that the agent provides sta-
tistical information obtained from 
data on other patients; below that: 
the agent gives decision advice
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to determine for each triage decision whether it was either 
consistent with the participant’s moral values (i.e., a score 
of +1), inconsistent (i.e., a score of −  1), or unrelated to 
these social factors (i.e., a score of 0). If, for example, the 
value elicitation revealed that a participant assigns priority 
to patients that are married, compared with patients who are 
single, then a decision to give intensive care treatment to a 
married patient was interpreted as ’consistent with personal 
moral values’; a decision to refer the patient to a hospital 
bed was interpreted as ’unrelated to personal moral values’, 
and a decision to refer for home treatment was considered 
as ’inconsistent with personal moral values’. The compli-
ance with the participant’s moral value was determined for 
each triage decision, and the mean moral-compliance was 
calculated over all 16 triage decisions of a condition.

4.1.7.6  Performance  Number of surviving patients: the 
patient health model (see Sect. 4.1.4.4) was used to deter-
mine how many patients survived infection and treatment 
after one (simulated) day.

Health of surviving patients: the patient health model 
was used to assess the health of the surviving patients, one 
fictitious day after being triaged.

4.2  Results

All participants confirmed to understand the purpose of the 
experiment, and the nature of the fictitious situation and the 
task presented to them. They all expressed that they con-
sidered themselves to be able to do the triage task with this 
perspective in mind.

4.2.1  Participants’ perception of the task

Figure 6 shows results on participants’ evaluation of like-
ability, difficulty, and believability of the task.

4.1.7  Measures

The complete version of the used questionnaires can be 
found in Appendix F—Questionnaires..

4.1.7.1  Demographic properties  Prior to the experiment 
proper, the following demographic data were collected: the 
participant’s age, gender, education level, and computer 
experience.

4.1.7.2  Participants’ perception of the task  The objec-
tive was to present a plausible and immersive environment 
that evokes in the participant the experience of making deci-
sions in morally sensitive situations. We asked participants 
to reflect upon the triage sessions, and to evaluate questions 
on likeability, difficulty, moral load (on 5-point scales), and 
believability (3-point scale) of the task.

4.1.7.3  Subjective control  Subjective control was assessed 
by a questionnaire on self-assessed control, and by recalling 
on screen the decisions the participant made for a particular 
patient, and to ask the participant to state its contentment 
with the earlier made decision. For reasons of time, this was 
not done for all 16 patients, but for four randomly selected 
patients.

4.1.7.4  Normative control  For each triage decision it was 
assessed whether or not it complied with the guidelines, as 
determined by the medical domain expert (see Appendix 
A—Medical expert’s judgments on triage decisions). The 
proportion of decisions that were compliant with the guide-
lines was calculated.

4.1.7.5  Moral control  By using the obtained values that 
participants in advance assigned to social factors (i.e.,: 
age; gender; marital status; and profession), we were able 

Fig. 6  Participants’ evaluation of the experimental task with respect to likeability and believability (left pane, 5-point scale), and difficulty (right 
panel, 3-point scale), split by type of team

 

1 3

3338



AI and Ethics (2025) 5:3329–3353

and guidelines that are likely to not cover all decision prob-
lems. This resulted in situations in which participants could 
not avoid taking moral principles into account when mak-
ing decisions. It was believed that this would evoke moral 
load, i.e., the level of effort dedicated to considering and 
applying moral principles. Comments from participants 
after the experiment provide evidence that this did happen: 
several participants indicated that they experienced some of 
the triage decisions as oppressive. To evaluate the experi-
enced moral load, we asked participants after completing 
each round of patients, to rate statements on moral load on a 
5-point Likert scale. For example, one statement was "I had 
to make choices that I would have been reluctant to make in 
real life". The mean of participant’s ratings was calculated. 
Figure 7 shows the results.

A Friedman test was run on moral load with Type of 
Human-Agent Team as within-subjects factor χ2(3, N = 19) 
= 9.44, p < .05), showing that the nature of collaboration 
between human and agent affected the experienced moral 
load, as rated afterwards by participants. Table 1 shows the 
pairwise comparisons between conditions, showing that 
participants experienced less mental load when their AI-
partner took the decisions on behalf of them; less than in 
any of the other conditions.

Friedman tests were performed with Type of Human-
Agent Team as within-subjects factor, and with likeability, 
difficulty, and believability as dependent measures. Results 
reveal that participants did not like the task equally under 
the different conditions, as indicated by an effect of like-
ability: χ2 (2, N = 21) = 10.3, p <.001 with the lowest score 
given for the supervised autonomy condition (TDP3). The 
experiment leader reported that several participants indi-
cated to feel less involved in the task under TDP3 than in 
the other two collaboration conditions.

With respect to believability, participants evaluated the 
believability of the task differently for the three TDPs (χ2 
(2, N = 21) = 9.46, p <.001), with TDP3 receiving the lowest 
believability score. Subsequent Wilcoxon signed ranks tests 
showed that participants evaluate an artificially intelligent 
agent that autonomously makes triage decisions based upon 
pre-instructed medical and moral guidelines (TDP3) as less 
believable than agents that provide information and advice 
(TDP1) (Z = − 2.3, p <.01, ES = 0.41), and also less believ-
able than agents that conduct triage on patients assigned 
by the human (TDP2) (Z = − 2.4, p <.05, ES = 0.32). The 
experienced difficulty of the task was not affected by type of 
human-agent collaboration.

For this study into MHC we selected a medical triage task 
because decisions potentially involve morality. We deliber-
ately arranged a high influx of patients, scarce resources, 

Baseline TDP-1 TDP-2 TDP-3
Human makes
decisions—no
agent support

Human makes
decisions—agent
provides support

Human and
agent divide
patients

Human pre-instructs
agent —agent decides
autonomously

Baseline Z = −.82, n.s Z = −.46, n.s Z = − 2,.48, p <.05*
TDP-1 Z = −.77, n.s Z = − 2.86, p <.01*
TDP-2 Z = − 2.91, p <.01*

Table 1  Statistics of pairwise 
comparisons between conditions 
on moral load (* = statistically 
significant difference)

 

Fig. 7  Self-rated moral load expe-
rienced during performing triage, 
split by team design pattern
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4.2.3  Normative control

Results are shown in Fig. 10.
Participants were over-all able to adhere to the ethical 

guidelines in only about half of the decisions (54%). An 
analysis of variance reveals that the type of team design 
affected adherence to ethical guidelines (F(3,60) = 18.79, 
p < 0.05). The lowest adherence was found in the baseline 
condition (participant conducted triage alone, without assis-
tance of an AI-partner). Pairwise comparisons show signifi-
cant differences between all TDPs, except for the baseline 
and TDP-3 comparison (see Table 2).

The collaboration condition in which the participants 
divided doing triage on patients among themselves and the 
AI-partner (TDP-2) resulted in the highest proportion of 
ethically compliant decisions.

4.2.2  Subjective control

Self-assessed control: Fig.  8 shows the results of self-
assessed control.

A Friedman test revealed no effect of Type of Human-
Agent Team χ2(3, N = 19) = 6.17, n.s., showing that the 
team design did not affect the extent to which participants 
experienced control over the decision making process.

Contentment with made triage decisions: Fig.  9 shows 
the results.

The data show that participants were afterwards, over-
all, relatively content with the decisions that the team made 
while in operation. The average contentment score was 3.1, 
which suggests that participants felt in control over the deci-
sion of the team. The lowest average contentment over deci-
sions was found when the intelligent agents made the actual 
decisions (TDP-3), although a Friedman test showed no dif-
ference between conditions χ2(3, N = 21) = 3.74, n.s..

Fig. 9  Participants’ contentment 
afterwards with decisions made 
during task

 

Fig. 8  Self-rated subjective control 
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A repeated measures variance of analysis was performed 
with Type of Human-Agent Team as within-subjects factor, 
and with the number of surviving patients as dependent 
measure. Results show an effect of Type of Human-Agent 
Team (F(3, 18) = 33.7, p < 0.01). Table 4 shows the statistics 
for pairwise comparisons.

Figure  12 shows the results on the health of surviving 
patients, one fictious day after being triaged.

Results show that, according to the patient health model, 
the health of those patients that survive is high. Those 
patients that survive seem to profit from the assigned treat-
ment. An analysis of variance shows an effect of Type of 
Human-Agent Team (F(3, 18) = 3.24, p < 0.05). The pair-
wise comparisons show significant differences between the 
Baseline and TDP-3 (t(20) = 2.82, p <.05), and between 
TDP-2 and TDP-3 (t(20) = 2,14, p <.05).

4.2.4  Moral control

Table 3 shows the mean moral compliance score, split by 
condition.

Results show that participants’ scores on compliance 
with personal moral values are all close to zero, for all con-
ditions. Furthermore, standard errors are high. An analysis 
of variance reveals that the intercept of mean moral compli-
ance is not different from zero (F(1,20) = 0.45, n.s.). This 
demonstrates that the measured personal moral values do 
not influence triage decisions. Furthermore, no differences 
between conditions were found (F(3,18) = 2.49, p =.09).

4.2.5  Performance

Figure 11 shows the results on number of surviving patients.

Table 3  Mean compliance of triage decisions with participant’s per-
sonal moral values (sd in parenthesis)
Baseline TDP-1 TDP-2 TDP-3
Human makes
decisions - no
agent support

Human makes
decisions - agent
provides support

Human and
agent divide
patients

Human 
pre-instructs
agent - agent 
decides
autonomously

− 0.02 (0.55) 0.12 (0.98) − 0.22 (0.40) − 0.14 (0.11)

Baseline TDP-1 TDP-2 TDP-3
Human makes
decisions—no
agent support

Human makes
decisions—agent
provides support

Human and
agent divide
patients

Human pre-instructs
agent— agent decides
autonomously

Baseline t(20) = 3.15,
p < 0.05*

t(20) = 5.58,
p < 0.05*

t(20) = 1.57,
p > 0.05

TDP-1 t(20) = 3.31,
p < 0.05*

t(20) = 2.76,
p < 0.05*

TDP-2 t(20) = 8.37,
p < 0.05*

Table 2  Statistics of pairwise 
comparisons between conditions 
on compliance with ethical guide-
lines (* = statistically significant 
difference)

 

Fig. 10  Proportion of decisions in 
accordance with ethical guidelines
 

1 3

3341



AI and Ethics (2025) 5:3329–3353

control over the technology’s behavior. This is especially 
crucial for tasks that involve moral and ethical principles. To 
assess MHC in a human–AI collaboration task, we propose 
three measurable components: subjective-, normative-, and 
moral control. The primary goal of this study is to empiri-
cally evaluate the value of the proposed method and mea-
surements for assessing MHC in a human–AI collaboration 
task. As a use case we developed a simulated environment 

5  Discussion

The advancements in AI offer new possibilities for its 
deployment in complex tasks, but it also raises the ques-
tion of whether and how humans can preserve meaningful 

Fig. 12  Mean health of surviving 
patients, one fictious day after 
being triaged

 

Baseline TDP-1 TDP-2 TDP-3
Human makes
decisions-no
agent support

Human makes
decisions-agent
provides support

Human and
agent divide
patients

Human pre-instructs
agent-agent decides
autonomously

Baseline t(20) = 7.1,
p < 0.01*

t(20) = 2.26,
p < 0.05*

t(20) = 2.03,
p = 0.06

TDP-1 t(20) = 2.81,
p < 0.05*

t(20) = 8.60,
p < 0.01*

TDP-2 t(20) = 4.94,
p < 0.01*

Table 4  Statistics of pairwise 
comparisons between conditions 
for number of surviving patients 
(*=statistically significant 
difference)

 

Fig. 11  Number of surviving 
patients, one fictious day after being 
triaged
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on most of the patients. When participants were afterwards 
asked to reflect upon their triage decisions during the task 
while taking the available information at the time into 
account, they responded to feel content with the made triage 
decisions (see Fig. 8). One question administered to assess 
subjective control was: ’I believe that my decisions have 
resulted in a good distribution of care among all patients.’. 
Though intended to measure subjective control, high scores 
to this question may not necessarily imply that the partici-
pant experienced a high level of control. A participant may 
have felt no to little control over the agent’s decisions, but 
still judged that the available care to be well distributed. It 
may also be that the participant understood the question as 
referring to the decisions that they personally made, exclud-
ing the ones that the agent made.6 Hence, the question may 
not be a good indicator for subjective control.

Taken together, the picture emerging from these results 
suggest participants feeling in control. This is not fully in 
conjunction with the observations of the experiment leader 
who reported that many participants confessed to find the 
task difficult and expressed to being aware of the decision 
dilemmas. Some shared their concerns with the experiment 
leader about whether they had done the right thing.

When investigating the question whether a human feels 
control over an AI-based agent, the human’s trust in the AI-
agent is very important. It may therefore be useful to include 
questions measuring the human’s trust in the technology, 
when measuring a human’s control over AI-agent(s) in 
the team. However, trust and control are distinct concepts. 
Recently, [12] addressed control with different notions of 
trust. Research in the context of human-agent collaboration 
often approaches human’s trust as a set of beliefs and expec-
tations, formed by experience and interactions with the AI. 
A more formal notion defines trust as "the willingness of a 
party (e.g., the human) to be vulnerable to the actions of 
another party (e.g., the AI) based on the expectation that 
the other will perform a particular action important to the 
trustor, irrespective of the ability to monitor or control that 
other party" [46, 47]. This notion considers trust as a ’con-
tract’ between humans and AI whereby the human requires 
the AI to behave in a specific way or to perform a specific 
action in specific circumstances [48]. An AI-based agent is 
trustworthy to the human if it shows to be capable of main-
taining the contract. This latter notion of trust better fits the 
concept of MHC. Including measures of this notion of trust 
in future studies may improve our understanding of experi-
enced control.

6 ​​ w​e thank an anonymous reviewer for its remarks regarding this 
question.

for conducting medical triage under difficult circumstances 
(i.e., ’code black’ during a pandemic) requiring participants 
to make decisions with moral implications. A secondary 
goal of this study was to apply the proposed method for 
exploring the effects of different human–AI team designs 
on the distinguished components of MHC. It is argued in 
Sect. 3 that MHC is dependent upon many factors, such as 
how tasks are orchestrated within a team, the conditions of 
the specific context, the interactions taking place, and what 
authorities are granted to humans and agents. The human–
AI team designs used in our study differed with respect to 
the delegation of tasks, the agent’s autonomy, and its deci-
sion-making permissions. They reflect common human-
agent team designs in the field.

5.1  Subjective control

5.1.1  Participants’ opinions and experiences

Results on measures of believability and moral load, as well 
as comments that participants made to the experimenter, 
indicate that conducting triage in the task environment 
generated the immersion and ethical involvement required 
for appreciating the moral consequences of decisions [36]. 
Participants experienced the task over-all as likeable (i.e., 
engaging to do). It should be noted that the participants had 
no medical expertise, so their opinions reflect the projection 
of themselves into the role of physician. The administered 
questions may evoke different responses from medically-
schooled people, although a study by [21] reported simi-
lar opinions obtained from medical experts when asked for 
the plausibility of physician-AI collaborations in the future. 
Asking (potential) stakeholders for their opinions and 
expectations about the potential deployment of intelligent 
systems is important to shape future use of technology. A 
limitation of asking participants is that they may not all have 
the same frame of reference and may adopt different sources 
of information and interpretations to respond. Though par-
ticipants’ opinions and judgments are relevant, we do not 
consider their feedback as a final result. But their evaluation 
can be valuable for subsequent specialized research.

5.1.2  Measuring subjective control

In response to our questions addressing their judgments, 
participants indicated to have felt in control over the triage 
process (see Fig. 8). They claimed to have had a relatively 
good overview of admitted patients and of the available 
resources and said not to have felt too much time pressure 
upon their decision making. This is surprising, as they also 
perceived the task as difficult (see Sect. 4.2.1). Furthermore, 
participants felt to have made an appropriate triage decision 
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of normative control. especially when this is supported by 
other evidence (e.g., explanations by the participant).

Our measuring approach showed that participants were 
able to adhere to the ethical guidelines in about half of the 
decisions (54%). This seems a low figure, but it is obviously 
caused by the bottleneck conditions (’code black’) that we 
intentionally created. The rapid flow of patients coming to 
the emergency unit in combination with the scarce avail-
able beds made it often impossible to act in accordance 
with the guidelines, simply because there were too few beds 
available to assign the medical care that the patient should 
receive. Thus, all participants were presented with situations 
that forced them to give in with respect to the guidelines. 
However, many participants developed smart strategies to 
limit the overall number of guideline violations. Consider, 
for example, a patient that is severely ill but is neverthe-
less relatively fit. The guidelines (see Appendix B—Ethical 
guidelines) prescribe to assign such a patient to intensive 
care. However, suppose that the participant expects that this 
patient may also survive without IC-treatment. A participant 
that in anticipation of an intensifying crisis decides to assign 
the severely ill patient to ward rather than to IC, saves an 
available IC-bed for future use. This bed may prove valu-
able later, when new patients with even worse symptoms 
arrive. Our participants discovered that strictly applying 
guidelines for each individual patient would create bottle-
necks later on. They therefore ’looked ahead’ and took into 
account of what was likely to come. By intentionally relax-
ing the ethical guidelines for individual patients, in the end 
they managed to achieve a higher compliance with ethical 
guidelines for the entire group of patients, thus being better 
at achieving to do good for as many people as possible.

5.2.2  Effects of team design on normative control

Best compliance with guidelines is achieved by teams in 
which the human has the final word over triage decisions, 
either directly (as in TDP1) or indirectly, through divid-
ing responsibilities between human and AI-partner (as in 
TDP2). In teams where the agent decides autonomously 
(as in TDP3), the human had no opportunity to exert influ-
ence on the decision making process, eventually leading to 
a lower level of compliance with the guidelines.

In our study, teams designed as in TDP1 and TDP2 have 
the highest number of surviving patients (see Fig. 11). That 
shows that these teams not only better complied with the 
guidelines; they also succeeded in doing good for as many 
people as possible.

5.1.3  Effects of team design on subjective control

When participants had to supervise agents that conducted 
triage autonomously (as in TDP3), they felt less moral load, 
liked the task less and indicated to be less involved than in the 
other conditions. Apparently, working with a fully autono-
mous AI-based agent makes the task less attractive, perhaps 
because such an agent provides few cues about its behavior 
to the human [49]. There is evidence that when AI-partners 
provide (visual) cues of their actions, the participant is more 
likely to consider the agents as a teammate. Furthermore, 
agents that promote transparency through cueing contrib-
ute positively to the team’s performance [49]. It is possible 
that, due to a lack of cueing, the agents and participants in 
condition TDP3 failed to establish a team connection. When 
using a team design involving highly autonomous agents, it 
is recommended to implement measures that promote con-
nection between human and agent, such as supporting trans-
parency or by providing explanations [50].

5.2  Normative control

5.2.1  Measuring normative control

The alignment of a participant’s decision with the guide-
lines provides evidence for normative control. A problem 
with many real world tasks, especially when decisions also 
require moral considerations (e.g., medical decision mak-
ing, military command; fire-fighting, et cetera), is that 
inevitably situations will arise for which the guidelines 
provide no unambiguous solution. Autonomous and auto-
matic assessment of whether decisions align with guidelines 
is therefore seldom possible. This was also the case in our 
pandemic triage task. We decided to involve an experienced 
medical expert to evaluate the patient cases we presented to 
the participants. This facilitated the face-validity of norm-
decision’s. However, in complex tasks such as medical tri-
age, humans may dynamically change their goals to adapt 
to actual or anticipated changes in the task environment. In 
our study the agents lacked the capabilities to align their 
advice and actions with possible goal changes of the human. 
Recent research proposed a method to enable agents inter-
preting changes in human intent and goal prioritization [51]. 
It requires further research whether the development and 
implementation of individualized models of human intent in 
agents will enable elevated levels of guidelines compliance. 
When team decisions align with the guidelines this provides 
evidence for normative control. There is of course always 
the possibility that when a participant has no to little norma-
tive control, the team nevertheless (coincidentally or other-
wise) adheres to the guidelines. However, systematic and 
sustained alignment with norms is generally a demonstration 
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people’s moral values have been proposed (see for review 
of methods: [55]), and some of them have been designed 
for practical applications in organizations [e.g., 56], these 
methods do not explicitly incorporate the emotional compo-
nent of moral values. In our study, it would have been desir-
able to use a method for value elicitation that embeds the 
moral issues in immersive experiences, to evoke the emo-
tions associated with decision forthcoming from the values.

Other studies provide directions for future research into 
the relationships between morality and ethics, trust, and 
control in human-agent teams. For example, [13] explored 
the relationship between ethics and trust in a human–AI 
team and found that even when agents violate common ethi-
cal standards, humans preserved some levels of trust in the 
AI. Although humans disagreed with the agent’s recommen-
dation, they nevertheless trusted the AI as a teammate. The 
authors conjecture this to be a result of ’automation bias’, 
the tendency for humans to favor suggestions from auto-
mated decision-making systems and to ignore contradictory 
information. The finding that some participants sustained 
trust in AI after it recommended unethical decisions may 
be the result of rationalization. Apparently, the effects of 
an agent’s (non-)compliance with moral values on human 
trust is subtle, and is not determined solely by the agent’s 
performance. Textor and colleagues used measures of trust 
reflecting the human’s assessment of the agent’s intrinsic 
trustworthiness. It would be interesting to follow up on 
this by using measures reflecting the human’s trust in the 
agent’s compliance with their ’contract’, i.e., requiring the 
agent to behave or perform in a specific established manner. 
This latter notion of trust reflects more closely the proposed 
notion of meaningful human control, as it concerns the self-
assessed (or experienced) capacity of humans to regulate 
the behavior and performance of human-agent teams.

5.4  Limitations

The findings are an important first step for measurements 
of MHC in human–AI teaming, but the study also has limi-
tations. To enforce the emergence of moral dilemmas, we 
arranged a rapid influx of patients with severe symptoms, 
while limiting the available intensive care beds. An example 
of a moral dilemma is that with only one IC bed available, 
the participant must choose between two or more patients 
that, medically speaking, are both eligible for the remain-
ing IC-bed. Who to choose, and on what grounds? The par-
ticipant was free to choose the order in which they admitted 
patients for examination and triage. This is realistic and con-
form the official guidelines. However, by making a triage 
decision the participant also shapes the context for subse-
quent patients, as a decision influences the remaining avail-
able medical resources. Thus, despite that all participants 

5.3  Moral control

5.3.1  Measuring moral control

Participants were instructed to follow the ethical guidelines 
as much as possible when conducting triage. However, just 
as in real life, situations arose for which the guidelines pro-
vided no clear-cut answer. To nevertheless force a decision, 
participants were told to follow their own moral norms in 
such cases. In our study we wanted to measure whether 
participants’ personal moral values affect their triage deci-
sions. We asked participants prior to the experimental 
task about their view on what role a patient’s age, gender, 
marital status, and profession should play when to choose 
between patients that, medically speaking, can be regarded 
as equal. At the time of the experiment the COVID-19 cri-
sis reached its peak, and it was feared by many that code 
black had to be implemented in hospitals. In the media there 
was a heated debate whether social factors should be taken 
into account when assigning medical care. By asking par-
ticipants to rate statements we developed a personal profile 
of moral values on these factors. We conjectured that if a 
participant assigns a higher level of medical care (e.g., an 
IC-bed) to patients with social characteristics that the par-
ticipants values, and assigns a lower level of medical care 
(e.g., home treatment) to patients with social characteristics 
that the participant considers less important, then this can 
be regarded as a manifestation of moral control. It would 
show that the participant accomplished to implement its 
personal moral values into triage decisions. However, we 
found no relationship between triage decisions and moral 
values. One possibility is that the participants had no moral 
beliefs regarding the included attributes of patients (e.g., 
marital status, profession, age) with respect to making triage 
decisions. It may also be that the abstract way of presenting 
patients (see Fig. 3) does not sufficiently trigger the affect in 
participants that is possibly required to invoke moral con-
siderations. Based on our experiences, we instead believe 
that our method for eliciting moral values was not suitable 
for this study. A drawback of our approach is that we simply 
asked our participants how they valued a particular social 
characteristic, rather than presenting situations to them in 
which they could express their preferences through behavior 
and decisions. It is likely that simply asking participants is 
not sufficient to initiate a deep reflection upon the role of the 
proposed social factors. To obtain contemplated opinions 
from participants, more depth on moral beliefs is needed. 
Rather than asking straightforward questions, interactive 
dialogue-based explorations may be better for measuring 
moral beliefs [e.g., 52]. The importance of emotions for 
moral judgment have been emphasized by many in the field 
[e.g., 53, 54, 8]. Although different methods for disclosing 
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the suggested outcome. It would have been possible when 
we had asked medical experts to evaluate triage decisions 
in context, including all relevant conditions. Note that this 
solution implies a more labor-intensive procedure than the 
one we used. In addition, for logistic reasons we consulted 
only one experienced medical expert. It is fair to assume 
that the quality of evaluating compliance could be improved 
by including multiple experts.

Fifthly, Likert scales are often used because they enable 
easy and rapid collection of input from participants. However, 
we believe in hindsight that Likert-scales have drawbacks 
for measuring how participants experienced situations, and 
for assessing how they retrospectively evaluate their state of 
mind when doing the task during the experiment. One cru-
cial drawback is that the participant is requested not to rate 
an actual experience, but to rate an experience in the past, 
by thinking back how the decision problem felt at the time, 
and whether moral deliberations came to mind. People may 
have difficulty at recalling a vivid image of the experience, 
which requires bringing back the then felt values, affects, 
and emotions to the surface. A question for experimenters is 
what alternatives exist. It would be best if constructs rele-
vant to MHC, such as control, commitment, and moral load, 
could be measured in real time in the context. However, as 
administering measurements during the task also intervenes 
with the task itself, this may not be a viable alternative. A 
more viable option would be to carefully reconstruct the 
context, and to request the participant to re-enact the task 
(i.e., taking the triage-decision again), and to administer a 
question-guided open interview [cf. 57, 58].

6  Conclusion

Despite significant work on the theoretical properties of 
MHC and efforts to provide operational definitions, there is 
limited practical experience with measuring MHC. As it is 
expected that AI-systems will increasingly be used to col-
laborate with humans on tasks that involve moral consid-
erations and choices, it is important that practical methods 
become available to assess whether a human–AI system is 
under MHC. This paper aims to contribute to that need. We 
propose three intuitive components of MHC: subjective, 
normative, and moral control. Furthermore, we propose 
measurements for these in a specific use case of human–
AI collaboration: medical triage in a pandemic crisis. To be 
of use in practical settings, collecting measures should be 
feasible; measures should be sensitive enough to detect dif-
ferences in MHC; and the set of measures should cover the 
relevant aspects or manifestations of MHC.

received the same set of patients in a particular team design 
condition, the circumstances for the triage decisions were 
not equal for all participants. Our ambition to create a natu-
ral and plausible decision-making task for our study con-
flicted with executing control on moral decision making.

Another limitation related to this is the presentation of 
patients using patient cards, showing a picture of the fictious 
patient, a narrative with anamnesis, and a listing of medi-
cal and social variables. Although some participants after-
wards confided to have felt moral tension to the experiment 
leader, it may be that the abstract presentation of patient 
information is not sufficient for eliciting the feelings, emo-
tions and affect in participants to make them acknowledge 
the moral relevance of the various patient characteristics. 
Movie clips, or even live-acting role players may be suitable 
to establish a more immersive and engaging environment 
for experimentation.

Thirdly, the study used a sample of twenty-one partici-
pants, all with a higher education background. The sample 
size is not very large. Furthermore, the participants had no 
medical background. Due to this unfamiliarity with the task, 
participants probably find it hard to manage the difficult 
task of triage as it is, let alone collaborating with, and exert-
ing control over, an unknown artificially intelligent agent 
while doing so. It may be that medically schooled partici-
pants with triage experience would be able to exert better 
control than participants of the present study. This obliges 
a careful interpretation of outcomes. Results on MHC, and 
also on how MHC is affected by features of the human–AI 
team design, should be regarded with care. Its validity for 
practical applications in the medical field cannot be taken 
for granted.

Fourthly, we argue that normative control is needed to 
achieve that decisions comply with ethical guidelines. How-
ever, we also argue that in complex real-world settings, it 
is often difficult to determine whether decisions do or do 
not comply with ethical guidelines. In our simulation we 
intentionally created opaque ethical conditions, in which 
the ’right’ answer is often unknowable and ambiguous. 
How then can compliance, and thus normative control, be 
assessed in such situations? We solved this by requesting 
a medical expert to decide beforehand for each patient, for 
each possible triage decision, whether that decision com-
plies with the guidelines or not. Thus, this expert judgment 
was made on a one-by-one basis of patients individually, 
not by taking the history and context of the actual decision 
context into account. As we suggested in Sect. 5.2, our par-
ticipants may have occasionally violated the rules deliber-
ately on individual patients with the goal to achieve a higher 
overall compliance with ethical guidelines. The design of 
our study does not allow determining whether participants 
actually used this strategy, and whether it indeed produced 
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6.2  Sensitivity

The results of our experiment show that the measurements 
on subjective control are sensitive enough to detect differ-
ences in MHC as a function of human–AI team design. A 
design in which the human exerts control over decisions 
prior to the task only (as in TDP3, where the normative and 
moral model of the human is used to instruct the agent in 
advance how to make decisions) is judged as less believable, 
less engaging, and less morally charging. Furthermore, peo-
ple are more likely to feel discontent with triage decisions 
(made by the agent) in such a design. In a different study 
using medical experts [21], it was found that people tend 
to dissociate themselves from decisions taken by the agent, 
despite the instruction to maintain a critical stance [cf. 62]. 
This suggests that prior control over agents contributes little 
to MHC. This could be because people learn from experi-
ence that agents do not have a sophisticated appreciation of 
the context, hence make decisions that people do not agree 
with. Our study confirms this notion, as we found that when 
people have direct control over the team’s actions, they take 
decisions that are better aligned with ethical guidelines, and 
that lead to better outcomes than people who have to rely on 
decisions taken by pre-instructed agents.

Measurements of normative control show that when the 
human has close control over the team during the task (as 
in TDPs 1 and 2) the decisions were better aligned with 
guidelines.

The measurements used in this study to assess moral con-
trol were not sensitive enough, unfortunately. Explanations 
and suggestions have been discussed above and in Sect. 5.3.

As argued in Sect. 5.4, the size and composition of the 
participants sample, and the simplification of medical tri-
age in the experiment obliges a careful interpretation of 
outcomes. The distinguished designs of human–AI teams 
have been found to have different effects on MHC, but the 
questions whether these results will also apply in real-world 
applications demands further research in a more realistic 
setting.

6.3  Complementarity

The results of our experiment show that the three compo-
nents can be used to measure MHC from different angles. 
Though complementary, the measures are not complete. Fur-
thermore, the specification and implementation of measures 
for the distinguished MHC-components require domain-
specific interpretation. For example, measuring subjective 
control in an automated driving task requires questions 
tuned to that specific task. Simply carrying over ques-
tions from a medical triage task is evidently not possible. 
Moreover, formulating questions that address the intended 

6.1  Feasibility

The results of our experiment show that the measurements 
on subjective control are relatively easy to collect. As sub-
jective control refers to experiences of the user, these mea-
sures mainly involve questionnaires where participants rate 
a series of propositions. In our study they indicated on Lik-
ert-scales how well (or not) a proposition matched their own 
experience or opinion. These questionnaires were easy to 
administer and yielded useful information about the control 
that participants felt over the collaboration and decision-
making. However, in the paper we express drawbacks on 
the use of Likert-scales, primarily because they request the 
participant not to rate an actual experience, but to rate a pre-
viously experienced state, feeling or judgment.

Collecting measures to assess whether participants’ deci-
sions correspond to guidelines (normative control) is not so 
easy as it perhaps may seem. In many real world tasks that 
require appraisal of different values there inevitably arise 
situations for which the guidelines are ambiguous. In the 
use case of our study we deliberately introduced that char-
acteristic in the task. Determining whether a decision in a 
particular context aligns or not with guidelines requires tak-
ing the specific circumstances into account. For that reason 
it is hard or impossible to build in automatic assessment 
of normative control. In our study we involved an experi-
enced medical expert to collect decision judgments, which 
solved the needs for our study. However, in complex real 
world tasks humans adapt to actual or anticipated changes 
in the task environment. Achieving normative control over 
AI-based agents in such circumstances requires agents with 
the capabilities to align their behavior to adaptive changes 
of the human. Determining whether mutually adaptive 
human–AI partners collaborate in accordance with norma-
tive guidelines will likely require a more resourceful mea-
suring approach.

When thinking about measures intended to assess whether 
someone exerts moral control over an AI-based system, it is 
necessary to identify the moral values of the person. The 
presence of moral values in the brain of a person should be 
taken as a figure of speech rather than representing physical 
structures in the brain [59]. Moral values represent dynamic 
and interlinked thoughts, emotions and sensations [60]. We 
can invite people to reflect on these, and use the data to 
construct an explicit approximation of the person’s moral 
values. In our study we asked people directly whether they 
felt that patients with particular social characteristics should 
receive more care than other patients. This is a straightfor-
ward and relatively easy approach to infer a person’s moral 
values. Yet in hindsight we conclude that this method does 
not initiate the deep reflection that is needed to obtain the 
data for valid measurement of moral control [61].
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on the nature and urgency of medical treatment is almost 
daily routine.

It was explained to the medical expert that code black was 
enforced in the scenario, implying that new patients come in 
at a rapid pace, and the available sources are insufficient to 
apply all patients with the care they need. Choices have to 
be made, and that guidelines have been issued to ensure that 
ethical safeguards are maintained while doing so. We famil-
iarized our medical expert with the same set of guidelines as 
we had presented to our participants. The simulated hospital 
context was not provided, therefore, the number of available 
beds was not a factor in the decision making process. One 
by one, the 64 patient cards (see Fig. 3) were presented to 
the medical expert. For each patient, the expert indicated for 
each possible triage decision whether or not he considered 
it in compliance with the guidelines. Thus, for example, the 
expert may judge that for patient X an IC-treatment is in line 
with the guidelines, but ward-treatment and home-treatment 
are not. The expert was asked to explain his judgments. The 
session took, including three short breaks, 3 h to complete.

Appendix B: Ethical guidelines

The participants were instructed to use the following guide-
lines when conducting triage. These are a simplified version 
of the official guidelines that have been prepared for use in 
hospitals in the Netherlands [45].

See Fig. 13.

measure in an unambiguous manner is not a straightforward 
issue, as also became clear during this study (see Sect. 5.1).

6.4  Final comments

The question how roles, tasks and responsibilities should be 
allocated in human-agent teams of the future needs careful 
consideration of a variety of factors [39, 63]. As technology 
develops and teaming between humans and autonomous 
systems becomes more common in the future, more research 
will be needed to better comprehend the nature of the com-
plicated interactions between people and these systems. The 
presented findings are an initial step in an ongoing endeavor 
to measure MHC, highlighting the need for sustained efforts 
in fostering a synergetic relationship between humans and 
intelligent machines of the future. The presented findings 
do not provide definitive answers, but rather form a start-
ing point for further exploration and understanding in this 
crucial area.

Appendix A: Medical expert’s judgments on 
triage decisions

We asked an experienced medical domain expert to reflect 
upon the patient-cases that we presented to our participants. 
Our domain expert has over 20 years of experience as an 
ambulance nurse, a function in which making assessments 

Fig. 13  Ethical guidelines; derived 
from the official guidelines that 
have been prepared for use in 
hospitals in the Netherlands
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in general this adds up somewhere between 12 and 20 [in 
fact, each condition consisted of 16 patients, but this was 
not told to the participants]. On your first duty you will do 
the task by yourself. After that, you will perform additional 
duties, helped by intelligent technology. We will explain 
that later. Any questions?"

Appendix D: Moral value elicitation

To assess whether participants assign importance to social 
factors in the triage of patients, we asked participants to 
evaluate two statements for each of the four distinguished 
factors: age; gender; marital status; and profession. The 
first question concerned whether the participant assigned 
relevance of the social factor when taking triage decisions; 
the second questions was administered only when the par-
ticipant responded ’yes’. The second question concerned the 
direction of how the social factor should affect a triage deci-
sion (i.e., receiving more or less priority to medical care).

See Table 5.

Appendix C: Instruction to participants

The participants received an instruction video, accompa-
nied with handouts. Below are summarized fragments of the 
information being conveyed to the participant.

"The scenario of this experiment is staged during a pan-
demic. The society has to cope with large number of victims 
and few available medical resources. The Ministry of Health 
proclaimed ’code black’. This means that it is accepted as a 
fact that care can no longer be provided as under normal cir-
cumstances. It implies that physicians on duty need to make 
choices which patients are eligible to receive intensive med-
ical care, and which patients will be given less care than oth-
erwise possible. This is called medical triage. The ultimate 
purpose of triage is to save as many lives as possible.

Code black means a fundamental change in the perspec-
tive of the physician. Because under normal circumstances, 
the physician decides with only the interests of the indi-
vidual patient in mind. But under conditions of code black, 
the physician has to look beyond the interest of the indi-
vidual patient, and take a decision that benefits the entire 
group of patients most. The purpose of medical triage under 
conditions of code black is to allocate the scarce medical 
resources in such a manner that ’good is done for as many 
people as possible’.

You will be playing the role of a physician on duty, con-
ducting triage. All patients admitted are infected with the 
virus. You may select patients in any order for examination. 
By clicking on a patient, you will see a short anamnesis and 
summary information about the patient’s medical status and 
social circumstances (see Fig.  3). The patient’s fitness is 
important for assessing whether the patient will be able to 
survive intensive medical treatment. As the physician you 
refer a patient to either: treatment at home; hospital ward; or 
intensive care. Remember to keep in mind that there are no 
more than six hospital beds, and three IC-beds available. It 
is important that your decisions do good for as many patients 
as possible. You decide by making use of the information 
available about the patient and by following the guidelines 
as closely as possible [the participant is explained how the 
guidelines should be used, see Appendix B]. If you conclude 
that the guidelines provide insufficient support for making a 
decision on a patient, you are free to decide what you think 
is best. Be aware that patients come in sick, and their ill-
ness may deteriorate while waiting to be triaged. There is a 
chance that a seriously ill patient dies before you can make 
your triage decision.

In the experiment you will be faced with making dif-
ficult choices. Furthermore, new patients will be admit-
ted at an irregular pace. While you are conducting triage, 
new patients will almost certainly be admitted. How many 
patients will be brought in during your duty is uncertain, but 

Table 5  Elicitation of value statements for four distinguished social 
factors: age; gender; marital status; & profession
Social factor Question Options
Age When IC-beds are scarce, the patient’s age

should be involved when making a triage 
decision

Yes/no

People under 60 are more/less eligible for 
an
IC-bed than people over 60

More/
less

Gender When IC-beds are scarce, the patient’s 
gender should be involved when making a 
triage decision

Yes/no

Men are more/less eligible for an IC-bed 
than women

More/
less

Marital status When IC-beds are scarce, the patient’s 
marital status (i.e., being
married with children) should be involved 
when making a triage decision

Yes/no

Married people with children living at 
home are more/less
eligible for an IC-bed than people without 
children living at home

More/
less

Profession When IC-beds are scarce, the patient’s 
profession should
be involved when making a triage 
decision.
(people working in healthcare professions 
are more at risk
of being contaminated with the virus)

Yes/no

People working in a healthcare profession 
are more/less
eligible for an IC-bed than people with 
other professions

More/
less

1 3

3349



AI and Ethics (2025) 5:3329–3353

	● Fitness: very low = − 1; low =-.5; average = 0; high = 
+.5; very high = + 1

	● Gender: +1 if coinciding; 0 if neutral; − 1 if opposite
	● Marital status: + 1 if coinciding; 0 if neutral; − 1 if 

opposite
The raw priority score was calculated as the sum of 

priorities on each of the five patient characteristics. The 
maximum priority score is therefore + 5. The patient’s final 
priority score was calculated as a proportion of the maxi-
mum: raw priority score/maximum = final priority score. 
Thus a patient’s final priority score has a value between − 1 
and + 1.

Triage score
The patient’s triage score was calculated as the sum of 

the basic triage score and the priority score. The range of the 
triage score was between 0 and + 4.

Agent’s triage decisions
For each new patient entering the emergency room, the 

agent calculates a triage score, and uses the following deci-
sion rules:

	● triage score ≥ 3: IC (if no IC-bed available, then assign 
ward-bed).

	● triage score ≥ 2 AND <3: Ward (if none available, then 
assign home treatment).

	● triage score < 2: home treatment.
In TDP-2 (dynamic task allocation) the human and agent 

divide patients for triage. If circumstance force an agent to 
‘downscale’ the preferred care (e.g., assigning a ward-bed 
because all IC-beds are occupied), then the agent attends the 
human to this and allows the human to redirect this patient 
to himself. If the agent has multiple patients with similar tri-
age scores (a difference of.5 or less), then it redirects these 
patients to the human for conducting triage.

Examples
A participant has indicated to have a moral preference for 

assigning scarce care to: older patients rather than younger 
patients; to females rather than males; to married patients 
rather than single patients, and feels that patients with a 
care-profession should be treated with priority compared to 
patients having other professions.

Suppose that a patient due for triage is a 28-years old 
male patient, who is single, and is a librarian. He has mod-
erate symptoms and has low fitness. Then the participant’s 
basic triage score for that patient would be 2. The raw prior-
ity score would be age (-.5) + profession (− 1) + fitness (−.5) 
+ gender (− 1) + marital status (− 1) = − 4. The final priority 
score would be − 4/5 = −.8. The triage score would then be 
2 + −.8 = 1.2.

In contrast, suppose that another patient is also due for 
triage. She is a 62-years old female patient, who is married, 

Appendix E: Calculating triage score

The agents calculate on the fly a triage score for each 
patient, by taking into account the available IC- and ward-
beds, as well as the characteristics of the patients waiting in 
the emergency room to be triaged.

Basic triage score
First the agent calculates a basic triage score by using the 

severity of symptoms parameter:
Severity of symptoms: mild=1; moderate=2; severe=3
Thus, the basic triage score for a particular patient varies 

between 1 and +3

Priority score
Then the agent calculates a priority score for a patient, 

based on the parameters fitness, age, gender, marital status, 
profession.

If the participant has expressed not to regard age and/or 
profession to be taken into account when assigning care to 
patients, then the values of the ethical guidelines were used 
on these parameters.

If, however, the participant has expressed age and/or pro-
fession as relevant properties when determining care for the 
patient, then the personal moral values on these parameters 
were used in the calculation.

If the participant has expressed no moral preference on 
the parameter:

	● Profession: healthcare and contaminated on duty = + 1; 
others = 0

	● Age: 0–20 = + 1; 21–40 = +.5; 41–60 = 0; 61–80 = −.5; 
80–100 = − 1

If the participant has expressed a moral preference to 
involve the parameter:

	● Profession: +1 if coinciding with participant’s prefer-
ence; − 1 if opposite

	● Age: (see Table 6)

The priority score for the parameters fitness, gender and 
marital status were calculated as follows:

Table 6  moral preference score for the factor ’age’
Age Prioritize

young
Prioritize
old

80+ − 1 1
61–80 −.5 .5
41–60 0 0
21–40 +.5 −.5
0–20 + 1 − 1

1 3
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