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Abstract
Gathering information about the environment state is the main goal in several planning 
tasks for autonomous agents, such as surveillance, inspection and tracking of objects. Such 
planning tasks are typically modeled using a Partially Observable Markov Decision Process 
(POMDP), and in the literature several approaches have emerged to consider information 
gathering during planning and execution. Similar developments can be seen in the field of 
active inference, which focuses on active information collection in order to be able to reach 
a goal. Both fields use POMDPs to model the environment, but the underlying principles 
for action selection are different. In this paper we create a bridge between both research 
fields by discussing how they relate to each other and how they can be used for information 
gathering. Our contribution is a tailored approach to model information gathering tasks 
directly in the active inference framework. A series of experiments demonstrates that our 
approach enables agents to gather information about the environment state. As a result, 
active inference becomes an alternative to common POMDP approaches for information 
gathering, which opens the door towards more cross cutting research at the intersection of 
both fields. This is advantageous, because recent advancements in POMDP solvers may be 
used to accelerate active inference, and the principled active inference framework may be 
used to model POMDP agents that operate in a neurobiologically plausible fashion.

Keywords  Planning under uncertainty · POMDP · Information gathering · Active inference

1  Introduction

In many planning domains autonomous agents take actions to eventually reach a prede-
fined goal. For example, in robotics agents need to navigate towards a specific location 
[1], and in a congested power grid electric vehicles need to decide when to charge in 
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order to reach a full battery before departure [2]. In the definition of the planning prob-
lem such goals are typically expressed by defining a reward function which the agent 
aims to maximize by taking actions [3]. In order to be able to maximize reward, it may 
be necessary for the agent to gather information in the environment, as a means to reach 
the goal. For example, a robot can first execute sensory actions to find out which exit it 
can use in a room, before actually navigating towards the exit. In the aforementioned 
domains planning problems are typically formalized as a Partially Observable Markov 
Decision Process [3], also known as POMDP, which are solved using e.g. value iteration 
algorithms [4] or Monte Carlo Tree Search [5].

In other types of domains information gathering is not just a means to reach a goal. 
Instead, gathering information about the environment state can be the primary goal of 
the task. Examples include surveillance tasks [6], inspections in industrial areas [7], 
and tracking of moving objects [8]. We refer to such tasks as information gathering 
tasks. In the literature there are several approaches which address such problems, such 
as information gain planning, active sensing, entropy minimization and active percep-
tion [9]. Even though multiple different names have appeared in the literature, all these 
approaches address similar planning problems in which agents actively plan and execute 
actions to collect knowledge about the environment state.

The ability to plan ahead for the purpose of reaching goals has also been studied 
in the field of neuroscience, in which the active inference formalism integrates acting, 
perception and planning in one integrated framework [10]. In active inference the agents 
also actively collect information by taking actions, in order to be able to reach a goal. 
For example, active inference has been used to navigate to a target location in a maze 
task [10]. The framework also relies on the POMDP formalism, but for action selec-
tion it uses other principles compared to researchers that work in planning. In the lit-
erature there are relatively few connections between the fields, and this raises the ques-
tion of how active inference relates to concepts used by POMDP planning researchers, 
and whether it may be used for tasks in which information about the environment state 
needs to be gathered.

In this paper we bring planning research on POMDPs and active inference closer 
together, specifically for such information gathering tasks. In particular, we extend an 
important measurement from active inference called expected free energy by adding an 
additional term, which encourages information gathering behavior in active inference, 
and we show how it can be integrated in commonly used online planning algorithms 
for POMDPs. Our main contribution is a new method to express information gathering 
tasks directly in active inference, which means that active inference becomes an alter-
native to existing information gathering approaches for POMDPs. Another important 
result is that our work creates a more tangible connection between POMDP planning 
research on information gathering and active inference, potentially opening the door 
towards more crosscutting research between both fields.

The structure of our paper is as follows. In Sect. 2 we start with background informa-
tion on POMDP planning and information gathering tasks. Section 3 introduces active 
inference, and makes the connection to the POMDP concepts that we introduced ear-
lier. Next, we introduce an online planning algorithm for active inference in Sect.  4, 
which we extend to adopt our tailored expected free energy term for information gath-
ering with POMDPs. This algorithm is evaluated and compared with existing POMDP 
approaches in Sect. 5. We describe related work in Sect. 6, and we conclude by discuss-
ing our main findings and future work in Sect. 7.
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2 � Planning for information gathering tasks

In this section we introduce planning under uncertainty using Partially Observable 
Markov Decision Processes (POMDP), and we recapitulate existing approaches for 
information gathering in POMDPs. It is important to mention that the field of active 
inference and literature on planning both use the POMDP formalism to model an envi-
ronment. In this section we specifically focus on planning literature which focuses on 
algorithms to perform information gathering in environments modeled as POMDP.

2.1 � Partially observable markov decision processes

Planning problems involving uncertainty can be modeled using a POMDP [3], which 
consists of states  s ∈ S , actions  a ∈ A and observations  o ∈ O . When executing 
action a ∈ A in state s ∈ S , the state of the environment transitions to s� ∈ S based on 
the distribution P(s� | s, a) . The agent receives reward R(s, a) for executing this action. 
The state  s′ of the environment is partially observable, which means that the agent 
cannot observe it directly. Instead, it receives an observation o ∈ O based on distribu-
tion P(o | a, s�) . The agent maintains a belief over states, denoted by  b, which can be 
updated by using Bayes’ rule. For a given belief b we let b(s) denote the belief that the 
true state is s. POMDP states can be factored, such that a state s is defined by multiple 
state variables. We let  sj denote state variable  j of state  s. We consider a finite-hori-
zon setting involving T timesteps, and the agent wants to maximize the total expected 
reward: E[

∑T

t=1
Rt] , in which Rt denotes the reward received at time t. POMDPs can be 

solved optimally using incremental pruning [11, 12]. However, in practice approximate 
and online approaches are used such as approximate value iteration [4, 13] and Monte 
Carlo Tree Search [5].

2.2 � Information gathering in POMDPs

We focus on information gathering tasks, which is the execution of actions to gather infor-
mation about the environment state. Intuitively, agents start with an initial belief b0 in 
which there is uncertainty regarding the actual environment state, and the agent aims to 
execute actions in such a way that the uncertainty is reduced. If factored state representa-
tions are used, it is also possible to express that uncertainty with respect to a specific state 
variable should be reduced. For example, in an inspection task the agent may be interested 
in collecting information about a specific gas meter in an environment, and in that case it is 
not necessary to collect information about other parts of the environment.

Multiple different names are used in the literature to refer to the type of information 
gathering tasks that we consider, such as active perception [9] and active sensing [14]. A 
common characteristic is that agents have the incentive to actively execute actions to influ-
ence the uncertainty regarding the true environment state. In a surveillance task this can 
consist of turning cameras in such a way that uncertainty remains low, and an inspection 
robot may decide to bring a flashlight if it enables the robot to effectively perform uncer-
tainty-reducing inspections later during the inspection mission.
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Information gathering can be modeled by rewarding the agent directly for collecting infor-
mation [15]. This requires a belief-based reward function �(b, a) which quantifies the amount 
uncertainty in belief b. As a metric for uncertainty the (negative) entropy can be used:

such that maximizing the belief-based reward function corresponds to choosing actions 
which reduce uncertainty. In a similar fashion a belief-based reward function �(b, a, b�) 
can be constructed, which expresses the reduction of uncertainty when transitioning 
from b to b′ through action a. In contrast to Eq. 1 such a function rewards the uncertainty 
reduction based on two consecutive beliefs b and b′ , rather than using the uncertainty in a 
belief b directly:

It is also an option to assign a large scalar reward to beliefs with low entropy, rather than 
using the entropy directly.

Solving POMDPs for information gathering tasks is not straightforward if the reward signal 
is dependent on the belief rather than being dependent on the environment state. Many tra-
ditional planning algorithms for POMDPs have been designed for a reward function R(s, a). 
For example, point-based value iteration algorithms [4, 13] use a set of vectors to construct 
a piecewise linear and convex (PWLC) value function, which requires a state-based reward 
function. Similarly, online algorithms such as Partially Observable Monte Carlo Planning 
(POMCP) [5] do not support a belief-based reward function.

In the literature two lines of work can be distinguished to deal with belief-based rewards 
during planning. The first line of work consists of approaches which aim to formulate the 
planning problem in such a way that belief-based rewards can be integrated in standard 
POMDP algorithms which require a PWLC value function. The �-POMDP framework [15] 
takes belief-based rewards, and shows how it can be expressed as a set of vectors while the 
error introduced by this approximation remains bounded. The POMDP-IR framework [16] 
also aims to stay within the classic POMDP framework by introducing additional actions 
which reward the agent for predicting the true state correctly. Intuitively, this forces the agent 
to reduce uncertainty, and it comes with the advantage that standard POMDP algorithms can 
be used. The second line of work directly plans with belief-based rewards, rather than integrat-
ing it in POMDP algorithms for state-based rewards. For example, �-POMCP [17] extends the 
POMCP algorithm in such a way that belief-based rewards can be used in the search tree that 
is constructed.

Until now we have considered information gathering from the viewpoint of POMDP plan-
ning. Acting, perception and information gathering have also been studied from a neurosci-
entific point of view, known as active inference [10]. Although several connections between 
both lines of work can be identified, work at the intersection of both fields seems rare in the AI 
planning literature. The next section introduces active inference, and it describes how it relates 
to information gathering.

(1)�(b, a) =
∑
s∈S

b(s) ⋅ log(b(s)),

(2)�(b, a, b�) =

(
−
∑
s∈S

b(s) ⋅ log(b(s))

)
−

(
−
∑
s∈S

b�(s) ⋅ log(b�(s))

)
.
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3 � Active inference

Active inference is a computational formalism from the field of neuroscience which mod-
els acting, perception and planning in an integrated framework [10]. This section introduces 
active inference in such a way that it connects to known concepts from the planning literature, 
bridging the gap between both fields. We start with an intuitive introduction to the mathemati-
cal concepts, followed by a translation to common POMDP notation. Finally, we provide a 
discussion which intuitively explains how active inference agents navigate towards their goal 
and how this can be interpreted from the viewpoint of POMDP planning.

We consider a model-based planning task in which the environment is modeled as a 
POMDP. In active inference the goal of an agent is expressed by defining a preference for 
receiving specific observation signals, which is modeled as a prior over POMDP observations. 
Policies in planning research are typically dependent on the state or on the belief, defining 
actions to be executed or probability distributions over actions. In active inference it is com-
mon to define policies as a deterministic action sequence, and during execution a posterior 
over policies is computed, which also defines a probability distribution over actions. The 
theory behind active inference states that agents naturally want to minimize the information-
theoretic surprise while acting in an environment [10]. Agents can plan their actions by mini-
mizing a single quantity that is known as the expected free energy. Before providing a math-
ematical introduction to expected free energy, we first provide an intuitive explanation. The 
expected free energy effectively balances exploration and exploitation during action execution. 
It is a single quantity that can be used to evaluate a policy � for a given POMDP, and it can be 
divided into a goal-seeking (pragmatic) component and an uncertainty-resolving (epistemic) 
component. The goal-seeking component represents the value of the policy based on preferred 
observations. Specifically, it measures to what extent the observations that are expected when 
executing � correspond to observations that are preferred. The uncertainty-resolving compo-
nent, also known as ambiguity-minimizing component, represents the uncertainty in states 
and observations that are expected under the execution of � . Minimizing expected free energy 
naturally steers the agent towards its goal, while taking uncertainty-reducing actions in case 
this is relevant for reaching the goal. The remainder of this section provides more details on 
expected free energy and its interpretation. However, it is important to note that our paper does 
not aim to provide an extensive treatment of the underlying theories from neuroscience, for 
which we refer to seminal work by Friston [18]. Additional background on the role of active 
inference in robotics can be found in work by Pezzato et al. [19] and Da Costa et al. [20]. 
Throughout this paper we use active inference only for action selection. For belief updates and 
estimation we use a particle representation, which we further discuss in Sect. 4.

3.1 � Computing expected free energy for POMDPs

The expected free energy of a policy � consists of the total free energy that can be expected 
while executing  � until the planning horizon. In order to find policies which minimize 
expected free energy, it is convenient to use an expression which defines the instantaneous 
expected free energy at a specific moment in time. For a given belief  b the instantaneous 
expected free energy G(b) can be computed as follows [21–23]:

in which A is a matrix with |O| rows and |S| columns. In this equation, it is assumed that b 
is a vector containing an entry for each state. The matrix element Ai,j denotes P(oi | sj) . 

(3)G(b) = (A ⋅ b) ⋅ (ln(A ⋅ b) − ln(ō)) + H ⋅ b,



	 Autonomous Agents and Multi-Agent Systems            (2025) 39:3     3   Page 6 of 22

Note that the conditional probability is not dependent on the executed action  a before 
reaching  sj , which is common in POMDP notation. However, it is actually equiva-
lent to P(oi | a, sj) if the last executed action is part of the state description, which can 
always be done. H is a vector containing the entropy of the expected observations in each 
state: H = − diag (AT ⋅ ln(A)) , in which diag(⋅) takes the elements from the diagonal of the 
matrix. The vector ō contains |O| elements and defines a prior preference for each observa-
tion. This vector can be seen as a set of weights assigned to the observations to define a 
goal. For example, if the goal of the agent is to see a specific observation after executing 
an action, then the corresponding entry in ō can be set to a value close to one. It is impor-
tant to note that the natural logarithm is used element-wise when applying it to a vector or 
matrix. To prevent numerical issues it is important to make sure that the prior values are 
not zero, because that would make the terms with the logarithm diverge.

Before we discuss the interpretation of expected free energy from the viewpoint of 
POMDP planning in the next section, it is convenient to rewrite Eq. 3 to conventional 
POMDP notation. Based on the definition of A we can define element i of H as follows:

The expression A ⋅ b can be written as:

We use this expression to rewrite ln(A ⋅ b) − ln(ō):

in which  ōi denotes element  i of  ō , representing the prior preference for an observation. 
Now we can put Eqs. 4 until 6 together to rewrite Eq. 3:

In the first term, we take the sum over observations, which follows from the fact that Eq. 5 
and 6 contain |O| vector elements. For this reason we let ōo denote the prior preference for 
observation o ∈ O.

In the remainder of this paper, we use the rewritten equation to help us interpret the 
expected free energy, and to integrate the term in a planning algorithm. This is easier 
to understand than using Eq. 3 directly.

(4)Hi =
∑
o∈O

−1 ⋅ P(o | si) ⋅ ln(P(o | si)).

(5)
A ⋅ b =

[∑
s∈S

P(o1 | s)b(s),… ,
∑
s∈S

P(o|O| | s)b(s)
]T

=
[
P(o1 | b),… ,P(o|O| | b)

]T
.

(6)ln(A ⋅ b) − ln(ō) =

⎡⎢⎢⎣

ln(P(o1 � b)) − ln(ō1)

⋮

ln(P(o�O� � b)) − ln(ō�O�)

⎤⎥⎥⎦
,

(7)

G(b) = (A ⋅ b) ⋅ (ln(A ⋅ b) − ln(ō)) + H ⋅ b

=
∑
o∈O

[P(o | b)(ln(P(o | b)) − ln(ōo))]

+
∑
s∈S

b(s)
∑
o∈O

−1 ⋅ P(o | s) ⋅ ln(P(o | s)).
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3.2 � Interpretation of expected free energy

Given the derivation of the expected free energy equation from the previous section, we 
can now rewrite it in such a way that we can explain its interpretation from a POMDP 
planning point of view, strengthening the connection between POMDP planning 
research on information gathering and active inference. In the field of neuroscience the 
expected free energy has been proposed to effectively balance exploration and exploita-
tion. However, based on Eq. 7 it is not immediately apparent how minimizing expected 
free energy induces this behavior. It becomes more intuitive when rewriting the equa-
tion as follows:

The first term can be interpreted as the negative entropy of the marginal belief over obser-
vations o. Since the expected free energy is minimized, it actually maximizes this entropy, 
which encourages exploration. The second term can be interpreted as the expected value, 
multiplied by −1 . If the expected free energy is minimized, it means that it plans towards 
beliefs b in which the expected observations o are also preferred based on the prior ōo . The 
third term can be seen as the expected entropy of the observations, which steers towards 
policies that result in unambiguous observations during execution. Minimizing this term 
may also implicitly lead to behavior where the agent seeks for informative observations to 
diminish uncertainty regarding the state s, because in order to minimize ambiguity it may 
be necessary to have low uncertainty with respect to the actual state of the environment.

Our discussion shows that expected free energy consists of several terms with an intui-
tive interpretation, but it can also be seen that it is mainly an expression that is dependent 
on the observation signals o that the agent perceives while taking actions in an environ-
ment. For information gathering tasks we would like to express that uncertainty about the 
environment is reduced. Although some terms in the expected free energy are correlated 
with state uncertainty reduction, we cannot express information gathering directly when 
defining an active inference problem, because it only allows us to define preferred obser-
vations. In the next sections we present techniques which can be used to overcome this 
limitation, and we make the comparison with existing information gathering approaches 
for POMDPs.

4 � Information gathering in active inference

In this section, we present an active inference approach which can be used for infor-
mation gathering tasks that are modeled as a POMDP. First we introduce an online 
planning algorithm for active inference in Sect.  4.1, which is based on Monte Carlo 
Tree Search. The use of such an online algorithm is an important step, because com-
mon approaches for active inference rely on full policy enumeration, which quickly 
becomes intractable. Our main contribution is a derivation of an adjusted equation for 

(8)

G(b) =
∑
o∈O

P(o | b) ln(P(o | b))

−
∑
o∈O

P(o | b) ln(ōo)

+
∑
s∈S

b(s)
∑
o∈O

−1 ⋅ P(o | s) ⋅ ln(P(o | s)).
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the expected free energy in Sect. 4.2, which enables us to solve information gathering 
tasks based on active inference, and the adjusted equation easily integrates in the online 
planning algorithm.

4.1 � Online planning algorithm for active inference

In the active inference literature, planning typically consists of iterating over all pos-
sible policies, and selecting the policy with the smallest expected free energy. In this 
paper, we do not rely on full policy enumeration, because it quickly becomes intracta-
ble. Instead, we present a tailored variant of Monte Carlo Tree Search that integrates 
well with the active inference concepts, and thereby it eliminates the need to do full 
policy enumeration. We present this algorithm in detail because it is an important pre-
requisite for understanding our derivation in the next section.

For planning based on expected free energy, it is crucial that the planning algorithm 
supports belief-based rewards. Existing tree search algorithms such as POMCP [5] can-
not be applied because its rewards are based on states. Our variant of Monte Carlo Tree 
Search plans actions based on POMDP belief states rather than MDP states, in such 
a way that rewards based on beliefs can be used during the search. The tree structure 
that we use is shown in Fig. 1. The root of the tree corresponds to a belief b, which is 
represented by a particle set containing k states. In the figure four particles are visual-
ized. The transitions from the root node to the square nodes correspond to actions a that 
can be taken, and the transitions from a square node to the circle nodes correspond to 
observations o that can be received after taking an action. After executing an action a 
and receiving an observation o, the resulting belief b′ is also represented by a particle 
set. The transition from b to b′ after taking action a can be computed using a sampling 
procedure. First, a state s, successor state s′ and observation o are sampled based on b. 
Next, we use a weighted particle filter to estimate the belief bo

a
= b� . These steps are a 

common procedure in POMDP algorithms which require transitions from beliefs to suc-
cessor beliefs [17, 24, 25].

Fig. 1   Tree structure for MCTS
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Algorithm 1: MCTS for active inference

A full description of our algorithm is shown in Algorithm 1. In the literature, Monte 
Carlo Tree Search is commonly used to maximize expected reward, while we aim to min-
imize expected free energy. In order to keep notation consistent with existing literature, 
we describe our algorithm in such a way that it maximizes the reward function −1 ⋅ G(b) 
(i.e., minimize the expected free energy term G(b)). Our algorithm is similar to several 
other Monte Carlo planning algorithms for POMDPs [5, 17, 24, 26], and therefore we 
only provide a high-level discussion. The simulate procedure is executed n times start-
ing from the root of the search tree, and it recursively executes actions until it reaches the 
planning horizon. The free energy term G(b) is integrated on line 12. N(b) denotes how 
many times the node corresponding to belief b has been visited, and Q(ba) denotes the cur-
rent estimate of expected reward (i.e., free energy multiplied by −1 ) when executing a in 
belief b. C(b) denotes the number of children of belief node b, which is 0 by default. The 
procedure particleTransition implements a transition from belief b to b′ using a 
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weighted particle filter. Since beliefs are represented by particles, the belief b can be used 
as a set based on which states s ∈ b are enumerated. The procedure getBestAction 
uses an exploration strategy such as Upper Confidence Bounds (UCB) [27] to choose an 
action for a given belief, and the rollout procedure uses a random rollout policy from b 
until the planning horizon and returns the total reward (i.e., free energy) obtained.

During the search process, the belief transition implemented by the particleTran-
sition procedure is the most expensive operation from a computational point of view. 
However, for a given belief b, action a and observation o, the sampling process on lines 6-9 
needs to be performed only once. Therefore, a caching mechanism is implemented to pre-
vent redundant computations.

It is important to note that the use of Monte Carlo Tree Search for active inference has 
also been proposed in the literature [23, 28]. An important difference is that we consider 
explicit belief transitions, and we branch based on actions and observations. For a more 
elaborate discussion we refer to the related work section.

4.2 � Modeling information gathering tasks

In information gathering tasks, the agent needs to perform actions to reduce uncertainty 
with respect to one or more state variables sj . For example, if sj represents whether a pipe 
is leaking or not, then the agent needs to execute actions leading to beliefs in which there 
is low uncertainty about the existence of the leak. As discussed in Sect. 3.2, in its standard 
formulation expected free energy does not capture state uncertainty, which means that we 
cannot use Algorithm 1 directly for information gathering tasks.

In the remainder of this section, we derive a modification of Eq. 7 which enables us to 
include state uncertainty within the active inference framework. Our derivation consists of 
two parts. First, we provide a visual illustration which shows how state uncertainty can be 
reduced by using additional actions and preferred observations. The sole purpose of this 
illustration and discussion is to describe the reasoning and intuition behind a change in the 
expected free energy, which eventually provides an incentive for the agent to reduce uncer-
tainty. Second, we discuss and prove that there is an equivalent expected free energy term 
that we can add to Eq. 7 without expanding the POMDP model with additional actions and 
observations.

We start with a specific example to explain and visualize our idea, which we later 
generalize. We consider a binary state variable  sj for which the agent wants to reduce 
uncertainty. In our example it is assumed that the agent is currently in a belief  b in 
which P(sj = 1 | b) = 0.4 . Our line of reasoning holds for any value of P(sj = 1 | b) , but for 
clarity we take 0.4 to illustrate the approach. It is also important to note that the approach 
does not necessarily require a state variable that is binary.

The belief node corresponding to b is visualized in Fig. 2. In our approach, we use aux-
iliary ‘conclude’ actions which correspond to the values sj can take, inspired by the com-
mit actions that are used in POMDP-IR [16]. Intuitively, the agent can use these actions 
to guess the true value of sj . When executing a conclude action, the corresponding value 
is stored in a fully-observable state variable v, which is also depicted in the belief nodes 
in the figure. After executing a conclude action, the agent receives observation oc if the 
guess was correct, and oi if the guess was incorrect. This observation signal is dependent 
on the true state variable sj and on the guess that was just made, stored in state variable v. 
In Sect. 3 the subscript of o was used as an index, but please note that oc and oi refer to 
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specific observations in the remainder of this paper, with a label c and i for being correct or 
incorrect.

We consider an example to illustrate the use of the conclude actions and observations. 
Given the initial belief in the root we execute action ‘conclude_0’, which stores value 0 in 
state variable v. By executing this action we guess that the true state of sj is 0. This guess can 
be either correct or incorrect. In the root it holds that P(sj = 0 | b) = 1 − P(sj = 1 | b) = 0.6 , 
and therefore observation oc will be seen with probability 0.6 after executing the conclude 
action. Similarly, the observation oi will be seen with probability 0.4, indicating that the 
guess was incorrect. For convenience both probabilities are shown in the figure below the 
belief nodes. After executing ‘conclude_0’ and observing oc it must be the case that the 
true value of sj is 0, and therefore P(sj = 1 | b) = 0 , which is depicted as P = 0.0 in the 
belief node. Similarly, after executing ‘conclude_0’ and observing oi it must be the case 
that the true value of sj is 1, which means that P(sj = 1 | b) = 1 . For action ‘conclude_1’ 
the line of reasoning is identical and therefore omitted.

Given the tree structure in Fig. 1, we use active inference to create an incentive for the 
agent to guess the true value of sj correctly. This is modeled by defining the observation oc 
as a preferred observation in the prior  ō . Intuitively, this ensures that the agents wants 
to make a correct guess. Recall from Sect. 2 that this is modeled by assigning a positive 
weight to observation oc , which we denote by ōc . Since oc is triggered if the correct con-
clude action was executed, defining this observation as preferred observation means that 
receiving preferred observations corresponds to state uncertainty reduction. Intuitively, 
the probability to receive preferred observation oc becomes high if the agent sufficiently 
reduces the uncertainty with respect to sj before executing a conclude action. When inte-
grating the conclude actions and observations oc and oi in the planner, the agent will first 
execute actions to reduce uncertainty about sj . Eventually, it will execute one of the con-
clude actions in order to receive the preferred observation oc.

4.3 � Adjusting the expected free energy equation

The approach that we presented creates an incentive for the agent to execute actions 
which reduce uncertainty, such that the probability to receive the preferred observation oc 

Fig. 2   Tree expansion using conclude actions
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increases. However, we cannot integrate this directly in Monte Carlo Tree Search, because 
the observations oc and oi reveal the true state to the planner. This can be seen in the leaf 
nodes in Fig. 2, in which the probability P(sj = 1) is either 0 or 1. In reality the agent is 
uncertain about the actual value of sj , and therefore we cannot proceed with the planning 
process starting from these nodes. Additionally, it is inconvenient to use auxiliary conclude 
actions and observations, because this extends the size of the original POMDP.

Rather than explicitly integrating conclude actions and additional observations, we 
show that an expected free energy term can be added to Eq. 7. This term is equivalent to 
the expected free energy defined by the construction illustrated in Fig. 2, but it comes with 
the additional advantage that it is not required to expand the POMDP model with con-
clude actions during the planning process. We derive and formalize this term in Theorem 1 
below.

Theorem 1  For a given belief b, the expected free energy induced by conclude actions is 
equal to

in which Vj is a set containing all possible values of sj . The terms 0 < ōc ≤ 1 and 0 < ōi ≤ 1 
denote the prior preference for observation oc and oi , respectively.

Proof  We first consider the expected free energy of action ‘conclude_l’, as defined by the 
tree expansion illustrated in Fig. 2. We first consider two cases. When receiving observa-
tion oc , the free energy is equal to (ln(1) − ln(ōc)) + (−1 ⋅ 1 ⋅ ln(1)) = − ln(ōc) according to 
Eq.  7. When receiving observation  oi , the free energy is equal to 
(ln(1) − ln(ōi)) + (−1 ⋅ 1 ⋅ ln(1)) = − ln(ōi) . Observation  oc is received with probabil-
ity P(sj = l) , and observation oi is received with probability 1 − P(sj = l) . Now it follows 
that the total expected free energy when taking action  ‘conclude_l’ 
equals  −P(sj = l | b) ⋅ ln(ōc) − (1 − P(sj = l | b)) ⋅ ln(ōi) . The agent wants to minimize 
expected free energy, which means that the total expected free energy induced by conclude 
actions can be obtained by taking the minimum over all possible values l that can be taken 
by  sj : minl∈Vj

[
− P(sj = l | b) ⋅ ln(ōc) − (1 − P(sj = l | b)) ⋅ ln(ōi)

]
 , in which the varia-

ble l ∈ Vj enumerates all values l of sj . 	�  ◻

The additional expected free energy term can be easily added to the original expected 
free energy as defined by Eq. 7. This means that it is not required to actually introduce con-
clude actions and additional observations in the POMDP model. The prior preferences ōc 
and ōi can be used to define to what extent the agent wants to reduce uncertainty about the 
actual value of sj . Intuitively, if ōc is much higher than ōi , then the agent aims to reduce 
uncertainty about sj . If both prior preferences are equal, then the agent has no incentive 
to reduce uncertainty. If  ōc = ōi , then the expected free energy of each conclude action 
equals − ln(ōc) , which is a constant that is not dependent on the uncertainty with respect 
to sj . It is important to note that the additional expected free energy term is added for one 
specific belief, but in the planning search tree the future beliefs and their expected free 
energy are also considered because their expected free energy is propagated upwards in the 
tree.

To elaborate our intuition about the influence of the prior preferences on expected free 
energy, we provide a visual example in Fig.  3. In this example we set  ōi = 1 − ōc , and 

(9)min
l∈Vj

[
−P(sj = l | b) ⋅ ln(ōc) − (1 − P(sj = l | b)) ⋅ ln(ōi)

]
,
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since sj is binary it holds that P(sj = 1 | b) = 1 − P(sj = 0 | b) . As expected, if the prefer-
ence for both observations is equal, then the expected free energy is not affected by the 
uncertainty with respect to  sj . This can be seen in the first column in the figure. When 
increasing ōc , the expected free energy becomes low if P(sj = 0 | b) is either low or high, 
which is the case if uncertainty with respect to sj is low. In the rightmost column it can 
also be seen that the expected free energy is high if uncertainty with respect to sj is high. 
The figure confirms visually that minimizing our expected free energy term corresponds to 
minimizing state uncertainty.

The planning algorithm and the expected free energy term that we have presented in 
this section enables modeling of information gathering tasks directly in the active inference 
framework. This is an important step, because in current active inference approaches with 
the standard definition of the expected free energy it is not possible to express this directly 
in the problem formulation. In our approach, this can be modeled directly by including 
additional terms in the expected free energy for the state state variables for which informa-
tion gathering is relevant. As a result, it becomes possible to use active inference for infor-
mation gathering tasks, and thereby we have created a new alternative for existing informa-
tion gathering approaches for POMDPs. An evaluation of the approach will be provided in 
the next section.

5 � Experiments

In this section, we present the results of our experimental evaluation, in which we compare 
our algorithm based on active inference with a baseline planning algorithm in three differ-
ent domains. Our active inference planner uses expected free energy to gather information 
about the environment state while navigating towards a goal, which is defined using pre-
ferred observations. Our planner corresponds to Algorithm 1, and we use UCB with scalar 
parameter 10 to balance exploration and exploitation during tree search. Since it is required 
to use a planning algorithm which supports belief-based rewards, we only use belief-based 
MCTS in our experiments. More details and a description of the domains are provided in 
the corresponding sections below.1

Fig. 3   Expected free energy induced by conclude actions

1  Source code of the algorithm is available online: https://​github.​com/​erwin​walra​ven/​active_​infer​ence.

https://github.com/erwinwalraven/active_inference
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5.1 � Inspecting pipes in industrial area

In our first experiment, we show that our planner is able to gather information about a 
potential leak in a pipe. Below we first discuss the domain itself. Next, we discuss how the 
experiment is executed, followed by our results and conclusions.

The domain that we consider is an inspection task in which the agent needs to walk a 
path from a start location to an end location, and along the way it needs to check whether 
there is a leak in one of the pipes. The domain is depicted in Fig. 4, in which the agent 
walks from cell 0 to cell 4. The destination in cell 4 needs to be reached before a deadline, 
which means that the agent has a limited amount of time to execute its actions. In cell 1, 
the agent is able to perform inspections in order to determine whether pipe A is leaking. 
However, if the agent detects a leak from the inspection point, it can be caused by either 
a leak in pipe A or a leak in pipe B. In order to determine whether pipe A leaks, the agent 
first needs to go to cell 2 to switch off the pump. Intuitively, by switching off the pump it 
eliminates the possibility that the leak is caused by pipe  B. Furthermore, when switch-
ing off the pump, the agent observes whether cell 3 is accessible or not. If it is accessible, 
then it can walk from cell 2 to cell 4 via cell 3. Otherwise it must take the longer path via 
cell 6 to reach the end location. There are two types of inspections that can be performed in 
cell 1: a long inspection that is accurate and a short inspection that is more noisy. The agent 
keeps track of time in the state, and long and short refers to the amount of time the action 
takes. While choosing one of the inspection actions, the agent needs to reason whether it is 
still able to reach the end location on time. For example, if cell 3 is not accessible, then the 
agent has less time for inspection and therefore a long inspection in cell 1 may not be fea-
sible. Similarly, if cell 3 is accessible, then the agent has plenty of time for a longer inspec-
tion, which provides accurate information about the existence of a leak.

The time and location of the agent are fully observable in this planning task. The origi-
nal state of the pump, and the existence of a leak in A and B are partially observable. 
Prior to planning, we initialize a uniform initial belief for the state variables that are par-
tially observable, consisting of 1000 state particles. In the initial belief the location of the 

Fig. 4   Pipe inspection domain
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agent is always cell 0, and it always starts at time 0. When performing an inspection, the 
observation signal of the agent depends on state of pipe A and B. If at least one of these 
pipes leaks, a long inspection informs the agent that there is a leak. A short inspection only 
reveals this information in 90 percent of the cases. We apply active inference to choose the 
actions to be executed. When reaching cell 4, a preferred observation is triggered, defining 
the goal of the agent. Furthermore, for the binary state variable corresponding to the exist-
ence of a leak in pipe A, we insert additional terms in the expected free energy as defined 
by Eq. 9. By minimizing the expected free energy, we expect that the agent chooses actions 
which reveal information about a potential leak in pipe A, while navigating towards cell 4.

We conduct an experiment to show that our planner based on active inference is able to 
gather information about a potential leak in pipe A. We also use a baseline POMDP plan-
ner in which we define a large reward that the agent receives when reaching cell 4 while 
uncertainty with respect to a leak in pipe A is low. We define the true environment state 
in such a way that pipe A leaks, the pump is running and the short path is accessible. The 
running pump ensures that the agent must switch off the pump first in order to see whether 
pipe A leaks, and the accessibility of the short path ensures that the agent has the flexibility 
to choose either a short or long inspection in cell 1. We use the observation probabilities 
shown in Table 1. The observation o1 indicates that there is a leak, and o0 indicates that 
there is no leak. It can be seen that a long inspection provides more accurate informa-
tion than a short inspection. Therefore, we expect that the agent chooses long inspection 
actions. We use two variants of the long inspection. The regular long inspection always 
triggers observation o1 in case of a leak, and the auxiliary action long_2 triggers either 
observation o1 or o′

1
 in case of a leak. The latter introduces ambiguous observations in case 

of a leak, and we expect that the active inference planner tends to avoid such observations, 
whereas it does not matter for the baseline POMDP planner since they provide the same 
information about the leak.

The results of our evaluation are shown in Table 2, measured based on 100 runs. Desti-
nation reached indicates whether the agent reached cell 4, which is ideally 1. It can be seen 
that both planners ensure that the agent actually reaches the end location in time. Entropy 

Table 1   Observation 
probabilities in case of leak in A

State Inspection action Probabilities

leak short P(o
1
) = 0.9 , P(o

0
) = 0.1

leak long P(o
1
) = 1.0

leak long_2 P(o
1
) = 0.5 , P(o�

1
) = 0.5

no leak short P(o
1
) = 0.1 , P(o

0
) = 0.9

no leak long P(o
0
) = 1.0

no leak long_2 P(o
0
) = 1.0

Table 2   Scenario with leak in A 
and short path

Active inference Baseline

Destination reached 1.00 ± 0.00 1.00 ± 0.00

Entropy leak A 0.00 ± 0.00 0.00 ± 0.00

Total runtime (s) 65.88 ± 1.99 60.09 ± 2.98

Entropy obs long inspect 0.00 ± 0.00 0.29 ± 0.30
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leak A represents the uncertainty in the state variable that indicates whether pipe A leaks. 
Both planners are able to plan actions in such a way that the agent collects information 
about the leak. The total runtime indicates how long one run takes. For all long inspection 
actions chosen by the planner during 100 runs, we evaluate the entropy of the expected 
observations (entropy obs long). As discussed above, we expect this entropy to be low for 
active inference, and this is confirmed by the results in the table. It can be seen that active 
inference always chooses long inspections with low observation uncertainty. The baseline 
POMDP planner does not capture this type of uncertainty in its reward signal, and it can be 
seen that it sometimes executes long inspections which lead to more uncertainty in obser-
vations (the mean entropy is 0.29 rather than 0.00).

We repeated the experiment for the scenario in which the short path is not accessible. 
This means that the agent must execute a short inspection in cell 1 after switching off the 
pump, because otherwise there is insufficient time to reach cell 4. The results are shown in 
Table 3. As expected, it can now be seen that active inference also chooses short inspection 
actions with uncertainty in the observation signal (both mean entropy values in the bottom 
row are positive). Furthermore, compared to the baseline planner active inference inspects 
in such a way that state uncertainty becomes lower. On average the entropy of the belief 
with respect to the leak in A is 0.15, whereas this entropy value is 0.49 on average when 
using the baseline planner.

To summarize, our experiment has shown that our tailored active inference approach 
for information gathering is able to collect information about the environment state. This 
confirms that our approach introduced in Sect. 4.2 is able to effectively reduce uncertainty 
with respect to states.

5.2 � Comparison with entropy‑based rewards

In our next experiment, we make the comparison between our active inference planner and 
a planner that uses an entropy-based reward signal. We perform this experiment in multi-
ple configurations of a rock inspection domain, inspired by the RockSample domain [29], 
with various settings for the prior preference for ōc . Furthermore, we also compare with a 
simple baseline that always executes a random feasible action. In the remainder of this sec-
tion we first provide an introduction to the domain, after which we present and discuss the 
results of the comparison.

We consider a rock inspection task in a 4 × 4 grid, as illustrated in Fig. 5a. The agent 
starts in cell  0, and is tasked to infer the state of a rock which can be positioned in the 
cells 8 − 15 . The true state of the rock can take value 0, 1 or 2, and initially the belief over 
these values is uniform. The state variables for the position of the agent, the position of 
the rock and the time are fully observable. The agent can perform four deterministic move 
actions, one for each direction, and there is an inspect action which can be used to reveal 

Table 3   Scenario with leak in A 
and long path

Active inference Baseline

Destination reached 1.00 ± 0.00 1.00 ± 0.00

Entropy leak A 0.15 ± 0.23 0.49 ± 0.29

Total runtime (s) 66.55 ± 3.10 61.99 ± 3.58

Entropy obs short inspect 0.43 ± 0.10 0.44 ± 0.11
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information about the true state of the rock. These inspections can only be executed in 
cells 8 − 15 , and therefore the agent first needs to move to the upper half of the grid before 
it can execute inspections.

The inspect action can trigger three observations, each of which corresponds to the true 
state of the rock, and the correctness of these observations is dependent on the distance d̂ 
between the agent and the rock. An example of such a distance is shown in Fig. 5b. Based 
on this distance we define the probability that inspect returns the correct observation signal 
as follows:

in which 
√
22 + 12 and 

√
42 + 42 denote the minimum and maximum distance, respec-

tively, such that the entire term evaluates to a number in the interval [0, 1]. For example, if 
the distance d̂ is maximum, then the probability becomes 0, and if the robot stands next to 
the rock then the probability becomes 1.

We perform an experiment in which the agent can perform actions to infer the true state 
of the rock, and we assess this based on the entropy over rock states based on the final 
belief after action execution. The agent is able to execute at most 7 actions, such that the 
agent is potentially able to reach cell 15 and perform an inspection there. This deadline 
also creates the incentive to be efficient, which means that it does not have the time to 
walk around a large amount of time before starting inspections. We use a random plan-
ner which takes random actions, for which we expect that the entropy remains high. We 
also include a planner which uses an entropy-based reward signal, which rewards the agent 
for reducing entropy. In every step the agent gets reward Em − E , in which E denotes the 
entropy over rock state values according to the final belief and Em = −1 ⋅ 1∕3 ⋅ log(1∕3) ⋅ 3 
is the maximum entropy for a state variable with three possible values. We also use three 
variants of our active inference planner, abbreviated AI, with various values for the prior 

(10)1 −
(d̂ −

√
22 + 12)

(
√
42 + 42 −

√
22 + 12)

,

Fig. 5   Rock inspection domain
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preference  ôc . We expect that the active inference planner with ôc = 0.5 does not always 
reveal the true rock state, whereas the planner with ôc = 1.0 does reveal the true state, con-
firming the intuition that we visualized in Fig. 3. Our experimental setup is the same as in 
the previous experiment, and each run is repeated 100 times.

The results of our experiment are shown in Table  4. In the first column we can see 
that, as expected, the random planner does not manage to reduce the uncertainty regarding 
the true state of the rock. The planner with an entropy-based reward function does always 
reduce the uncertainty, which is also aligned with our expectations. As we have seen in 
Fig. 3, in an active inference planner with ōc = 0.5 the additional free energy induced by 
conclude actions is constant, which means that it does not create an additional incentive 
to reduce uncertainty. This is also confirmed by the results in the table. When increasing 
the prior to ōc = 1.0 we see that the planner is effectively able to reduce uncertainty. This 
result also confirms that active inference is an attractive alternative approach for informa-
tion gathering tasks in POMDPs, providing an alternative for existing reward signals for 
such tasks.

5.3 � Avoiding specific observation signals during inspections

In our final experiment, we consider a task in which the agent needs to check in which 
room a person is located, as illustrated in Fig. 6. The purpose of this experiment is to intu-
itively confirm that active inference can be used to pick actions which lead to observa-
tion signals that are preferred, and to pick actions which avoid observation signals that 
are not preferred, while still being able to reduce uncertainty about the environment state. 
The agent starts in cell 0, where it can decide to travel to cell 3 via either cell 1 or cell 2. 
After arriving in cell 3 the agent performs one inspection action, which reveals in which 
room the person is located. This sensory action provides the correct answer in 95 per-
cent of the cases. While traveling through cell 1 it is silent, whereas the agent hears music 
while it travels through cell 2. For the purpose of this experiment we define that the agent 
prefers to travel through a silent area, by defining the corresponding observation as pre-
ferred observation. As we will show next, active inference automatically plans its actions 
in such a way that the area with music is avoided. We use the same experimental setup as 
in Sect. 5.1, and the results are shown in Table 5. Both planners ensure that the inspection 
point is reached and they execute an inspection to reduce uncertainty about the location of 
the person. Please note that the agent executes only one inspection action which reveals the 
location correctly in 95 percent of the cases, and therefore it is not possible to reduce state 

Table 4   Final entropy in rock inspection experiment

Rock position Random Entropy-based AI ( ̄o
c
= 0.5) AI ( ̄o

c
= 0.75) AI ( ̄o

c
= 1.0)

8 0.98 ± 0.30 0.00 ± 0.00 0.21 ± 0.26 0.00 ± 0.00 0.00 ± 0.00

9 0.89 ± 0.41 0.00 ± 0.00 0.11 ± 0.20 0.00 ± 0.00 0.00 ± 0.00

10 0.90 ± 0.36 0.00 ± 0.00 0.25 ± 0.30 0.20 ± 0.25 0.00 ± 0.00

11 1.02 ± 0.20 0.00 ± 0.00 0.25 ± 0.30 0.24 ± 0.27 0.00 ± 0.00

12 0.93 ± 0.36 0.00 ± 0.00 0.15 ± 0.23 0.00 ± 0.00 0.00 ± 0.00

13 0.93 ± 0.34 0.00 ± 0.00 0.07 ± 0.13 0.05 ± 0.15 0.00 ± 0.00

14 0.97 ± 0.28 0.00 ± 0.00 0.54 ± 0.34 0.20 ± 0.27 0.00 ± 0.00

15 1.02 ± 0.21 0.00 ± 0.00 0.59 ± 0.29 0.24 ± 0.28 0.00 ± 0.00
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uncertainty completely in the second row of the table. The baseline planner does not model 
preferred observations, and therefore both paths to cell 3 are equivalent from the viewpoint 
of the planner. In the table, it can be seen that the baseline planner sometimes sends the 
agent via cell  2, where it perceives music, whereas the active inference planner always 
chooses cell 1 as desired. As expected, our experiment shows that active inference may be 
used to express that specific types of observations are preferred or not preferred to be per-
ceived. Compared to the use of a regular POMDP algorithm this is advantageous, because 
as a modeler it is not required to first reason about the states in which this signal may be 
perceived. Instead, the modeler can express this directly by setting the prior. Furthermore, 
the results also show that the agent still manages to reduce uncertainty about the environ-
ment state.

6 � Related work

In active perception, agents consider the effects of their actions on the performance of 
sensors, in such a way that these sensors can be used to get information about the true 
environment states [9]. The POMDP-IR formalism models this using information-gain 
rewards, which reward the agent for reducing uncertainty in the state belief [16]. POMDP-
IR uses commit actions which reward the agent for guessing the state correctly, which fol-
lows a similar intuition as the conclude actions that we use in Fig. 2. Active inference is 
more generic, because in addition to planning for state uncertainty reduction it also ena-
bles agents to plan towards goals, which are defined by preferred observations. Planning 

Fig. 6   Agent inspecting two rooms to find a person

Table 5   Finding a person using 
an inspection

Active inference Baseline

Inspection point reached 1.00 ± 0.00 1.00 ± 0.00

Entropy person location 0.19 ± 0.04 0.17 ± 0.03

Total runtime (s) 16.13 ± 0.51 15.88 ± 0.48

Music observed 0.00 ± 0.00 0.47 ± 0.50
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towards goals is also considered by Goal-Directed POMDPs [30, 31], but this framework 
only models goal states that should be reached, and it is not directly suitable for perception.

Active inference researchers also studied the connection to planning, specifically for 
navigation tasks. It has been shown how it can be used to navigate towards goals in maze 
domains [10], but scalability is limited because it requires full policy enumeration and 
evaluation of the expected free energy. Active tree search has been proposed to address this 
issue [23]. In particular, the Active Inference Tree Search algorithm (AcT) also constructs a 
search tree during simulation runs. However, the AcT algorithm builds a tree with branches 
for actions only, rather than constructing action and observation branches. A tree based on 
actions only is not suitable for our planning task because successor beliefs are dependent 
on both actions and observations. Furthermore, the tree in the AcT algorithm can be used 
to plan the first action to take, but during execution of multiple subsequent actions it is not 
possible to follow branches of the tree based on actions and observations. Our planning 
tree does support this, in such a way that the planning tree only needs to be computed once 
prior to action execution. Monte Carlo Tree Search has also been proposed in the context 
of deep active inference [28], with the goal to avoid policy enumeration when construct-
ing scalable active inference agents. Deep active inference uses tree search combined with 
deep neural networks for planning and for policy approximation, but there is no focus on 
information gathering tasks specifically. Related methodologies are Sophisticated Inference 
[32] and Branching Time Active Inference [33], which also rely on tree search. However, 
these similar approaches do not use a particle representation and information gathering is 
not the main focus.

Planning as inference interprets planning as maximum likelihood estimation of a policy, 
conditional on the future reward that is expected according to a cognitive generative model 
[34]. However, its generative model is purely used to condition on reward, and it is not 
used to reason about uncertainty-resolving behavior. Inference frameworks for planning 
and decision making are able to consider observation ambiguity. Compared to active infer-
ence they encode the concept of value differently in its generative model. We refer to work 
by Millidge et al. for more details [35].

Besides planning based on a given POMDP model, active inference has also been stud-
ied in the context of reinforcement learning. Deep active inference is able to learn policies 
directly from sensory inputs in a partially observable setting [28, 36, 37]. We expect that 
our tailored expected free energy term can also be used in these settings, because deep 
active inference is also based on the expected free energy, in which our adjustments inte-
grate naturally.

7 � Conclusion

In this paper, we have considered planning tasks in which gathering information about 
the environment state is the main goal, rather than being a means to reach a goal. In the 
POMDP literature several approaches have emerged which can be used to enable agents 
to gather information about the environment state. Similar types of problems were stud-
ied in the field of active inference, which integrates planning and perception in a single 
framework. These developments raise the question how both fields relate to each other, 
and to what extent both lines of work can be use for information gathering tasks. In this 
paper we made a step to bring both fields closer to each other by discussing how active 
inference relates to information gathering in POMDPs, and how active inference can be 
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extended in such a way that it can be used to plan in information gathering tasks. In par-
ticular, we derived an approach to introduce an additional expected free energy term in the 
active inference framework, and by minimizing this quantity we induce information gath-
ering behavior in active inference based on reducing state uncertainty. A series of experi-
ments confirmed that our tailored active inference approach can be used in information 
gathering tasks, providing an alternative to common POMDP approaches for information 
gathering. Furthermore, we hope that our work opens the door towards more research at 
the intersection of both research areas in the future. For example, for information gathering 
tasks it may be relevant to consider additional rules and constraints, and developments on 
constrained planning [38] may also be applicable to active inference planning algorithms.
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