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ARTICLE INFO ABSTRACT

Keywords: In this paper, we present two multidimensional power flow formulations based on a fixed-point iteration (FPI)
Power flow algorithm to efficiently solve hundreds of thousands of Power flows (PFs) in distribution systems. The presented
Fixed-point iteration algorithms are the base for a new TensorPowerFlow (TPF) tool and shine for their simplicity, benefiting
Tensor from multicore Central processing unit (CPU) and Graphics processing unit (GPU) parallelization. We also
Mixed computer resources . . . . . . . .
GPU focus on the mathematical convergence properties of the algorithm, showing that its unique solution is at

the practical operational point. The proof is validated using numerical simulations showing the robustness of
the FPI algorithm compared to the classical Newton-Raphson (NR) approach. In the case study, a benchmark
with different PF solution methods is performed, showing that for applications requiring a yearly simulation
at 1-minute resolution, the computation time is decreased by a factor of 164, compared to the NR in its sparse
formulation. Finally, a set of applications is described, highlighting the potential of the proposed formulations
over a wide range of analyses in distribution systems.

1. Introduction

The power flow study is crucial for different technical analyses
of electrical distribution systems. For example, power flows (PFs) are
widely used in Time series simulation (TSS), where long-term analysis
depends on high granularity in time, e.g., integration of distributed
energy resources, Volt/Var control, and hosting capacity [1]. Another
widespread use of multiple power flows is the Probabilistic power
flow (PPF), in which exogenous uncertainties are modeled using sce-
narios, evaluated using power flows, and its impact evaluated using
stochastic analysis [2]. Many other applications require multiple power
flow executions, such as metaheuristic-based optimization, contingency
analysis, and machine learning in power systems [3].

Notably, the common factor between the aforementioned applica-
tions is the execution of multiple (thousands or even millions) power
flows to provide insightful results. These applications are multidimen-
sional regardless of the technique used to reduce the number of times-
tamps, scenarios, or training size [1-3]. The multidimensionality moti-
vates efficient power flow formulations and new techniques, providing
fast and accurate results. Multidimensional problems have been tackled
in the past, such as in [2] for the PPF problem using the embedded holo-
morphic power flow, or in [4] where tensors are used to formulate the
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three-phase power flow. As expressed by the authors in [4], using the
tensor formulation reduced the memory requirement and improved the
calculation times compared to the traditional implementation. How-
ever, the authors reported that computational times underperformed
the ones with the BFS. On the other hand, authors in [2] found
their algorithm to be more computationally exhaustive than the com-
pared alternatives. These conclusions motivated the implementation
of a computationally efficient tensor formulation for multidimensional
problems.

Advances in computer hardware, such as the increase in the number
of cores in CPUs and the evolution of GPU designs, transitioning from
simple graphics processors to highly parallel multiprocessors of many
cores [5], opened a new paradigm of programming and rethinking
PF algorithms. New lines of research look at reducing computational
time by combining CPU and GPU resources to improve the speed of
convergence of Newton—-Raphson algorithms [6-9], which is seen as a
preferred method to improve due to its quadratic convergence. How-
ever, the formulation of these approaches is designed specifically to
solve one power flow in the least amount of time. Unfortunately, these
algorithms are heavily focused on GPU-based architectures, making
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their implementation a tedious process and requiring specific GPU
programming knowledge. However, applying general mathematical for-
mulations of power flow to multidimensional problems using new
hardware capabilities is relatively new.

Fixed-point iteration (FPI) algorithms have been proposed to solve
the PF problem, showing accurate results and numerical stability.
As described in [10,11], FPI methods can guarantee convergence to
the power flow solution via the Banach fixed-point theorem. In this
paper, we advocate using an FPI algorithm to solve multidimensional
PF formulations. This fixed point algorithm has shown robust perfor-
mance [11]; it has a simple formulation for the case of distribution
system analyses,’ it is suitable and scalable for multidimensional appli-
cations in the form of a tensor, and can also benefit from multicore CPU
and GPU parallelization. In this work, we also focus on the mathemati-
cal convergence properties of the algorithm, showing its unique point of
solution at the practical operational point (if the solution exists), which
is the high-voltage, low-current solution. The contributions of the paper
are as follows:

» Present a practical tool for multidimensional power flow anal-
ysis in distribution systems, named TensorPowerFlow (TPF)* in
its dense and sparse versions, which are based on a FPI algo-
rithm. The TPF opens new possibilities for using mixed computing
resources (CPUs or GPUs) to increase performance.

» Give a geometric and physical interpretation of the existence of
the power flow solution using an FPI iterative algorithm, showing
the robustness and numerical stability of the FPI algorithm.

2. Single dimension fixed point power flow

We take a network with one substation, b = |2,| demand nodes,
and ¢ = |Q,| phases. Nodal voltages and currents are related by the
admittance matrix Y € C¢+D#x(b+Dé a5 follows:

[ is ] — [Yss st]
—iq Yoo Yaa
where vectors i, € C**! and i, € C*%*! represent complex injections
of nodal current at the substation and at the demand nodes d € g,
while v, € C»! and v := v, € C*¥! are complex components of
the respective nodal voltages. It must be noted that (1) is general and
can represent single-phase, polyphase, radial, meshed networks and
distributed generation of constant power.

In this paper, we call a single-dimensional power flow to the solution
of (1) for a single vector of nominal complex power s € C**¥! at the
demand nodes, which is a snapshot of consumption in the grid. The
single-dimensional power flow formulation, namely the FPI algorithm,
is the basis of the tensorized version, and it is based on the notation of
the equivalent version of the successive approximation method (SAM)
presented in [11] as:

v

L}

Viuyny = van)°(7l) +w 2)
with

A = diag (apOs*); B=diag(az ©5*) +Y 4

c=Y, v, +a; Os"

F=-B'4; w=-B"¢ 3)

where O is the Hadamard product, v}, °D the element-wise reciprocal
of the conjugated vector containing the nodal voltages at iteration n,
and a,, a;, and ap represent the coefficients of the ZIP load model

1 It must be noted that voltage-controlled buses (PV-buses) are not con-
sidered in the current formulation since generators with automatic voltage
regulation are not common in distribution systems [12]. The interested reader
is referred to [13] if PV-buses need to be included.

2 Public repository of the TensorPowerFlow tool is available here [14].
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per demand node and phase. It is worth mentioning that A € Ct#*b%,
B € CH¥*b¢ and ¢ € C**! are constant matrices and vector within the
iterative process for a particular operating point. Thus, F € C/*b
and w € C%*! can be calculated once and used at each iteration.

The algorithm in (2) can be rearranged as an iterative mapping
using v*°"! = v, @ ||lv,ll%, where @ is the Hadamard division and

(n)
Il - I, is the element-wise euclidean norm, as

Vi1 = —B7! diag(a, © 5* @ v, 1Py, + w
=T(v) Q]

Here, the Banach fixed-point theorem is used to prove that (4) is a
contraction mapping in order to have a solution. This is the case where
T(-) satisfies

o1y =Vl < KIT@pry) = T@EI, ()

where the norm-1 distance is used in our case (|| - ||,), that is, for
vectors ||x||; = Y, |x;|, where | - | is the absolute value, and for matrices
1Al = max/-(zi la;; 1), which is the column norm. When k < 1, the
contraction mapping 7'(-) has a unique point of convergence. This can
be shown as

vy = vl = 1B~ diag(a, © 5™ @ (|11 ||§)U(,,+1)

g " 2 (6)
— B diag(a, © 5™ @ |lv,lI)ve, I

Assuming that s is a feasible load consumption (details of this
feasibility are given in Section 3), the iterative algorithm reaches closer
voltage values at each iteration, i.e., v, ) = v(,. Which means that
after a number of iterations, the voltage at the solution is v(,. The con-
jugate load power in each bus-phases can be expressed by its equivalent
impedance using the solution voltage z;, i.e., s* @ ||v(°<,)||f3 =1@z,
where 1 is a vector of ones of dimension b¢. Then (6) can be reduced
using Holder’s inequality as

10s1) — Vool = 1B™! diag(a, @ 2)@(11) — Vo)1
< 1B diag(a, @ 2Dl @11y = Vo)l @)
S kl@gen = Vo)l

From (7), for purely constant power a, = 1, and noticing that B!
is the grid impedance matrix Zy; then, the contraction scalar for the
converged problem is

k= ||Zgdiag(1 @ z)l,
= |2jj|/|£l,j| (8)

where the hat notation represents the solution values of the biggest
ratio between impedances. The only possible solution of (8) in order to
be a contraction mapping, i.e., k < 1, is when |z ;| < |z, ;|. The diagonal
entries of Zy, i.e., |z ;1> are the Thevenin impedance equivalent of bus
j [15], meaning that the only solution for (8) is for the operational
point of the network with high impedance (high voltage, low current),
which is the feasible operational state of the network. Noteworthy,
k = 0 necessarily implies that @, = 0, indicating that the solution is
obtained after one iteration if loads are modeled as a combination of
constant current and constant impedances.

The physical interpretation of (8) can be shown by analysis of an

equivalent two-bus system, discussed in detail in the next section.

3. Geometric interpretation of the existence of a power flow solu-
tion

Consider a grid formed by two nodes: node 0 as a source node,
acting as the slack bus with known voltage v, and reference angle
0, = 0, and node 1 with load s,;, operating as a load bus. Then, the
power of the load is given by s, = v;i}, defining v; = (z,/(z, + z)))vy,
iy = (vy/(z4 + z;)), where the source load is z, = r; + jx,, and the
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Fig. 1. Geometry of the solutions of the power flow problem for a two-bus system with parameters z; = 1.0+ 0.5 and ||v,|| = 1.0. (a) and (b) are the contour graphs for the circular
formulation (10) and (11), for p, and g;, respectively; black circles highlight a feasible combination of active and reactive power. (c) The red circles highlight an infeasible value
of the load power (no crossing between the circles), while the feasible values have two points of solution that form a line that passes through the origin. (d) All the solutions for
the critical load power, which has only one point of contact between the circles, form a circle with radius ||z,]|.

equivalent load impedance is z; = r; + jx;. The power on the load
defined in terms of the source voltage and impedances is

. 7 X 2
S1=P/+Jql=(m+1m)llvoll , (©)]

where a = (r; + r;) and b = (x, + x;). Rearranging the expressions for p,
and ¢, into circle equations as (10) and (11) respectively, we have that

2 2 _ 2
(rp—ci ) +(x;—cpp) = r 10
2 2 _ 2
(rp—c1 ) +(x;—cpg) = L an
with,
_lol> . .
cl,p = ZP[ I cl,q =T CZ,p ==X
llogll> llwoll
— . - 2 .
Crp=——Xg; F,=— v, —4rp;;
2,4 qu s P 2pl ” o” sP1
llvoll
rq = 2_q] ”Uollz _4xsql‘

The contour plots of (10) and (11) are shown in Fig. 1(a,b), high-
lighting as an example the circles for the power values p; = 0.18 [p.u]
and ¢; = 0.11 [p.u]. The intersections of the circles are the two possible
impedance solutions for z, i.e., z;; and z,,, where the values for p; and
g, can exist simultaneously. For example, Fig. 2(c) shows two cases: the
first is where the power flow has a solution and the circles intersect
(black line) at two points, and the second is where the red circle does
not have an intersection, meaning an infeasible combination of power
values. The intersection points of the circles form a line that passes
through the origin in all cases. This can be shown using the intercept
in the line equation y = mr, + f, shown as a blue line in Fig. 1(c). The
intercept is defined in terms of the parameters of the two circles as

70 71

-
2 2 2 2 2 2
B (Cl,p +6,+ rq) - (cl’q teo,t rp)

2(624, - Cz,q) a2
where, after the corresponding algebraic manipulations, it can be seen
that the numerator of (12) is zero, i.e., yy = 7;.

The maximum loading scenario occurs when the two circles are
tangent to each other (Fig. 1(d)). The tangent line of the point of
contact between the circles is perpendicular to their radii and passes
through their origins according to (12). Therefore, the altitude (k) of
the scalene triangle formed by the centers of the circles and the origin,
that is, points ((e1ps €2,p) (€145 €2,4)5(0,0)), can be calculated using the
triangle inequalities as

B = (e1,)) +(ep,))" =y =15 +x7 = NIzl 13)

This means that all unique points of contact between the two circles
lie in another circle defined by ||z ||, which is the magenta circle shown
in Fig. 1(c,d). This also means that the critical points where the power

(a) (b)
2
4 0.4 +
. i
0.2 —
g 0 5 0.0
_0.2 4
7 2l 1 lisgl < Lvol®
] “ S = 4Tz
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I Feasible on set S

®— 2,5 =112+j00
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Fig. 2. Example of feasibility regions depicted by (15) and (16). (a) Each point of the
maximum power transfer circle ||z|| in the impedance plane (r, x,) parameterizes the
parabola in (15) that defines the feasible load power values. (b) The vertexes of the
d parabolas are rotating around the circle defined by (16) in the load power plane
(p;»q;)- Only points of the first quadrant are shown, highlighting three example points
(2,1, 2,2, 2,3) With their respective parabolas. Feasibility region for the case of z, is
emphasized with red and yellow. The green region is the union of all possible feasible
regions for all parabolas.

flow is feasible and with only one impedance solution z,, z;; = z,,
are when ||z,|| = ||z||, which is the point of maximum power transfer.
From this, it is clear and important to notice that there are two possible
solutions for the two-bus system that are not critical; one lives inside
and the other outside of the circle defined by | z,|l, meaning that
llz, 1l < llz,ll and l1z;5 1 > l1z,]l-

A region of convergence in the complex power plane (p,, ¢;) can be
defined for the power in the load s, using the critical point of contact
of the two circles in the impedance plane (r;, x;). When the circles have
one point of contact, then the distance between the centers of the circles
equals the sum of its radii, that is,

Pty = A1y = e+ (e = €0 14)

Rearranging this expression, we have the following quadratic equa-
tion, named f,(p;, ), xp) for p; and ¢,

Gq[2+Hp1q,+Ip,2+JqI+Kp,+L:O (15)
where,

G= r? H = -2rx, I =loplx,

J=x K = lloglr, L =—loll>/4

The conic section defined by (15) is a parabola due to its discrim-
inant 4 = H? — 4GT = 0. The parabola is parameterized by the source
impedance z, i.e., r; and x,;. An example of this parabola where z; has
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Fig. 3. Convergence analysis of NR and FPI algorithms. (a) and (c) corresponds to the regions of convergence for different initial values of voltages v, for NR and FPI algorithms,
respectively. The green region corresponds to the high voltage (high impedance) and the red region to the low voltage (low impedance) solutions. (b) and (d) correspond to the

number of iterations required for convergence for the NR and FPI algorithms.

only a resistive value is shown in blue in Fig. 2, represented by z ;. The
parabola curve represents all (p,, ¢;) pair of values for which the two-bus
system is at the maximum power transfer point, which means that it has
only one equivalent load impedance solution. The region defined inside
the parabola represents the power values that have a valid (feasible)
solution, meaning that z,; and z,, exist, and the ones outside are
values for which the solution of the system does not converge, i.e., it
is infeasible. From Fig. 2, it can be seen that the feasible/infeasible
regions change with the parameterized values of the parabola. If we
compute all sets of parabolas S = { f,(p, 4|, x,) | 72 + x2 = |1z,]1*}, and

calculate the union of all feasible power flow regions defined by S, we
o2
Hlzgll*

the collection of all the vertices of the rotating parabolas. This means
that the condition to have a feasible solution for the power flow is

This circle is

have the circle delimiting such a region by ||s;|| <

llooll> = 4llsy 1111 - (16)

This condition that is in the norm-form, is used to prove the exis-
tence of the power flow solution in [16-18], and here it is shown as a
geometrical derivation and interpretation. It should be noted that this
region (16) is a conservative estimate, since the actual regions depend
on specific parameterization of r, and x, [18], as shown in Fig. 2(b)
for the z;, example. In other words, it can be stated that a solution is
feasible within the green circle; however, if it is outside the circle, it
does not necessarily mean it is infeasible.

Therefore, if the power consumption satisfies at least the condi-
tion (16) [17], and the power flow converges using the iterative fixed
point algorithm in (2), and following the condition in (8), then, this
implies that the unique point of convergence is the high-impedance
solution.

The two-bus system is solved using the NR and FPI algorithms,
with different starting points v, to numerically confirm the unique
convergence point of (2). The first row of subplots in Fig. 3 corresponds
to the NR and the second, to FPI solutions. The green and red colors
in Fig. 3(a,c) represent the attraction regions for high-voltage (high-
impedance) and low-voltage solutions, respectively. The number of
iterations for each algorithm is shown as colored contour plots in
Fig. 3(b,d) for the NR and FPI algorithms, respectively. The results
confirm the robustness of the FPI algorithm, which converges to the
operational point regardless of the initial voltage estimate, unlike NR.
Notice that for a simple two-bus system, the risk of falling into a
nonoperational point (but mathematically valid) still exists with the NR
algorithm, and it is dependent on the v, starting point. Additionally,
the FPI algorithm has a consistent number of iterations in the complex

domain for v;, which is related to the rate of convergence determined
by the contraction scalar k. The interested reader is referred to [11] for
further numerical comparisons.

The NR algorithm in polar coordinates needs fewer iterations than
the FPI approach [11,19]. Moreover, NR benefits from system spar-
sity, making it ideal for sequential computers. Still, its per-iteration
computation cost is significantly higher due to the need for Jacobian
inverse calculations. When dealing with hundreds to millions of power
flows, the cumulative cost of NR iterations adds up, leading to longer
processing times. Thanks to advancements in computer hardware, es-
pecially faster matrix multiplications, the FPI algorithm is an excellent
choice for extensive power flow simulations on modern computers for
distribution networks. Its reliance on successive matrix multiplications
and its simple formulation makes it easy to program. Moreover, it can
naturally extend to a tensor setting.

4. Multidimensional fixed point power flow
4.1. Tensor power flow - dense formulation

Consider a study that requires the analysis of an extensive number
of cases of load consumption. A tensor of the power can be built as
S € C-*prxixbd where p, r, and t could mean a number of experiments,
scenarios, and time steps, with the possibility of extending the tensor
to more dimensions. The FPI algorithm in (2) in its tensor form is
described as

Vi =FVE TV 4+ W a7

where dimensions of the tensors are F €  C--Xpxrxixbpxbg

Vs 1) V:n>°(_1),w € Cxpxrxb¢xt - An example of the structure of the
tensors is shown in Fig. 4(a). Recall that the submatrices F in (3),
which form the tensor F, are composed by a matrix multiplication
that involves Zz, meaning that F is dense. It should be noted that
if topology does not change and the load models is constant load
(ap = 1), building a tensor F only requires the repetition of the
constant matrix Z 5. Furthermore, with fixed voltage in the distribution
transformer, the tensor W is also constant and is the duplication of the
vector w for all the cases under study. For the sake of compactness,
the repetitions of the matrix/vector, and for generalization for any
number of dimensions, we define the dimensional tensor elements, t,
as T = - X pXrXt, in order to reshape the tensors in (17) to simplify
programming and enhance mathematical notation clarity.
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Algorithm 1 : Tensor power flow - Dense

1: b = number of bus-phases, r = dimensional tensor elements (number of
power flows).

: Input parameters: § € C****, Z , € C*»¢, W e C"¥, tolerance, iterations.
: Output parameters: V, € C*%**, p,
1 Vy=1+j0, V,eC"% n=0;tol = co
: while tol > tolerance and n < iterations do
fori=1to r do

Vnlil = Zy(Slio Vi, i) + W

> Iterate over the dimension 7 of S, and V.

@ NI AN

9: end for

10 tol = max(|[sgyyy — Spl?)s n=n+1
11: end while

12: return (V,, n)

The reshaped form of the power and voltage tensors in their two-
dimensional matrix form is shown in Fig. 4(b). Their dimensions are
S*, Vit Vrn) € CY*7 where the dot not?ltion stands for the reshaped
version of the tensors. The power matrix S* is the concatenation of the
power vectors s* for all the cases under study along the secondary axis.
It should be mentioned that reshaping the tensor does not invalidate the
convergence of the FPI algorithm, as the update of the voltage values is
the same as (2). The advantage of the tensor form is that matrix opera-
tions can be accelerated via parallelization on the CPU using standard
low-level basic linear algebra subprograms (BLAS), e.g. OpenBLAS,
LAPACK, IntelMKL, or exploiting the use of the multicore architectures
from GPUs, which are specifically optimized for the parallel processing
matrix multiplications. Algorithm 1 shows the implementation of the
re-shaped version of (17).°

Although the dense formulation is simple to implement, the tensor
F could take a considerable amount of memory because it is dense.
Therefore, for cases of networks with large b¢ the sparse formulation
is proposed.

4.2. Tensor power flow - Sparse formulation

The tensor algorithm in (17) can be reformulated to exploit the
sparsity of Y ;, and Y ;. The sparse formulation is defined as

VN (18)

MV(n+1) =V
where M g C--XPxrxixb¢xb¢ ig the tensor containing the resulting tensor
operation of M = —A°CDB, where A, B € C-xpxrxixbdxbp and
H € C--*Pxrxb¢xt 3 tensor containing the resulting tensors H = A°VcC,
where C € C--*P**b¢x! An example of (18) is shown in Fig. 4(c). The
sparse formulation does not include the inverse of Y, in any form,
and similarly to the dense formulation, the expression in (18) can be
re-shaped in a two-dimensional matrix form to construct a sparse linear
system of the type Ax = b as

% o(—1)

M Vi =V, +H, 19
M~ N——
A x b

where the reshaped sparse matrix M is the diagonal concatenation
of the submatrices of M. Vectors V,, ), V,, and H are vertically
arranged. A visual example of the form of this reshape is shown in
Fig. 4(d). The system in (19) can be solved iteratively by a sparse direct
solver.

The sparse direct solvers have basically three steps: (i) analysis of
the matrix M to reduce fill-in (via Cholesky, LU, or QR decomposition)
and symbolic factorization, (ii) numerical factorization, and (iii) solving

3 Note that variable tol is evaluated after the first iteration to guarantee
the convergence of the algorithm even if another mathematically feasible
solution is chosen as starting point.
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(a)

Fig. 4. Example of the tensor power flow formulations for a simulation with a four-
dimensional power tensor S € CP»*™* for p=r =2 and t = b = 3. (a) Visualization of
the tensor dense formulation of (17). (b) In the case of constant power, the reshaped
tensors use resources efficiently as the operations highlighted in red are performed
concurrently. (c) Visualization of the tensor sparse formulation in (18), where tensors
M and H are sparse. (d) Reshaped sparse formulation (19), which is solved iteratively
using a direct sparse solver.

the system [20]. It is critical to note that the main advantage of (19)
is that the sparse matrix M is constant for purely constant power load
model and does not change during iterations. Therefore, steps (i) and
(ii) are performed only once, in the first iteration, which significantly
reduces the computing time for subsequent steps. The implementation
of (19) is shown in Algorithm 2. It is worth recalling that in the NR
algorithm, the sparse Jacobian matrix needs to be updated, requiring
the first two steps in every iteration to calculate its inverse, increasing
the computational time. Notice that rearranging the formulation from
(17) to (18) does not invalidate the convergence of the algorithm, as

the sequence of the voltage values, that is, Vi teto is still the same.

5. Simulation results

In this section, we discuss the comparison of Algorithms 1 and 2,
labeled Tensor (Dense) and Tensor (Sparse), respectively, against cur-
rent methods, such as SAM [11], NR with its sparse formulation in polar
coordinates (NR (Sparse)) [21] and as implemented in the PandaPower
package [22]; and the backward-forward sweep method (BFS) [23].
A more comprehensive comparison using different PF algorithms can
be found in [11]. Additionally, the tensor-dense formulation is pro-
grammed to use a GPU to quantify computational speed improvements;
this implementation is named Tensor (GPU). The implementation of
Algorithms 1 and 2 is publicly available to the community as a Python
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Algorithm 2 : Tensor power flow - Sparse

1: Input parameters:
2: § € CHxT, v, € CH¥*b4 Yy, e CH¥!, v € C, tolerance, iterations. > Yy
and Y, are sparse.

3: Output parameters: V, € C*<*, n,
4 M= —diag(S‘;i]_ l))YM > [0] first entry over dimension .
: LD
5 H= —dlag(SlUJ VY0,
6: for i =1 to r do !
70 m=—diag(S) W
8 h=—diag(S) Y,
. 1|0 -
9: M= < ’g‘ ) > Concat. sparse matrix diagonally
m

10: H= (%) > Concatenate sparse vectors
11: end for

12: Vo =1+4j0, V,e€CPI¥; p=0; tol = o0
13: while tol > toleran_ce an:gl(_rlt>< iterations do
140 Vi =solveM,V  +N)

15: tol = max(||Sg,.1) — Sl n=n+1

16: end while

17: V,, = reshape(V,, (b¢ X 1))

18: return (V,, n)

> Sparse system (19)

package named TensorPowerFlow.* The experiments were conducted
on a conventional laptop with an Intel(R) Core(TM) i7-7700HQ CPU
@ 2.80 GHz, with 8 Logical Processor(s), and a NVIDIA Quadro M1200
with 4 GB (GDDRS5) of memory.

5.1. Computational performance

The goal of the experiments is to test the computation performance
of the different methods for two aspects: (i) grid size and (ii) di-
mensionality. For the first aspect, different networks with bus-phases
b¢ ranging from 9 to 5k are generated using a k-ary tree generative
model, with random k-child between 1 and 5, in order to simulate the
radial structure of the distribution system [24]. For the second aspect,
the dimensional tensor elements z range from 10 to 525k, which is
equivalent to the number of PFs to be computed, and the power values
are generated using a multivariate elliptical copula [25] to simulate
realistic scenarios of consumption profiles. For consistency, the same
power scenarios and networks are used for all methods. Additionally,
for methods that use sparse solvers, the Intel oneMKL - PARDISO is used
in all of them for a fair comparison.

The performance of the methods to the increase of b¢ is shown
for one single PF in Fig. 5(a), and for 500 PFs Fig. 5(b). The fastest
methods for one single PF are SAM and Tensor (Dense), with an
execution time of ~0.1 [ms] for the smallest network. However, both
methods reduce their performance as the grid size increases. Notice that
around 900 bus-phases the Tensor (Sparse) formulation outperforms
the SAM; around 2k bus-phases it is outperformed by Tensor (Sparse),
and continues with the trend as the size continues to increase. In the
case of 500 PF (Fig. 5(b)), the Tensor (Dense) continues as the top
performer for smaller grids (<500 bus-phases), seconded by the Tensor
(Sparse) where after a grid size of 2k is better than the Tensor (Dense).
Noteworthy, the SAM lags behind from the start because it requires
more matrix multiplications in its original formulation. An interest-
ing behavior is seen for the Tensor (GPU) implementation, which is
significantly slower for a small number of power flows (Fig. 5(a));
however, when the number of matrix operations is large, either due
to an increase of r or b¢, the Tensor (GPU) outperforms the others, as
seen in Fig. 5(b)(c). This behavior can be explained due to the overhead
time required to transfer the data from the host computer to the GPU.

4 Public repository of the TensorPowerFlow tool is available here [14].
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Fig. 5. Comparison of the performance of the algorithms. Computational wall-times
(z,) increase the bus-phases size, b, for (a) 1 power flow, and (b) 500 power flows.
(c) Test for increased dimensional tensor elements 7, for a grid size of 500 bus-phases
(bgp). (d) Computational complexity fit with asymptotic complexity model 7, = ¢ - n*
(solid lines are ¢, dotted k). Tensor dense, sparse, and GPU are the proposed algorithms
in this paper.

Finally, the empirical computational complexity of the algorithms
has been estimated for a set of b¢ values by running 17k PFs each
time, using a power-law-fitting model [26]. The power-law-fitting gives
a concise, quantitative way to compare the computational cost of each
algorithm as the number of PF increases () for each b¢. That is,
finding the value for k and ¢ for 7, = cn* as n increases. The results
are shown in Fig. 5(d). For example, for b¢ = 3000 the pairs {k,c} are:
SAM {1.03,0.17}; BFS {0.99,0.43}; NR (Sparse) {1.18, 7.79 x 1073};
Tensor (Dense) {1.02, 3.21 x 1073}; Tensor (Sparse) {1.02,2.53 x 1073};
and Tensor (GPU) {1.10,0.25 x 1073}. Notice that all tested methods
show a close to linear complexity (k = 1) for each b¢, and the value of ¢
establishes the difference between them. This close to linear complexity
means that for a given network (fixed topology), the computational
time increases approximately linearly with 7, which can be graphically
inferred from Fig. 4(b) for the proposed algorithms and can be extended
analogously to the SAM, BFS, and NR (Sparse). On the other hand, the
value of ¢ is proportional to the complexity of a single PF for a given
grid, e.g., the number of operations required. Results confirm that the
SAM and BFS scale poorly as the grid size increases, as already seen
in Fig. 5(b). A better performance can be seen for NR (Sparse), which
is close to the three proposed tensor formulations. However, notice
that ¢ in the NR (Sparse) is at least twice as high as in the Tensor
(Dense), three times higher than in the Tensor (Sparse) and thirty times
higher than in Tensor (GPU). These results indicate that as the grid
size increases, the preferred formulation is Tensor (GPU), followed by
Tensor (Sparse) and Tensor (Dense).

5.2. Application in yearly time series simulation

A comparative test is performed for a yearly TSS study for grid
sizes ranging from 100 to 5000 bus-phases (b¢), for time resolution
of 1, 15, 30, and 60 min. The results are shown in Table 1, where the
maximum waiting time for the results is set to 9 h. In general, all the
FPI methods are preferred and best suited for large amounts of PFs
instead of conventional NR and BFS techniques. Among the iterative
methods, the proposed Tensor (Dense) algorithm stood out as the fastest
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Table 1
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Computing wall-times for solving one year of power flows at different time resolutions (table values in minutes).

Algorithm Grid size (b¢) @1 h (8760 pf) @30 min (17520 pf) @15 min (35040 pf) @1 min (525600 pf)
BFS 100 1.98 3.96 7.91 118.71
NR (Sparse) 100 1.03 2.06 4.12 61.85
Tensor (Sparse) 100 0.17 0.34 0.68 10.14
SAM 100 0.02 0.04 0.09 1.29
Tensor (GPU) 100 0.02 0.04 0.09 1.30
Tensor (Dense) 100 0.01 0.01 0.02 0.37
BFS 5000 186.49 372.99 745.97 -

NR (Sparse) 5000 8.77 17.54 35.08 526.23
Tensor (Sparse) 5000 2.43 4.86 9.71 145.71
SAM 5000 108.09 216.18 432.36 -
Tensor (GPU) 5000 0.92 1.84 3.69 55.34
Tensor (Dense) 5000 2.60 5.19 10.38 155.71

for the smaller grid size case. It completed the 1-minute resolution
case (approximately 525k PFs calculations) in only 22 s. To put this
in perspective, compared to the NR (Sparse) method - which took
more than one hour to accomplish the same task — the Tensor (Dense)
displayed a remarkable speedup factor of 164.

In the case of larger grids (5k bus-phases), the proposed methods
are still more efficient than NR (Sparse), and the Tensor (Sparse) is
the second best for all time resolutions. However, the Tensor (GPU)
is the fastest, showing the speedup of using GPU, which is capable
of massively parallelizing the matrix multiplications in a multi-thread
setting. It is worth mentioning that a GPU-based sparse solver could
also be utilized to enhance the Tensor (Sparse) formulation, e.g., us-
ing STRUMPACK or MAGMA [27], though this area requires further
exploration.

6. Remarks and potential applications

The obtained results indicate that as the grid size increases, the
preferred formulation is Tensor (GPU), followed by Tensor (Sparse)
and Tensor (Dense). It is important to note that performance-tuning
strategies, such as reducing data transmission by data reuse, optimizing
task allocation, and optimizing memory access, could improve the
performance of multithreading tasks, which might further improve the
use of GPUs in the proposed algorithms. Also, since the Tensor (Dense)
relies on calculating the impedance matrix, the formulation loses per-
formance if the system’s topology changes over the dimensional tensor
elements, e.g., reconfiguration and tap-changes. Despite this, speedup
factors up to 164 times compared to the NR (Sparse) formulation were
evidenced for grids of 5k bus-phases and more than 500k PFs with the
proposed algorithms, highlighting its potential application on a wide
range of analyses in distribution systems. Here we highlight some of
them:

Probabilistic analyses

Exogenous uncertainties can be discretized and mapped using sce-
narios to be later evaluated using a power flow formulation. This is
already a computationally demanding task for a single period, as the
number of scenarios is typically on the order of tens of thousands.
Complexity increases when considering more than one period, such as
to account for temporal correlations over a day or a whole year. An
example of these problems is the multi-period probabilistic power flow.
The SAM algorithm was used in [28] to run more than 7 million PFs
(dimensional tensor elements 7) in a network of h¢p = 34 to evaluate
the risk of technical violations resulting from high photovoltaic pen-
etration in distribution networks. The assessment required the use of
a high-performance computing unit for over a week. Given the grid
size and the number of dimensional tensor elements involved, this
scenario would be a perfect application for the Tensor (Dense) or the
Tensor (GPU) formulations. Other examples may include assessing the
impacts of electric vehicles and electrification of heating systems, de-
mand response and congestion management, and resilience assessment,
among others.

Machine learning

Machine learning (ML) algorithms rely on a large number of data
samples during training, e.g., supervised, unsupervised learning and
reinforcement learning (RL). The proposed PF algorithms could be inte-
grated into RL environments that require solving a large number of PF
formulations to train RL agents aiming to learn optimal control policies.
An example of such an application can be found in [3], where an RL
was used for community battery operations, requiring thousands of PFs
to evaluate the reward of each action. A similar work is done in [29]
to enforce voltage magnitude limits due to high PV penetration using
decentralized RL agents. In these cases, the dimensional tensor elements
would be the number of RL agents, the number of time periods, and the
number of actions. The proposed PF formulations can also be used to
train surrogate PF models, for instance, those based on deep learning-
based models. This includes models such as graph neural networks
(GNNs) that exploit the natural graph structure of the power system to
accelerate PF [30] and state estimation calculations [31]. Other appli-
cations might include network resiliency and assessment by integrating
probabilistic risk models with ML-based decision systems [32].

Optimization

Optimization problems considering the network rely on efficient
power flow formulations. Specifically, when using metaheuristic algo-
rithms, hundreds of thousands of PFs are needed, whether they are
linked to particles, agents, offspring, swarms, leaders, states, or any
other description of solution candidates that requires evaluating the
objective function iteratively [33]. For example, the SAM algorithm
was used in [34] to evaluate the objective function based on candidate
solutions using the advanced arithmetic optimizer algorithm to obtain
optimal tap positions of voltage regulators and charging patterns for
energy storage devices. Using one of the proposed tensor formulations
by reshaping each agent, iteration, and candidate as dimensional tensor
elements would decrease the computational time compared to the used
PF algorithm, allowing for a more exhaustive exploration phase and
potentially improving the quality of the solution within the same execu-
tion time. Other potential metaheuristics applications include planning
under uncertainty (e.g., stochastic/chance-constrained optimal power
flow) and bi-level problems (e.g., market clearing, min-max problems).

7. Conclusions

This paper presented practical PF formulations for analyses of dis-
tribution systems in a multidimensional scope. The formulations are
based on a FPI algorithm, and two algorithms are presented in their
tensor forms for dense and sparse versions. The convergence proof
of the algorithms and the existence of a solution are presented with
its geometrical and physical interpretation. The mathematical analysis
shows that the FPI algorithm converges to the high impedance value
in the case of the existence of a solution, and it can be extended to
the multidimensional formulation. The performance of the proposed
algorithms compared to conventional methods such as NR and BFS was
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evaluated in two aspects: the size of the grid (number of bus-phases, b¢)
and dimensionality (number of PFs, 7).

For smaller grids, Tensor (Dense) outperforms the other methods
(<1k b¢), while Tensor (Sparse) became the most efficient as the grid
size increased. The algorithms were tested in a practical TSS application
for different grid sizes and time resolutions, and some extra potential
applications were described. Tensor (Dense) emerged as the fastest
algorithm, providing a significant speedup over traditional methods
like NR (Sparse), especially for smaller grid sizes. The study also
introduced a GPU implementation, Tensor (GPU), which suffers from
data transfer overhead for smaller grids and low z but excelled when
the number of matrix operations was substantial, as seen when the grid
size and dimensionality increased. The results indicate that as the grid
size increases and a large number of PFs are required, the preferred
formulation is Tensor (GPU), followed by Tensor (Sparse) and Tensor
(Dense).
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Appendix

In the case of a non-constant power load model, where ap # 1 and
az+a;+ap = 1, Algorithm 2 would require modifications, which come
from accounting the full ZIP load model from (3).

The necessary changes are for lines 4-5 and 7-8:

. . - k(—1)
4 M = —diag(ap, © Sty Ny

. =0(2)
—dlag((an] o} aZ[O]) @Sy

5: 1 = ~diag(ap, © Spyy  Wagv,
+diag(ap[0] (0] aI[O])
...
. sH(=1)
7: m= —d1ag(aP[i] 0S8 Waa .
(=1 ~diag((ap, © a7,) @ $ E(] )
8: h= —diag(apm [olN) il VYy, U
+diag(otpuJ Oay,)
The sparse algorithm requires additional operations to prepare the
matrix M and vector H as per formulation (19). However, this prepa-
ration is performed only once (lines 1-11). Consequently, there is
no significant increase in the computational time, as the power flow
convergence process (lines 13-16) is expected to dominate the compu-
tational time. It should also be noted that the sizes of M and H do
not increase in size when the complete ZIP load model is incorporated.
Therefore, the computational complexity for the Tensor (Sparse) in
Fig. 5 remains unchanged.
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