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Abstract

In this paper we present a model which determines strategies to maintain single

components of a system at minimal (discounted) oosts. 'We focus on civil-technical

components whioh detedorate gradually. Information about a component's condition

is obtained by inspection only, exoept for an obvious breakdown. Repair t'eturns the

component to the as-good-as-new condition. Decisions have to be made on when [o

inspect (inspection intervals may depend on conditions found) and at which condition

level to repair. The problem is modelled as a semi-Markov decision process. A

special-purpose itetation procedute leads to an optimal strategy belonging to the

class of control-limit rules. This type of maintenance sttategy is useful for practical

pufposes.
'We discuss some results obtained with the model and we indicate some extensions.

Keywords: Maintenance strategy, inspection, repair (replacement), optimisation,

semi-Markov decision p1'ocess, detelioration process.

1 Introduction

In another paper of this issue, Van der Tooln points out that several compelling reasons

exist for developing a sound theoretical basis fol maintenance planning. Especially, but

by no means exclusively, where governmenl expenditure is involved and vely large

amounts of money go into maintaining public works and where at the same time budgets

are getting tighter, careful (re)consideration of maintenance strategies at'e called for.

Effective and efficient maintenance management ancl control involve analysing and bal-

ancing maintenance costs and lisks of failure lelated to preventive and collective actions.

This paper deals with the development of maintenance strategies fol' an equipment ot' a

structure consisting of components which deteriorate gradually. If costs of failure (or

malfunctioning) are very high, pleventive maintenance may be called for. Preventive

maintenance actions consist of inspection in order to reveal the exact wor-king condition

of the equipment or the actual degree of deterioration if there is no continuous monitoring

of the system, and of lepair or replacement if the actual condition is equal to ol' exceeds a

pre-defined condition level. This level is called "repair limif'. Decisions h¡ve to he made

as to the length of inspection intervals and the repail limit. The lesult is a maintenance

strategy which minimises total maintenance costs consisting of cost of failure, operation,

inspection and lepair'.
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The model we are going to present is based on a model by Tijms & Van der Duyn
Schouten (1984) and improved and extended further to meet specific requirements fi'om
practice by Hontelez & Wijnmalen (1991), Wijnmalen (1992), and Wijnmalen & Hon-
telez (1992). The model was implemented in a PC-software package called OPTIMON
and has been in actual use by the Netherlands Department of Public Works for some time
now.

2 The model

In this section a description of the model will be given. At first, we focus on the general

model formulation for determination of condition-based strategies that minimise dis-

counted costs. In a later subsection we shall indicate how other basic maintenance con-

cepts can be derived from this model.

2.1 Assumptions

We focus on structures or equipment which perform specific functions on a pemanent

basis and which consist of one or more components. One might think of bridges with
components made of steel, concrete, etc., and mechanical components, all of which may

be protected by a coating (e.g. paint). We investigate each component individually; we do

not take any economic or technical dependencies between components into account (see,

however, section 4). We do not take two-or-more-layer situations into account either in
this paper'.

Processes like corrosion, carbonation, wear, and shrinkage cause a gradual deterioration
of the civil-technical components. We take these kinds of deterioration processes into
account, but not failures of electro-technical components. We assume that a component

can be observed in either one of N discrete conditions i = l, ..., N, where I = 1 stands for'

the condition "new" and I = N stands for failure or malfunction. The condition is thus

described using one single parameter. The numbel of conditions can be chosen at will,
but should reflect the nature of the actual deterioration process, the accuracy of visual or
technical measurement to be achieved, the required level of detail, etc. Failule may be

revealed at the next inspection with probabi[Iy l-q, (e.g. the tread of a tyre worn off) or
may be detected immediately with probability q, (e.g. a burst tyre). Even if the compo-

nent fails without being noticed before inspection, there may be a possibility of the failure
revealing itself after all: we deTine q, as the probability of this event per time unit. In
order to make a distinction between the two possibilities of failure detection, we define N
as the failure condition detected by inspection, N + 1 as the failure condition revealed by
itself, and F = {N, N + 1} as the state of failure.
Information on the nature and stochasticity of deterioration processes may be given as a

mathematical function G(l) which decreases or increases continuously, where G(¡) is the

condition at time t. G(r) follows a Normal distribution with mean g(r) and vanance b2t'.

G(t) = g(t) + b¿'U*ít, with U -N(0,1)

66

The mathemat
process. Makir
transform G(r)

component de

j(l<r<j<F,
refer to Burger

example is sh

assigned to the

Maintenance a

TI>0, and re
involving costr

can depend on

between the en

I is the conditir
tainty; uncertai

continues. 'We

length; one tin
and repair occt
inspection or rr

decided on. Wl
at cost CO(i) >

wor-king condi
(once per faiJ

Co(M = Co(ù
0<ø<1andr

Fig. 1. Discretisi
deteliorat

o
.?

o

I

ill
zrl

::I
eo I'

it
s. I'

::I
zoL

rii
ooL



. Van der Duyn
quirements from

inmalen & Hon-
illed OPTIMON
ks for some time

rs on the general

rt minimise dis-

ìalntenance con-

on a pernanent

of bridges with
ill of which may

lividually; we do

nto account (see,

rccount either in

ual deteriolation
n processes lnto
hat a component

¿i=lstandsfor
:ondition is thus

e chosen at will,
Lracy of visual or
. Failure may be

tyre worn off) or
en if the compo-

lity of the failure
per time unit. In
lion, we define N
ition revealed by

ray be given as a

where G(r) is the

dvatiance b2t:

The mathematioal definition of this function depends on the nature of the detelioration
process. Making an independence assumption and adopting discrete condition levels, we
transform G(r) to a discrete deterjoration process, defining r,t(/) as the probability that the

component deteriorates during r units of time from a known condition i to condition
j (1 < i < j < F). We assume that a component's condition cannot implove on its own. We
refer to Burgel et al. (1995) or Hontelez & Wijnmalen (1991) for details. ln Figure I an

example is shown where at disclete points of time the condition of a component is

assigned to the proper condition interval.

Maintenance actions are inspection, involving costs C1 > 0 per inspection and taking time
TI > 0, and repair (revision, r'eplacement) resulting into the oondition I = I ("new"),
involving costs CR(i) > 0 per repair and taking time ZR(t) > 0. Costs ancl time of repair'

can depend on the condition the component is in when repail starts. There may be a delay

between the end of inspection and the beginning of a consecutive repair: TD(i) > 0, where

i is the condition detected by inspection. Inspection reveals the exact condition with cer-

tainty; uncertainty about thè actual condition starts to inclease as the deterioration process

continues. We divide the (infinite) planning holizon into planning intervals of equal

length; one time unit coincides with one planning interval. Opportunities for inspection
and repail occul at disclete points of time / = 0, I,2,... which are equi-distant. During an

inspection or repair, which take an integral numbel of time units, no othel action can be

decided on. When no maintenance action is performed, the component works or functions
at cost CO(i)>0 per time unit, where I stands for the actual (but possibly unknown!)
working condition. Upon detection of failure, damage costs CF ) 0 are accounted for
(once per failure); per unit of time the component is in a failure state, costs

CO(lÐ=CO(N+l)20willoccur.Allcostscanbediscountedatrateu=l/(1 +r),with
0 < a < I and r the interest rate.
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Fig. l. Discretisation of a continuous deterioration
deterioration process: e.g. catbonation).
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The problem characterised above will be modelled as a disctete, semi-Markov decision

process, where decisions have to be made as to when to inspect and at which detected con-

dition level to repair'. The process is discrete because we shall intervene at specific points of

time only. The process is called Markov because the transitions between the states of the

decision process depend only on the current state where the decision is taken and on the

decision itself. The process is called semi-Markov as the time intelvals between decision

moments are not of equal length due to valying inspection, delay and repair times.

The maintenance strategies which are considered here, each consisting of a scheme of

condition-based inspection intervals and a repair limit, belong to the class of control-limit

lules. These rules are simple to implement and thus of plactical interest. A control-limit

lule R consists of an integer no, indicating that lepair must be performed if a condition

l>øo is levealed and not if a condition i with l<i<n, is revealed, and of integers

iT(l),...,n(nu-l), indicating that inspection must be performed when ø(i) time units

have passed since the condition was last known to be i. Limits ø(/ with j ) zo do not exist

as in such conditions 7 the decision to repair is prescribed and waiting until the next

inspection is not allowed. In the failure condition F = {N, lú + I }, repair is always manda-

to¡y. Tijms & Van der Duyn Schouten (19S4) conjectule that under fairly general condi-

tions this class of control-limit rules will contain the ovelall cost-optimal strategy. Figure

2 shows an example of a control-limit repair rule, and a rule which is not of the control-

limit type; a repair in condition 3 would suggest repairing in condition 4 as well, under a

control-limit rule.
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Fig. 2. Example of a proper control-limit rule and of a lule which is not of the control-limit type.

We consider stationary stlategies only, which means that the limit values do not depend

on actual time. No mattel'at what time a condition I is detected, the decision to repair or to

wait 7t, time units until the next inspection remains the same, according to the strategy

scheme. The consequence is that these strategies can help setting general standards and

norms for maintenance, and can thus offer a guideline to actual maintenance. In practice,

deviations fi'om such schemes are fairly common and should be taken into account in

day-to-day planning plocedures. Such planning and control activities are, however', not

considered in this paper.
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The criterion for optimality is based on a cost function that includes all cost categories
mentioned above. Vy'e are sealching for a strategy (of the control-limit type) which mini-
mises total costs. If costs are discounted, expected total discounted costs ale minimised
over an infinite horizon; if costs are not discounted (a = 7), average costs per unit of time
are minimised over an infinite horizon. In this paper we present the discounted costs

model; in Burger et al. (1995), Hontelez & Wijnmalen (1991), and Wijnmalen & Hon-
felez (1992) the undiscounted costs model can be found.

A more formal mathematical description of the model is given in the following subsection.

2.2 Model fonntLlation

The model and solution procedure are based on a discrete, semi-Markov decision process

formulation (see, fol example, Tijms (1986) for a general theoretical introduction).
The principle idea is that we do not follow the whole life-time of a component and inves-
tigate all possible sequences and occurrences of events that might take place (leading to
unmanageably large event trees), but just list all those possible states of the maintenance
process that are relevant to the decision process. In each state we consider those actions
that are allowed and which we have to decide upon and investigate the consequences of
each action (up to and including the transition to the next state). For each state the optimal
decision is determined. As the action chosen results in a transition to one of the states

listed (the list should be exhaustive), the new starting point is comparable with the
previous starting point.
The state space is defined by:

S = { (1, m) ll <l<N+ l;0<m< M; M*= MN*r = 0 }

where a state (l, ln) corlesponds to the situation of rø units of time having passed (with
maximum of M, ) since the last knowledge of the component's condition l. Note that (i, m)
is a state of the maintenance decision process and is defined by two parameters: the con-
dition parameter I of the component to be maintained and a time parameter ø. This defi-
nition allows us to formulate the decision process as a (semi-)Markov process.

Possible actions are denoted by:

A=

0: leave the component as it is,

this action is allowed in states of the set

So = { (i,m)lI <l<N-l; 0<m{M,-1}
1: inspect the component

this action is allowed in states of the set

Sr = { Q,m)l 1 <i<N-l; I <m< M}
2: repair (revise, replace) the component,

this action is allowed in states of the set

Sz = { Q,0)12<i lN+ 1}
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Note that in e¿rch state at most two actions are allowed, and that the decision to repair is
allowed only aftel an immediately preceding inspection (with the one exception of a

failule having revealed itself without inspection: in state (1/+ 1,0)). The decision to lepair
is mandatoly if failLrre is detected and is not allowed in the new-condition. In order to
restrict the size of the model, quantities M, are introduced: they set a limit on the length of
the inspection intelvals. Should the optimal strategy indicate to wait M, units of time, then
one would be wise to increase the value of this partictlar M,in order to investigate if the

computed strategy might still be improved. A particular control-limit stlategy R
prescribes for each state (l, m) the value of the action a, as illustrated by the following
example.

Supposc, we have five condition levels i=1,..., F= {5,6}, and we impose a maximum
inspection interval of M = 4 for i = 1,2,3,4, The list of all relevant states in the model is:
(1,0) (2,0) (3,0) (4,0) (s,0) (6,0)
(1,1) (2,r) (3,1) (4,1)
(1,2) (2,2) (3,2) (4,2)

(1,3) (2,3) (3,3) (4,3)
(r,4) (2,4) (3,4) (4,4)

The stlategy R = (zo =31 ntt=4, nr= 2), which is a control-limit rule, indicates that the

next inspection should be carried out after 4 time units if the last known condition is I = I ,

and after' 2 time units if the last known condition is i = 2, and that immediate repair (boil-
ing down to leplacement in oul model) should be carried out if inspection reveals a condi-
tion of i = 3 or u'orse. This implies that for each relevant state the value of the action ¿r is
known.In the states (1,0) . . . (1,3), (2,0), (2,1) a = 0, whereas in the states (1,4) and(2,2)
a = I, and in the states (3,0), (4,0), (5,0), (6,0) a=2.Under this particular control-limit
rule, all other states will not be attainable, and it does, thelefole, not matter what value a
has in those states. If we would begin the plocess in a non-attainable state, then we should
take th¿tt decision that would bling the process as quickly as possible into the optimal
scheme; in state (3,1) we should take c = 2 (r'epair'), for example.
An action a accolding to control-limit rule R in a state s involves the plocess taking one
transition step to a new state s' . Thele may be several candidate states, each with its own
probability vah-re. The decision to inspect in state (1,4), for example, may reveal condi-
tion level l, 2, 3,4 or' 5. Hence in the model, transitions ale possible from state ( 1,4) to
states (1,0), (2,0), (3,0), (4,0), and (5,0) if we take action a = I in state (1,4).
We dcnote with 4,. that action a is taken according to a lule R. Transitions ale defined by:

(')

P {s -+ s'lR} : probability of a transition from state s to state s' in / steps

adhering to lule .R in all steps, with ,r, s' e S

P{s-+.r'1o,.}: probability of a one-step transition from state s to state s'

taking an action in s according to rule rR, with s, s' e S

C. (a,.): expected transition costs, made up of costs of inspection,
repair, operation and failure; the expectation is taken over all
possible transitions out of .r under rule rR

z' (oo'
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expected transition time if action au - I or a* = 2 is taken;

expectation taken over all possible tr-ansitions

expected tlansition time if action a* = 0 is taken; expectation

taken over all possible transitions.

Basic formulas can be found in the appendix. The transition probabilities are a function of
the deteriolation probabilities ru(r) and the special failure detection probabilities q, and qr.

The problem is now to find optimum values for the par-ameters of the control-limit rule
p = {nu; nt(l), . , n(no- l)} so as to minimise expected total discounted costs in the long

run:

v,(R) = io' I"tÍ)-s'l,RÌ.c.,(o*)
t=0 s'es

for each initial state s. We denote the total expected discounted costs by v,(R) when start-

ing in a state s e S and assuming that in this and each subsequent state we take an action

according to the rule R. The optimisation is such that, no matter which initial state we are

in, adherence to the optimal rule yields minimum costs in the long run.

Note that there is a scheme of costs: to each state pertains a cost value. Normally, one is

dealing with state (1,0) (new-condition) when comparing strategies and deciding on

maintenance concepts. If one is interfering, however, in an ongoing process, the cost

value pertaining to the current state should be taken as refeLence.

2.3 Solution procedure

The solution to the problem described in subsection 2.2 can be obtained using an iteration

procedute. This procedure starts with a given strategy R' which should be a control-limit

rule, and attempts to improve this strategy. Each iteration step consists of two substeps

which will be described below, and produces an imploved strategy. The procedure ends

(afte¡ a finite and, usually, limited number of steps) when a strategy cannot be improved;

this strategy is the optimum one. For the general Markov-decision theory behind this

solution procedure, we refer to Tijms (1986).

"lhe first substep of each iteration is concerned with setting up and then solving a set of
linear equations (2) in v,(R) (see subsection 2.2). All v,(R) are minimised, including

v1,,¡¡(R) which represents the total expected discounted costs starting with the new-condi-

tion.

v. (R) = C. (o*) + ) or'(''*) 'P {s -+ s'lo*} v, (R), for all s e s (2)
s'€ S

Note the conforrnity between (1) and (2). From (2) we see that expected total discounted

costs v"(R), when starting in a state s and taking action ao in that particular state, equals

the immediate expected costs C"(a*) of this action plus the expected total discounted costs

7, (a*) :

z,(0) = I

(l)

11



from the subsequent state. As there may be several subsequent states which can be

leached from .ç when teking action ¿7R, we have to take the probability of each possible

subsequent state into account. As we are discounting, we have to take the discount rate

and the expected transition time into account as well. We have already pointed out in the

beginning of subsection 2.2 that we are not considering the whole life-time of a compo-

nent, but rather one albitrary transition step from each possible state in the long run.

After stlaightforwal'd calculations, the above set reduces to the embedded set:

u1,.0¡ (R) = A,+ B, v1r,o) (au) + ZCt,' t'(j,o) (r¿R),for I = 1,...,lTn_ 7 (3)

wheleA,, B,atdC,,areconstantundelluleR.Thisset(3)isof considerablelesssizethan
the set (2) and can be solvecl using standard methods. The values of the quantities v,(R)

not appearing in the set (3) can then be delived from (2) by single-pass calculations. The

equation set (2) and the constants 4,, B' and Cu of (3) are specified in the appendix.

The second substep is concerned with improving the strategy R. In order to do so, a test is

perfolmed whether or not increasing or decreasing the limit values of the rule R lead to a
test quantity value Z*(.r;a) lowel than the value of u.(rR), wher-e

z* (s;a) = c"(a) + (x''k') I p {t --> s'la} v. (A) , (4)

The definition of this test quantity is vely .rjrì^r to that of v,(R) in (2). The diffelence is

that this test quantity gives the expected total discounted costs if we would take only once

another action a than the plescribed ao in state ,r, and from the subsequent state .r' on we

would again follow the official rule R. If the test quantity value of the alternative action is

lower than u.(R) (note: we arc ntinintlsing costs), the alternative action is taken because it
apparently involves less costs. In each state ,r where the current action is a* and where an

alternative action a is allowed, the lesult of the test should indicate whether or not this

alternative action leads to less costs.

Mole specifically, the implovement procedure consists of:

a. decleasing (if possible) the repail limit value zu, and investigating if the test quantity
value in states (l,0) with 2<i<no when taking action a = 2 is less than the value of
ttrking action ¿¡ = 0 in these states; if so, then go to c, otherwise go to b;

b. increasing (if possible) the repair-limit value wo, and investigating if the test quantity
valueinstates(r,0)withftt, (l<Nwhentakingactiona=0islessthanthevalueof
taking action a =2in these states; go to c;

c. decleasing (if possible), successively, each inspection limit value n(i) with
I ! i < no ''"", and investigating if the test quantitjr value in states (1, re) with
71m< z(l) when taking action a= 1 is less than the value of taking action a=0 in
these states; ifnot, then go to d;
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d. incleasing (if possible); successively, each inspection limit value ft(i) with
I < i < /ru"""', and investigating if the test quantity value in states (l, nz) with
n(i)<nt<M,when taking action a = 0 is less than the value of taking action a = I in
these states.

We r-efer to Wijnmalen & Hontelez (1992) for details of the improvement step. If the strategy

could not be improved by changing the limit values, we have found the optimum sttategy.

Otherwise, we compute the new values of r,,(a,, ''"") by solving (3) in a next itelation step.

2.4 Perfonnance indicators

In addition to information on the costs of the strategy comptrted, other "performance"

indicators can be computed, such as:

- expected length of the repair cycle,

- expected availability during the repair cycle,

- expected time of being available during the repair cycle,

- expected life time,

- the expected number of inspections during the lepair cycle,

- probability of failure cluring a repail cycle,
where the repair cycle is defined as the time period between the ends of two successive

repairs (r'eplacements).

The computations are fairly simple, but will not be shown here due to space limitations.

2.5 Modelling different mainfenance concepts

Thus far we have considered the general situation of condition-based inspection intervals

and lepair limits. Other well-known maintenance concepts are: condition-based mainte-

nance without inspection ("repair model" with perfect information), age- or use-based

maintenance and failule-based maintenance. These concepts can be considered as special

cases of the general model. We shall indicate how we derive applopriate model formulas.
The condition-based maintenance model without inspection can be obtained by putting

CI andTI eqaalTo zero and M, equal to I for all I with I < i <1/- 1. As a consequence,

only states (i, 0) remain and zo is the only parameter to be optimised.

The age- ol use-based maintenance model can be obtained by putting CI and 11 equal to

zero, allowing decision a = 2 in state (l ,0) and fixing noto L This means that inspection has

been eliminated and lepair actions are taken independently of condition. It can easily be

verified that only states (l,lz) with 0<nt<M, and (1,0) with 2<i<N+ I lemain. The

only parametel to be optimised is 2,, which is consiclered to be the moment of replacement.

The set of equations (3) can be leduced to an explicit analytical formula for u.,,u,(A):

o) (R) (s)

including expected costs of
(possibly including damage

A+B=-l-c

where A represents

unnoticed failure),
discounted operating costs (possibly

B represents discounted repair costs

t5



costs), and C is a function of a and the expected length of the repair cycle. Basically, for-
mula (5) is the sum of an infinite geometrical progression with ratio C being the discount
factor for one full repair cycle and with A + B replesenting the expected costs of that
lepair cycle discounted to the starting point of the cycle. We refer to Wijnmalen (1992).

3 Results

In this section we shall present and discuss some model results. We shall focus on a fic-
titious component of an unknown system.

The input data can be summarised as follows (for notation we refer to sections 2 and 6):

- the value of the condition parameter ranges from 0 (new) to 100 (failure)
N =21, which implies that there at'e 20 operational condition levels (intervals of
equal length); the failure condition leads to failure states (21,0) (failure detection
by inspection) and (22,0) (failure detection without inspection)
G(Ð = 18r/r + 4U",lt (carbonation plocess), with / expressed in years and LI -N(0,1)
Qt=l.0, Qz=0.0, which implies that failure reveals itself upon occurrence (i.e. at
the next time step of the model horizon)

Figule I shows
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co(i) = 25o per year
fol I = 1, ..., ¡/- I
CO(lÐ = CO(N + 1) = Jggg per year

TI = 7P1¡', = TD(i) = 0 for all I

(inspection costs)
(fixed damage costs)
(repair/replacement costs)
(opelating costs)

(time-dependent damage costs)
(durations)

19271 .l

A
C

r7034.(
15 835.:

A
C

A
C

0o l-

s5l-
s0l
85 l-

80l
7s l-

701.
6s l-

601.
ss l-

so l-

4s l-

401-
3s l,

3o l-

2s l-

20l
151-

1o l-

:!
0

21
20
19
18
17
16
15€
14 Èî
13 E'À
tz'ãp
11 þo
10 ø9
ô y.-

I 3.;
/ c6
o €e
Ã Df

489
3
2
1

12329.:
11945.t

15159.0
13818.8

Based on the opt
used in practice.
inspection t'eveal

condition 13. Frc

conducted after.
then reveals wo

161412t086420
t¡me (years) until
next inspection

Fig. 3. Optimal condition-based
table 1, part 1).

74

24 6 8 10 12 14 16 18 20 22 24 26 2830 32

time t (yeaÍs)

repair strategy for a carbonation process (seeinspection and



Basically, for-
g the discount

I costs of that

ralen (1992).

:ocus on a fic-

ons 2 and 6):

ure)
(intelvals of

lule detection

rdU - N(0,1)
rrence (i.e. at

Figure I shows the average detetioration process ofthis example and its discretisation.

Table l, part 1, shows the model lesults of various maintenance concepts assuming inter-
est rate 5% (discount tate u= 1/1.05 = 0.952381). "Total costs" are the total discounted

costs v,,,.,(R) over an infinite horizon when starting in the condition "new". From this
table we conclude that in this example the optimal condition-based maintenance strategy
is optimal over the other concepts considered. Figure 3 illustrates the relation between

this stlategy and the (theoretical) cleterioration process.

Table 1. Results peltaining to different maintenance concepts (F=täilure-based, A=age-Arse-
based, C=condition-based) and strategies.

total exp.

discounted
concept costs (57o)

repalr'
exp. time to limit
life time replace (cond.
(in yeals) (in years) level)

rnspectron
limits
(in yeals) comments

l1

F
A
C

37 1t9.90
t7034.65
I 5738.33

34.3
14.0
22.0

l4 optimal
13,13, 13, 12, optimal
12,11,1 1, 10, 9,
9, 8,7, 6,5,4, 3

192'71 .94 21 '7 t'7 5, 5, 5, 5, 5, 5, 5, "common practice"
5,5,5,5,5,5,5,
4,3

11034.65
15835.22

140
205

t4
16

- stlat. optimal at r = 0o/o

13, 12, 12, 12, strat. optimal af r = ÙVa

12, 11,11, 10,9, (N.8. costs are now
8, 8, 7, 6, 5, 4 discounted at 5%)

t2329.55
1 1945.85

2l.4
28.2

22 optimal, CF=0 and
19 19, 19, 19, 19, qt= q2=O

18, 18, 17, 16,
15,11, 13, 12,
11, 10,8,7,5,4

16 optimal, CF=O and
l8 14, 14, 14, 14, Qt=42=0and

13,13, t2, 12, CO(N) =
1 1, 10, 9, 8, 7, 6, CO(N + 1) = 30000
5,4,3

15159.00
138r8.84

15.95
24.s

Based on the optimal condition-based strategy, Figure 4 shows how this strategy may be

used in practice. The length of the first inspection interval is 13 years. After 13 yeals,

inspection reveals working condition 15, which is worse than the theoretically expected

condition 13. Flom the strategy scheme we conchrde that the next inspection should be

conducted after 4 years. The actual deterioration will continue. The second inspection
then reveals working condition 17, which implies a repair action accor-ding to theon process (see

15



strategy. Furthermore, the uncertainty as to the actual condition after 13 years, and, again,
after 4 years is shown. The shape of the second distlibution (at ¡ = l 7) is due to the fact
that the condition observed at t = 13 cannot implove of its own during the following
4 years.
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Fig.4. Application of the optimal condition-based inspection and repail strategy (see table 1,

palt 1), with difference between assumed and actual deteriolation.

As inspection costs are rather high compared to leplacement costs, one might expect an

age-based maintenance strategy without inspection to be globally optimal. Other effects
(such as discounting future costs, reduced uncertainty thlough inspections about the

actual condition and the lisk of failure) apparently outweigh this and are the cause that a
condition-based stlategy with inspection is globally optimal. Vy'e also conclude from
part 2 of table I that a "common practice" condition-based strategy with periodic inspec-
tion intervals ofequal length (except in bad conditions) is rather expensive.
'When we compare the optimal strategies pertaining to interest rate 5Vo (part 1 of table l)
with those from the undiscounted costs model (part 3 of table 1), we conclude that the
optimal stlategies differ little or nothing at all. We have calculated the discounted costs
(at interest rate 5Vo) of the optimal condition-based undiscounted costs strategy, as shown
in the table; the diffelence is less than l%o. The higher the interest rate the larger, how-
ever, the difference (results not shown).
As fol expected life-time, the optimal condition-based stlategy combines lower costs with
longer expected life than the optimal age-/use-based stlategy. Obviously, the failure-
based strategy combines the longest life time with the highest cost. The latter is due to the
large amount of damage costs.

Part 4 of table I shows the results if we take CF=0 (zero fixed damage costs) and

4t=Qz=0 (failure is revealed by inspection or at replacement only). In this case of
course, the failure-based concept is not feasible. In comparison with the optimal strate-
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gies pertaining to the original data, we observe that the optimal age-/use- and condition-

based strategies suggest postponing actions: with zero fixed damage costs and lelatively
low time-dependent failure costs, the occurrence of failule has become less serious. The

increase of time-dependent failure costs involves taking action sooner (as shown in palt 4

ofrable l).

Table 1. Total expected discounted costs (at raf.e 5o/a') if the process stalts in eithef one of the

states shown.

state
(,,0)

total expected
discounted costs

state
(r,0)

total expected
rliscounted costs

(7,0) new
(2,0)
(3,0)
(4,0)
(5,0)
(6,0)
(7,0)
(8,0)
(e,0)
(10,0)
(11,0)

15738.33
I 5 804.33
15941.15
16133.12
t6394.16
t67 46.15
t'7154.09
l7 659 .77
18271.93
l 8959.15
t9't 52.3r

( 12,0)
( l3,0)
( 14,0)
( 15,0)
( 16,0)
(17,0)
( 18,0)
( 19,0)
(20,0)
(21 ,0) fa il
(22,0) fa¡t

20662.16
21691 .01

22830.30
24056.53
25306.37
25138.33
25'738.33
25'738.33
25738.33

125'138.33
t25738.33

Table 2 shows the total expected discounted costs when starting the process in either one

of the states (i, 0) and acting according to the optimal condition-based strategy (original

data). We observe that the worse the condition is the higher the cost value, as one would

expect from the moment of leplacement (which involves costs) becoming mole imminent

as the condition worsens. In states (17,0)...(20,0) the costs are equal: these are the states

where the component will be replaced without distinction. In states (21,0) and (22,0) the

component will be replaced as well, but an extra charge of 100000 is made due to failure
(damage costs).

The slope of the optimum inspection strategy reflects nicely the slope of the deterìolation

process, as shown in Figure 4. If the component is relatively new, the inspection intervals

ale relatively long and, consequently, we end up with bad conditions as inspection result.

The decreasing worsening rate of condition in the lange of relatively bad conditions is

thus reflected in the rate of decrease of inspection interval length.

4 Extensions

An obvious extension would be to consider a system of two or more components as a

whole, and take into account the effect of savings when maintenance actions on different

components are combined. One might think of set-up costs being charged only once.

Technical interdependencies ale still not considered then.



Theoretically, the general model of section 2 could be extended in a straightforward way

by defining a Caltesian product of the state space. The size of the state space, however,

would increase exponentially with the number of components, and the set of equations to

be solved in the first substep of the iteration procedule would become too large. There-

fote, we have developed a heuristic plocedure based on aggregation and decomposition.

Vy'e refer to Wijnmalen & Hontelez (1993) for theoretical details.

Other extensions are:

Making forecasts of maintenance actions and costs over a finite holizon if a fixed strategy

(possibly the optimum one) was adopted. This would involve successsive multiplications

of the t¡ansition matrix. Optintising over a finite horizon, however, would lequire a differ'-

ent model formulation. We are currently developing such a model.

Repair proper besides replacement coulcl be modelled by defining additional decisions in

states. Transitions following from such decisions would result in a better condition but

not necessarily in the new-condition. By adding an additional state parameter one should

be able to control the number of repairs.

5 Conclusions

'We have shown how a maintenance process can be modelled as a discrete, semi-Markov

decision process in order to minimise total discounted maintenance costs. We have con-

sidered single components which deteliolate independently of one another, and have

demonstrated that optimum inspection intervals and repair limits can be detelmined

assuming that a component's condition is measurable. We have adopted maintenance

strategies from the class of control-limit rules, which are of practical interest. Further-

more, other maintenance concepts such as failule-based and age-luse-based maintenance

or pure repair strategies without inspection can be handled as well.

Deterioration processes can be modelled as continuous stochastic processes. They are

transformed to discrete processes as the decision process is modelled as a discrete

process. This discretisation diminishes modelling and solution complexity and increases

modelling potentiality.
'With 

an example we have demonstrated that one can profit considerably from analysing

diffelent strategy concepts and optimising parameter values using a model such as the

one desclibed in this paper. In doing so, we have showed that the concept of condition-

based inspection and repair strategies can be more profitable than other concepts. As a

lemark we could add, however, that their implementation usually makes more demands

upon the maintenance planner than othel concepts.

Model implementation and fulther theoretical development contintte steadily; not all pos-

sibilities of the approach have been fully explored yet. Model extensions are being inves-

tigated. We have developed the OPTIMON softwale package which supports the

approach and has been used by the Netherlands Department of Public Works fol some

trme now.
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rD(i)

r
a
R

7îo

7ti

m

a

M,

s
sorJ'

(')
P {s -+ s'lR}

P{s-+s'lao}
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V,(R)

number of condition levels

state of failure
condition level of a component
probability of a failure revealing itself without inspection
probability of a hidden failure revealing itself after all (per unit of time)
condition at time /
average condition at time /
uncertainty pal'ameter of the condition at time /
cost of one inspection
cost of one repair (replacement) when the component is in condition
level i
operating costs per unit of time in working condition I
t = N, N + 1; failure costs per unit of trme
additional failure costs per failule
dulation of one inspection
duration of one lepair (replacement) the component is in
level I

time between the end of an inspection and the beginning of the sub-
sequent lepair if the component is found to be in condition level i
lnterest rate

discount rate

maintenance strategy of the contlol-limit type
condition level at which (or worse) repair is prescribed

length of inspection interval in units of time if the last known condition
level is I
number of time units passed since the condition level has become known
action indicator
maximum length of inspection interval in units of time if the last known
condition level is i
set of states the decision process can be in
a particular state

probability of a transition fi'om state s to state s' in / steps if in every state

an action according to strategy rR is taken
probability of a transition from state ,r to state s' in one step if in state s

an action according to strategy R is taken
expected transition costs if in state s an action according to strategy R is
taken

expected transition time if in state s an action according to strategy .R is
taken

expected total discounted costs if the process starts in state s and strategy
R is adhered to

19



To$rL) expected total discountcd costs if the process stalts in state s and in this

state s an alternative action is taken instead of the action presclibed by

strategy R
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8 Appendix

The formulas of
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b.P{(i,m)-->(

c.P{(i,m)-+(.

d.P{(t,m)-+(,

e.P{(i,0)-+(1

Note that in deter

TI'= l0 if
ì.rr ir

80



e s and in this

prescribed by

rnum condition-
ountol of Relil-

'\|rc componetús
Report FEL-89-

,prouch, Wrley,

hm f'or optimal
rpean Journal of

N vvith tliscoun.t
.L-92-C250
ithm fol optimal

ryeut Jounml of

l and inspection
runts, manuscflpI

8 Appendix

The formulas of the transition probabilities are as follows:

a. P {(i,m)-s(i,m+ l)10
l-r,**,(m+l)

b. P { (i. m)->1N + l, 0) l0 }=

1 - r,**, (m)

r¡N * t (tfl + 1) - r¡* *, (m)

I - r,**, (m)

-l

-1

r,,(m+Tl\
".P {(¡.m)+(j.0) ll }= 'r'' 1-r,,0*,(m)

i=1,
m=

d.P{(l,m)-->(i,N+ ì_Í- ..., N-l; m=1, ..., M¡
l - r,**, (m)

e. P { (,,0)-+( l,0) 12 }= 1 i=2,..,,N+l

Note that in deterioration probabilities ru(m+ TI ), Z1 is defined as follows:
TI = I0 ifdeterioration does not continue during inspection

lT/ if d"t"rioration continues during inspection
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We shall give some examples of expected transition times and costs. For a complete set
of formulas we refer to Wijnmalen (1992).

f.c,,.u) Q) = co(i)

!r,,1,n¡ co (j)
8. Cri,'r (0) = 1-r,**,(ru) r,...,M,

j.Z¡i,o,¡ (0) = I

k. r1i,,,; (1) = TI

l. 2,,,0, Q) = TD (i) + 7R (l)

equations (2)

C(i,.) (0)

C rr,o¡ (2)

C,',n,r,,(1)

i=1,...,N-1

ifTI=0
i = l, ..., N- l; m = l, ..., M,

nodelay; l<N
no delay; I = N, N+ I
no deteriation during delay; i < N

,M,-l

no deterioration during inspection

no deterioration during delay

h. C,,,., (l) = CI

i. c ,t,o¡ (2) = +CF

cR (r)

l1i<n0,0!m<n(i)
no<i<N+l

o¡lli<no

IS:

+ 0'' P ç,'*) (,,. n r) (0)

¡ (X' P 1¡,,tr\f^* t,ul (0)
T" rtr (2)

+ A . Vti.ol

N+ I

*ortr.nrr)),t,.I",,,
j= r

The set of

F,,,,", =

1",,.,,

l'' '^,"' =
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'Y¡i,Lr+ l)

' Y¡tt* r,o;

tr(i)) (j,o) (l) Yr.],

After reductior

¡ (i) I

Ai= I oo

k=0

n l¡)+a

tr(i) I*2o

r(i) +1
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a complete set

-l
¡delay; lcN

Lng inspection

ng delay

0<m<n(i)
+1

T,n*' ,,, (2)
CX

n(r't +I,,n,,,,(l)
+a

After leduction, we obtain the set (3), where

At= a*. (l -/iN*r (k)) . c(,k) (0)

(l-","*,(n(t)))

(r,r*, (k+ 1) -r,"*,(t)) .Cr^*,,u,(2)

\ r,,(n (i) + TI') . C (j,o) (2)

B=

Cr, = on''' 
*rt'n"rt(ll

(r,"*, (ft + l) - r,r., (k) )

. I ot"'u' 
(2) .r,,(n(i) + TI')

no- l

\ r,,(n(i) + TI')


