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Abstract

Textual data is abundantly available, and natural language processing (NLP) facilitates its analysis.
However, system dynamics (SD) modelling relies on the modeller to identify relevant information. We
explore the ability of NLP models to support SD modelling by identifying causal sentences in texts.
We provide a primer on the notion of causality in SD and on the linguistic properties of causality,
followed by an introduction of NLP models suitable for this task. Using three test cases, we evaluate
the performance of the NLP models using common evaluation metrics and an SD model completeness
metric. We conclude that NLP models can add considerable value to SD modelling, provided that
remaining challenges are addressed. One such caveat is the difference we observe between informa-
tion regarded as causal and information relevant for describing system structure. We discuss how
these challenges can be addressed through collaboration between the NLP and SD fields.
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INTRODUCTION

System dynamics (SD) modelling aims to describe the causal structure and behav-
iour of a complex dynamic problem to propose policies that lead to lasting
improvement in system behaviour. For this task SD modellers can draw on infor-
mation from mental, written and numerical sources (Forrester, 1980, 1992). Writ-
ten data bridges the gap between sparsely available numerical data and the rich,
but hidden, world of mental data. Written data sources contain ‘concepts and
abstractions that interpret other information sources’ (Forrester, 1980 p., 557).
This includes mental models, which would otherwise remain invisible. Written
data can be used throughout the SD modelling process to define the purpose,
structure and parameters of a model, as well as to develop policies, perform vali-
dation tests and facilitate implementation. Today, more written data than ever are
available. Businesses, governments and other sources produce volumes of text
data in various forms, such as reports, minutes, articles and tweets. For example,
an exponentially growing body of academic literature is accessible, with a major
search engine now indexing over 389 million records (Gusenbauer, 2019). How-
ever, availability of more written data will do little to improve the application of
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SD without the means to process this information in both a meaningful and effi-
cient manner.

In SD modelling, written data is an indispensable source of information about
the causal structure of the problem under investigation. For example,
organisational documentation provides the SD modeller with insight into an orga-
nisation’s operations. Academic papers explore and test causal relations. Opinion
articles offer a glimpse inside the assumptions people hold about the structure
and behaviour of a system. Strategic documents reveal the causal logic employed
by executives. Similarly, the minutes from council meetings provide a window
into how public officials interpret system behaviour and subsequently act.

Although the SD field has emphasised the importance of written data, tech-
niques to do so have received limited attention. Some authors have developed
qualitative research techniques that can be used to systematically extract meaning
from written sources, focusing on inferring model structure from text (Eker &
Zimmermann, 2016; Kim & Andersen, 2012; Kunc et al., 2023; Luna-Reyes &
Andersen, 2003; Tomoaia-Cotisel et al., 2022; Turner et al., 2013; Yearworth &
White, 2013). Their work addresses procedures, techniques and software used to
analyse text and document the findings. However, these methods often involve
labour-intensive tasks like identifying and annotating text fragments, with soft-
ware playing a supportive rather than a central role (Eker & Zimmermann, 2016;
Luna-Reyes & Andersen, 2003). For example, Yearworth and White (2013) use
software to support the user to some extent by suggesting potential relations
based on the proximity of coded concepts in the text. However, proximity is no
guarantee for causality. Sterman (2018, p. 40) described leveraging data to
‘develop, test, communicate and implement rigorous, reliable and effective
insights in the dynamics of complex systems’ as the ‘next frontier’ for SD. In this
paper we will take a step towards this frontier by illustrating how natural lan-
guage processing (NLP) models can be used to extract sentences that contain
causal information from documents—information which can then be used to sup-
port the SD modelling process using existing techniques.

The NLP field combines computer science and linguistics to develop models
that can perform a range of tasks related to the processing, interpretation and gen-
eration of text. This includes the task of identifying semantic relations in texts,
such as causal relations. In NLP, causal relations are commonly defined as ‘an
event (cause) that results in another event (effect) to happen or hold’
(Mostafazadeh et al., 2016, p. 55)." Causality can be expressed both implicitly
and explicitly. Explicit expressions of causality often involve specific verbs,
which can be divided into three categories (Nedjalkov & Silnickij, 1973): (1) sim-
ple causatives: a synonym of the verb cause, such as generate; (2) resultative
causatives: a verb linking a cause with a resulting situation, such as break;
(3) instrumental causatives: a verb that contains part of the event and the result,
such as clean. A more in-depth discussion of identifying causality in text is pro-
vided in the section ‘Causality in natural language’.

1t is important to note here that in the NLP field events are not necessarily limited to specific occurrences in time
and space. As defined by Mostafazadeh et al. (2016, p. 52), drawing on Pustejovsky et al. (2003), ‘An event is any sit-
uation (including a process or state) that happens, occurs or holds to be true or false during some time period (punc-
tual) or time interval (durative).’
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While the NLP field has long worked on identifying text fragments containing
causal information, recent years have seen significant improvements in perfor-
mance (Yang et al., 2022). However, causal information extraction is still consid-
ered an ‘open problem’ (see Akkasi & Moens, 2021, p. 1; Asghar, 2016; Feder
et al., 2022; Yang et al., 2022). With the advancements in artificial intelligence in
the last decades, trained transformer-based models have become an important
technique for causal extraction and other NLP tasks. In this article, we will dis-
cuss and test several of such models.

We will first discuss the notion of causality in SD modelling, addressing its def-
inition and identification in text, which has received limited attention in SD liter-
ature. This discussion leads us to how causality is expressed in natural language
and criteria used in the NLP field to identify causality. We then discuss several
challenges facing causal information extraction models. This is followed by a dis-
cussion of different NLP models for causal extraction. Next, we demonstrate the
practical application of causal information extraction, introducing a software
pipeline that preprocesses text data and employs one of five different models to
extract sentences containing causal information. We compare the performance of
these models through three test cases, using common NLP evaluation metrics and
introducing a model completeness score to measures whether sentences referring
to known model relations are detected by the NLP models. Finally, we discuss
the results, limitations and the potential of NLP technology to support SD model
development.

CAUSAL INFORMATION IN TEXT

Causality in SD modelling

Causality is a central concept in SD modelling, but its definition and identifica-
tion have only received sporadic attention (see: Pedercini, 2006;
Schaffernicht, 2010). SD modellers aim to understand and influence behaviour.
To achieve this, they must piece together information to construct and test a
dynamic hypothesis that describes how behaviour over time results from the
causal interaction between variables.

A dynamic hypothesis is captured in a CLD or stock and flow (SF) model and
describes the structure of the system responsible for the behaviour of interest. A
CLD contains ‘causal links’, depicted as arrows, that ‘denote the causal influences
among the variables’ (Sterman, 2000, p. 138). Various diagramming techniques
from the broader field of (soft) operational research use arrows but their meaning
varies (Lane & Husemann, 2010). The arrow in a CLD is defined as: ‘A positive
(negative) link means that if the cause increases, the effect increases (decreases)
above (below) what it would otherwise have been, and if the cause decreases, the
effect decreases (increases) below (above) what it would otherwise have been’
(Sterman, 2000, p. 139).

For SD modellers ‘the term "causal" has a specific operational connotation’
(Olaya, 2016, p. 200). Through operational thinking, SD modellers seek ‘intelligi-
ble explanations’ (p. 201) of how a system operates. The type of causal informa-
tion that SD modellers need to construct a model becomes clearer in SF models.
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In its simplest form an SF model describes a system in one or several stocks and
features two distinct types of relations: information relations and flows. Flows
determine how a stock can change over time and describe where decisions and
activity occur within the system. The value of a flow depends on the value of one
or more stocks or constants. The relation from a stock or a constant to a flow,
known as an information relation, describes how information translates into
activity. On closer inspection, the SD method thus has two distinct forms of rela-
tions that are used to describe the operations of a system: flows that influence
stocks and information relations that influence flows.

SD models describe causality in an aggregated form and generally do not aim
to explain single events but system behaviour which ... reveals itself as a series
of events’ (Meadows, 2008, p. 89). Schaffernicht (2010, p. 656) observed that SD
‘deals with how behaviour causes behaviour’. Thus, a definition of causality in
SD terminology could read: behaviour-over-time that results in other behaviour-
over-time to occur. Events in this context can relate to a ‘specific episode of the
behavior’, ‘a change of behavior’ or ‘a change [in the mode] of behavior’
(Schaffernicht, 2010, p. 656). In extracting information from text, both an aggre-
gated behaviour-over-time and event perspective are relevant. Information on
aggregate causal structure and behaviour can benefit the modelling process
directly. Observations of the causal relations between specific events reveal infor-
mation that can lead to the identification of aggregated causal structures and
behaviours. NLP models generally consider both perspectives, but they may
ignore non-causal information that is relevant for SD modelling, as we will
observe in our results and revisit in the ‘Discussion’ section.

SD modellers will analyse texts to identify the stocks, flows and information
relations relevant for understanding the problem under investigation. However,
the SD literature provides little guidance on how text fragments that contain use-
ful causal information are identified. Among the few, Eker and Zimmermann
(2016) give some insight into the criteria they use (p. 8): ‘To establish such causal
relationships, we looked out for indicators such as "because", "if ... then", but we
certainly also used our general understanding that someone expresses a causal
relationship’. In the next section we will provide a more in-depth look at how
causal information can be recognised in text.

Causality in natural language

Identifying expressions of causality in text is considerably less straightforward
than might seem based on the simple definitions used in SD. This section offers a
primer and addresses three challenges: the variety of ways in which causality can
be expressed, inter- versus intra-sentential causality and explicit versus implicit
expressions of causality.

Natural language has a variety of ways to express causality. For instance, con-
sider the examples in (1)-(10):

1. Viruses can cause a program to stop functioning.
2. Global warming is the effect of CO, emissions.
3. Laura finished her PhD, so she can now apply for postdocs.
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4. Because no one passed the exam, the whole class will have to sit the exam

again.

Caitlin worked late on Wednesday. Therefore, she was tired on Thursday.

If this law is passed, then childcare will be free for children below the age of

twelve.

If it hadn’t rained on Tuesday, we would have gone swimming.

Daniel scrubbed the pans clean.

Harry sang a song. Everyone in the room was quiet.

10. Happy with the result of the negotiations, the union leaders agreed to sign
the deal.

IS

© ® N

In these examples, we see that causality can be expressed through causal verbs
such as to cause in (1), causal nouns such as effect in (2), adverbial markers such
as so in (3), because in (4) and therefore in (5), conditional (‘if ... then’) construc-
tions in (6) and (7) and resultative constructions in (8). In addition, causality can
be implied without overt markers: in (9), readers can induce that everyone in the
room was quiet because Harry sang a song, but this is not indicated by an overt
linguistic element. Similarly, in (10), we infer that the union leaders agreed to
sign the deal as a result of being happy with the result of the negotiations,
although there is no overt causal marker that conveys this information.

Causality can be expressed within one sentence, as seen in (1)—(4) and (6)—(8),
or across multiple sentences, as demonstrated in (5) and (9). The first type is
called intra-sentential causality and the latter type is referred to as inter-senten-
tial causality. The field of NLP has thus far focused mostly on intra-sentential
causality due to the increased complexity of including inter-sentential causality
(but see, e.g., Jin et al., 2020, for an example of a method that tackles inter-
sentential causality). In this paper we will follow the former path, leaving inter-
sentential causality for future research.

Causality can be expressed explicitly or implicitly. Explicit causality can be
recognised by clear indicators such as the verb to cause in (1), the noun effect in
(2) or the adverb so in (3). Sentences (9) and (10) represent cases of implicit cau-
sality, where no causal marker is present. In these cases, we must infer causality
using our knowledge. In the case of (9), we use our understanding that a person
singing a song commonly leads to others being quiet. In (10), causality is inferred
as we know that when someone is happy with the result of negotiations, this is
likely to cause them to agree to sign the deal.

While developing an SD model we are interested in extracting all relevant
causal information from a text, whether it’s expressed explicitly or implicitly.
Overlooking information might lead us to develop an invalid model. Different
NLP techniques can be used to this end, which we will discuss in the next
section.

Automatic causal information extraction

Broadly speaking, there are two types of methods that have been used in the
domain of automatic causality extraction: rule-based methods and statistical or
machine learning-based methods. Initially, rule-based methods were commonly
used, but they were later replaced or complemented with statistical methods
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(Feder et al., 2022, Girju & Moldovan, 2002; Ittoo & Bouma, 2011). Whereas rule-
based methods can achieve a high performance in the detection of explicit causal-
ity, machine learning-based methods surpass them in detecting implicit causality
(Asghar, 2016).

As the name suggests, rule-based methods use a set of specific rules that enable
them to extract causal information from text. For example, Khoo et al. (1998)
defined a series of linguistic patterns that express causality using a list of causal
markers. These markers consisted of causal verbs (cause, break, kill ...),
resultative constructions (such as (8) above), causal adverbs (so, because) and
conditionals (see (6) and (7) above). Examples (11) and (12) illustrate patterns
derived from these lists. The pattern in (11) uses the causal adverb because,
whereas (12) contains a conditional construction marked by if:

11. because [cause], [effect]
12. if [cause], [effect]

A rule-based model can use these patterns to detect causality. For example,
(13) is a causal sentence that can be found using the pattern in (11); (14) can be
found using (12):

13. Because the chairs had broken, we had to eat standing up.
14. If the vase breaks, dad will be upset.

There are sundry other rule-based methodologies for detecting causality in the
literature (e.g., Girju & Moldovan, 2002; Ittoo & Bouma, 2011). Among these,
approaches like that of Khoo et al. (1998) depend on manually constructing lin-
guistic patterns, while others employ automated methods for pattern generation.
What all these methods have in common is that they rely on rules of the type if x
is found in a sentence, then the sentence is causal. As a result, these systems
have the capacity to detect explicit causality of a certain form but often not
implicit causality. Implicit causality requires a reader to infer that the author
meant to convey a causal relation between two concepts (as is the case for (9) and
(10) above). Rules using the types of patterns given in (11) and (12) are incapable
of detecting such expressions of causality.

Statistical methods diverge from rule-based approaches by not depending on
explicit rules but rather employing data-driven techniques to create general-
purpose or task-specific models. These methods assign vectors, simply put as
arrays of numbers, to words based on their context within the text. This encoding,
popularised by Mikolov et al. (2013), named word embeddings, enables a multi-
tude of NLP applications (Liu et al., 2020). The emergence of the so-called pre-
trained transformer-based models, such as Bidirectional Encoder Representations
from Transformers (BERT) (Devlin et al., 2018) and Generative Pretrained Trans-
former (GPT) (Brown et al., 2020), has pushed state-of-the-art performances on
most NLP tasks. Transformers were introduced by Vaswani et al. (2017) and
enable the parallel processing of larger data sequences than previous architec-
tures. They incorporate a self-attention mechanism that dynamically adjusts word
representations based on their contextual relationship to other words, thereby
improving their ability to capture long-range dependencies and context-specific
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semantic relations. Consequently, predictions about word combinations are made
with greater accuracy and efficiency.

BERT, for instance, considers associations in both forward and backward direc-
tions, facilitating better contextual understanding and identification of causal
structures in sentences. Its architecture also supports task optimization, such as
identifying causal sentences. BERT’s adaptability for various tasks, including
question answering and sentiment analysis, extends to causality detection
through a process called fine-tuning. By exposing BERT to annotated data rele-
vant to a specific task, it can deduce causal relationships even in previously
unseen sentences. Recently, Tan et al. (2022) demonstrated the effectiveness of
BERT for causality detection, leveraging its extensive training on diverse textual
data sources.

Building on the work of Devlin et al. (2018) and Wolf et al. (2020), Tan et al.
(2022) fine-tuned a BERT model for detecting causality with 3559 annotated sen-
tences on causal events from news articles. The data included cases of explicit
causality such as (15) as well as cases of implicit causality such as (16):

15. The bombing created panic among the villagers.
16. Dissatisfied with the package, workers staged an all-night sit-in.

Their fine-tuned BERT model was able to detect both explicit and implicit cau-
sality on the news corpora training data.

In this section, we have discussed rule-based and machine learning-based
methods such as the BERT model, to extract causal sentences. The following
section will introduce an experiment to illustrate and test the use of five NLP
models to extract causal information to support model development.

METHOD

In this section, we describe a pipeline” and set of five NLP models for identifying
causal information in text. We then describe three test cases and the process of
collecting data from these cases. Finally, we describe the evaluation metrics used
to assess the performance of the pipeline and models.

Architecture

Extraction of causal information from written data requires several steps. These
steps have been combined in a pipeline that processes documents and outputs
sentences labelled as either causal or not causal (Figure 1).

The input to the pipeline consists of a text document, which undergoes
preprocessing to facilitate more efficient processing by NLP models. This involves
‘cleaning’ the text by removing unnecessary whitespace and other artefacts,
followed by separating the text into individual sentences through a process called
sentence tokenization. These sentences serve as the primary unit of analysis for
BERT and GPT models. For the baseline method additional steps are required, as

“The code repository is available upon request.
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FIGURE 1. Pipeline
architecture for causal
information extraction.
The model completeness
metric was calculated
outside of the pipeline.
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Lemmatization

this method does not consider the context of words in a sentence but only the
presence of a word. For this reason, sentences are further tokenised into smaller
units, known as tokens—that is, words, numbers, punctuation marks and other
meaningful elements in the text. Each word is then processed with part-of-speech
tagging, which assigns a classification such as noun, verb or adjective to each
word. This facilitates the next step in the process: lemmatisation. Lemmatisation
involves reducing different word forms to their base form. For instance, the forms
‘understand’, ‘understands’, ‘understood’ and ‘understanding’ are all forms of
the same verb ‘understand’. A lemmatiser detects these different forms and trans-
forms them into the appropriate lemmatised stems (stripping inflexion and conju-
gation). This enables the baseline method to handle variants of a single word. For
tokenisation, part-of-speech tagging and lemmatisation the corresponding func-
tionality in the Python Natural Language Toolkit (NLTK) is used (Bird
et al., 2009).® The advanced methods require less preprocessing as they can uti-
lise more information. Most importantly, they consider individual words in their
complete form within the context of a sentence.

The subsequent step is causal information extraction; this process entails deter-
mining whether a given sentence has a causal meaning or not. For example, we
want sentence (17) labelled ‘1’ (causal) and sentence (18) labelled ‘0’ (non-causal)
in this step:

17. Viruses can cause a program to stop functioning. — 1
18. We all went to work that day. — 0

The model performance is evaluated using several metric scores implemented
in the Scikit-learn package (F1, accuracy, precision, recall), which are discussed
later (Pedregosa et al., 2011).*

Algorithms for causal relation identification

Currently, transformer-based pre-trained language models represent the state-of-
the-art in NLP (Vaswani et al., 2017). We compare three different methods for
causality extraction, including a rule-based ‘baseline’ method and four
transformer-based pre-trained language models: three BERT models fine-tuned for
causal detection and GPT-3.5.

3Tokenisation: https://www.nltk.org/api/nltk.tokenize.html; part-of speech: https://www.nltk.org/api/nltk.stem.
wordnet.html; lemmatisation: https://www.nltk.org/api/nltk.stem.wordnet.html.
“*https://scikit-learn.org/stable/modules/model_evaluation.html.
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The first model is a simple, rule-based baseline. The Baseline model uses a
list of 215 causal verbs such as cause, reduce and make and verb phrases such
as have an effect, be due to and be responsible for. The list was developed in
three steps: first, we manually extracted causal verbs and verb phrases from a
selection of documents. Subsequently, we enriched the list by finding similar
words using Word2Vec: a model that was trained on approximately five million
PubMed abstracts (Mikolov et al.,, 2013). The list was extended further with
additional sets of causal verbs from Girju (2003) and Ittoo and Bouma (2011).
The resulting list includes causal verbs typical for SD, such as accumulate and
influence. This baseline model simply checks whether one of the verbs or verb
phrases from the list is present in a sentence and assigns a causal or non-causal
label.

Given that the list with causal verbs includes verbs from multiple sources and
is enriched with similar words, we predict that this method is effective at identi-
fying explicit causal sentences. The downside is that this approach can lead to
inaccuracies. For instance, make was listed as one of the causal verbs, but leads
to the non-causal sentence in (19) being labelled as causal. Furthermore, all cases
of implicit causality will be missed since they are not indicated with a
specific verb:

19. The leaflet contained information on the car’s make and model.

For these reasons, we incorporated four more advanced NLP models. The first
is the Causal News BERT model we described above (Tan et al., 2022). In addi-
tion, we test the BERT—causality—baseline, a BERT model trained by Nik et al.
(2022) using similar training data. Furthermore, we use the UniCausal model
(Tan et al., 2023). UniCausal is a fine-tuned BERT Sequence Classification model,
which is a version of BERT that is specifically aimed at the task of determining if
a text contains causal relations. The training and testing procedure of UniCausal
is similar to that of the Causal News BERT model: the difference lies in the use of
a combination of five training and test datasets.

Like BERT, the GPT model is based on a transformer architecture and pre-
trained on a massive collection of texts (Brown et al., 2020). It is most known for
its implementation in ChatGPT. We used the GPT-3.5 text-davinci-003 applica-
tion programming interface.” An important difference between the BERT models
used in this paper and the GPT model is that the latter has not been fine-tuned
for causal identification. Rather we give GPT the prompt: Does the following sen-
tence contain a cause—effect relation?®

Data collection

We selected three texts to illustrate the potential of causal extraction to inform
the SD modelling process. In the following sections we will explore the effi-
cacy of various NLP models to do so based on these texts. Our selection was

Shttps://platform.openai.com/docs/guides/gpt/completions-api.
5We have tested several other prompts: Does the sentence express causality? Does the following sentence express
influence between two or more concepts? Is this sentence relevant for building a system dynamics model?
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TABLE 1. Test case data
descriptive statistics.

guided by four criteria: the presence of a causal theory, manageable length,
method variety and topic variety. To ensure a sufficient number of relevant
sentences to assess the NLP models’ performance, we selected texts that dis-
cuss a causal theory. The need for manual annotation necessitated limiting
both the number of cases and length of the texts to a degree which was man-
ageable in the time available. We selected texts that differ in how they analyse
and discuss causality, as this might impact the way causality is described
(causal loop diagram, stock and flow model, political and historic analyses).
Furthermore, language is context specific; therefore, three texts were selected
that address different topics (transportation, climate change, foreign policy).
The three selected cases are:

e Traffic congestion (TC) case: An excerpt from an educational book by Sterman
(2000), which describes the problem of traffic congestion and demise of public
transport using a causal loop diagram.

e Climate change (CC) case: An excerpt from a paper by Sterman and Booth
Sweeney (2002), which describes the dynamics of the carbon cycle and global
warming using a stock and flow model.

e Foreign policy (FP) case: A full paper by McFaul (2020) published in a foreign
policy journal, which describes a theory on the determinants of Russian for-
eign policy.

The TC and CC texts provide a clear causal hypothesis made explicit in SD
models. This enables us to assess how well the output of the NLP models cap-
tures the relations described in the texts and check the results against the SD
model. The TC case discusses general causal relations, while the CC explicitly
discusses stock-and-flow structures. Additionally, we have included the FP case
from outside the field of SD. The FP case does not discuss an explicit SD model
but does propose a causal theory using language that might be more common in
other fields of science and policy documents. Thus, it serves as an example of the
type of text that an SD modeller might use as source material. The three texts are
preprocessed as described above.

Table 1 provides descriptive statistics on the content of each text. Each sen-
tence is manually annotated by three of the authors. Labels are assigned
according to our annotation guidelines. Differences between the annotations were
observed, which is not uncommon in causal annotation. The differences were

Sentences
Cases Total Causal Model relation
Traffic Congestion 151 71 (47%) 60 (40%)
Climate Change 137 57 (42%) 29 (21%)
Foreign Policy 549 199 (36%) NA

Total sentences in case, number of sentences assessed as causal by annotation, number of sentences
containing information on model relations (which are not all causal as we will discuss later).
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discussed and a final label was assigned based on consensus. We base our annota-
tion guidelines on the work of Dunietz et al. (2017), who build upon the work of
Grivaz (2010):

1.
2.
3.

Why: A “Why” question regarding the Effect can be constructed.

Temporal order: The Cause precedes the Effect in time.

Counterfactual: The Effect is not equally likely to occur or not occur without
the Cause.

. Ontological asymmetry: The Cause-and-Effect claims cannot be easily

reversed.
Linguistic: A sentence is likely causal if it can be rephrased as “X causes Y” or
“Due to X, Y.”

Additionally, we added the following guidelines:

. Implicit Causality: is annotated as causal: [CAUSE] As population density

falls, [/CAUSE], [EFFECT] fewer and fewer people live near a bus or sub- way
route [/EFFECT].

. WH questions (What, who, etc.) + yes/no-questions: are annotated as causal:

[CAUSE] What [/CAUSE] determines [EFFECT] travel time [/EFFECT]?

. Negative Causality: is annotated as causal: [CAUSE] Without such under-

standing [/CAUSE] [EFFECT] people are likely to rely on the intuitive ‘wait
and see’ strategy that works well in a range of everyday tasks [/EFFECT].

. Embedded Causality: is annotated as causal: Small wonder that the challenge

of implementing [CAUSE] policies [/CAUSE] [EFFECT] to reduce the impact of
warming [/EFFECT] remains unanswered.

10. Inter-sentential causality is NOT annotated as causal.

NLP evaluation metrics

To evaluate performance, we compare the NLP models’ output with the manual
annotation (causal: yes/no) and the extent to which model relations in the TC and
CC are identified.

Four common metrics from the NLP field are used:
Accuracy expresses how often the model made a correct assessment:

#True positives 4+ #True negatives
#Total

Accuracy =

Precision expresses to what extent sentences identified as causal by the model

were indeed causal:

#True positives

Precision = — o
#True positives + #False positives
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Recall expresses the extent to which the model identifies all causal sentences:

#True positive

Recall =
o8 = ¥TruePositive + #False negative

The F1 score provides a general measure of performance by equally combining
precision and recall:

5 precision xrecall
*k
precision +recall

In discussing our results, we tend to favour recall slightly because it helps us
retrieve as much causal information as possible from a text. Overlooking such
information might prevent us from identifying important relations for an SD
model.

A causal relation relevant for an SD modeller might be mentioned in more than
one sentence, while one sentence might contain information on more than one
causal relation. This means that all relevant causal information could potentially
be retrieved by an NLP model even if it fails to identify all causal sentences in a
text. The TC and CC cases present an opportunity to assess this, as these texts
include an explicit model that can be used as a ‘ground truth’ for relevant causal
information, which is a subset of all causal information in the text. We can deter-
mine to what extent the NLP models find at least one sentence related to each
relation included in the model. Stated differently: Had the model not been
included in the case, could we have constructed it based on the NLP model out-
put? To make this assessment we have annotated which model relations are
referred to in each sentence. To assess the performance of the model we deter-
mine a ‘completeness’ score:

#Model relations extracted atleast once
#Model relations mentioned in text

Completeness =

The completeness score describes whether the model has identified at least one
sentence that contains information about each model relationship.

RESULTS

In this section, we review the ability of five NLP models to retrieve relevant infor-
mation for SD modelling from three text cases. As shown in Table 1, a fairly large
portion of the sentences in each text can be considered causal. The NLP models
retrieve a share of this information, and the NLP metrics discussed below
describe the extent to which they do. We discuss the results per case and reflect
on the differences between the models and differences between the cases.

This also raises the question of whether all causal sentences in a text are rele-
vant for model building. From Table 1, we can infer that a large share of the sen-
tences in the texts is considered causal (TC: 47%; CC: 42%; FP: 36%).
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TABLE 2. Performance
on the Traffic Congestion
(TC) case.

TABLE 3. Performance
on the climate change
(CQC) case.

Furthermore, the TC and CC case contain multiple causal sentences (TC: 21; CC:
35) that are not related to a model relation included in the case. This is an indica-
tion that not all causal information in a text is relevant for SD modellers. This
leads us to ask if the NLP models retrieve the sentences that are relevant. We do
this by reviewing the model completeness scores for the TC and CC texts. Finally,
we investigate sentences that are not causal in nature but that do contain informa-
tion about system structure.

NLP metrics

Tables 2—4 display the performance of the models in identifying sentences con-
taining causal information in the TC, CC and FP cases. The TC case is relatively
simple, with many causal relations being very explicitly mentioned in the text.
Both the BERT—causality—baseline and Causal News BERT models perform simi-
larly well in the TC case by achieving a 0.85 and 0.87 recall which indicates that
a large share of the causal information in the text was detected (see Table 2). The
models achieve this performance with a fair degree of precision (0.76 and 0.72).
GPT-3.5 shows the poorest performance with a rather low recall of 0.41, which
indicates that a large share of the causal information in the text was not
identified.

F1 Accuracy Precision Recall
Rule-based Baseline 0.67 0.68 0.65 0.69
BERT-Causality—Baseline 0.80 0.80 0.76 0.85
BERT-UniCausal 0.71 0.74 0.76 0.66
Causal News BERT 0.79 0.78 0.72 0.87
GPT-3.5 0.55 0.69 0.85 0.41

In the CC case (Table 3) we again see the Causality—Baseline and Causal News
BERT models performing well, with a recall of 0.75 and 0.72. In this case we also
see the BERT-UniCausal model performing well, with a recall of 0.74 paired with
the highest precision (0.82). Performance for most models is slightly lower in the
CC compared to the TC case, except for GPT-3.5, which manages to achieve a
slightly higher recall (0.53).

F1 Accuracy Precision Recall
Rule-based Baseline 0.61 0.66 0.58 0.63
BERT-Causality—Baseline 0.75 0.80 0.79 0.72
BERT-UniCausal 0.78 0.82 0.82 0.74
Causal News BERT 0.74 0.77 0.72 0.75
GPT-3.5 0.63 0.75 0.79 0.53
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TABLE 4. Performance
on the foreign policy (FP)
case.

All NLP models show their lowest precision and recall performance in the FP
case, although the relative performance differences to other cases are mostly
small (see Table 4). Since the TC and CC cases are SD texts, the underlying rea-
son for this is likely that SD scholars more explicitly express causality, making it
easier for the NLP models to label sentences correctly. Causal News BERT has the
highest recall (0.77) combined with the second highest precision (0.68). BERT-
Causality—Baseline also achieves fair performance, with a recall of 0.68 and a pre-
cision of 0.67.

F1 Accuracy Precision Recall
Rule-based Baseline 0.53 0.62 0.48 0.60
BERT-Causality—Baseline 0.68 0.76 0.67 0.68
BERT-UniCausal 0.59 0.75 0.74 0.49
Causal News BERT 0.72 0.79 0.68 0.77
GPT-3.5 0.48 0.72 0.71 0.37

The performance differences between the two best-performing models, BERT-
Causality—Baseline and the Causal News BERT models, are small. When purely
focused on recall, Causal News BERT has the highest performance in three out of
three cases. However, its precision is slightly lower compared to other advanced
models, especially in the TC and CC. Based on a more balanced performance
indicator, BERT—Causality—Baseline shows solid performance, with the highest
F1 score in the TC, and second highest F1 score in the CC and FP. The BERT-
UniCausal model suffers from mediocre recall performance in the TC and FP
cases but otherwise performs well. The GPT-3.5 model struggles to identify causal
sentences, which leads to the poorest recall performance in all cases; however,
GPT-3.5 does have slightly higher precision than BERT—causality—baseline and
Causal News BERT. The Baseline model has the poorest performance in accuracy
and precision across the cases and has a significantly lower recall then the top-
performing BERT model in each case. This illustrates the superior performance of
advanced NLP techniques, especially fine-tuned models, compared to simple
rule-based methods.

Model completeness score

A large variation exists in the number of times a relationship is referenced in the
texts. In the TC case, a relationship is mentioned 4.2 times on average (min:1;
max: 13). On average, a sentence that contains information about model relations
includes details on 2.2 relations (min: 1; max: 6). The model completeness results
are encouraging. Causal News BERT (100%) and BERT—Causality—Baseline (97%)
are most effective, followed by GPT-3.5 (91%), BERT-UniCausal (91%) and Base-
line (88%). Causal News BERT effectively identifies at least one relevant sentence
for each model relationship mentioned in the text, and for many relationships it
identifies all associated sentences (see Figure 2).
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FIGURE 2. The TC case
reference model. Colours
indicate the percentage of
sentences referencing the
relationships that were
extracted by the Causal
News BERT model.
Orange: 33%; light green:
66—92%; dark green:
100%. This is a modified
version of Sterman (2000,
figs 5-37, p. 187).
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Identifying sentences that refer to relations in the CC model is more challeng-
ing; performance varies between 56% and 94%. Causal News BERT (94%) and
BERT—Causality—Baseline (88%) are most successful in at least identifying one
sentence per relationship in the model and perform noticeably better than the
other model (GPT-3.5: 75%; BERT—UniCausal: 63%; Baseline: 56%). Sentences
that include information about relations on average mention 1.9 relations (min: 1;
max: 4). On average, each relationship is mentioned 2.9 times (min: 0; max: 10),7
with four relationships only mentioned once. The best-performing models gener-
ally extract a large percentage of the sentences which reference a specific relation-
ship (see Figure 3). The lower performance in the CC case compared to the TC
case can be attributed to individual relationships being mentioned far less fre-
quently in the CC case. This means that if an NLP model fails to identify certain
sentences the SD modeller might overlook relations mentioned in the text. This
presents a paradox in the results. BERT-UniCausal was relatively effective at
finding model relations in the TC (87%) but performed relatively poorly in the
CC (63%), despite having the second highest recall (0.74). BERT-UniCausal fails
to identify several sentences that are crucial to identify a relation and overlooks
relations that are mentioned in up to four different sentences.

Qualitative analysis: Causality and information about system structure

The CC case explicitly discusses stock and flow structure. When a flow is merely
described as a transfer, such as ‘... the transfer of heat from the surface layer to
the deep ocean’ and °... the carbon in biomass is transferred to soils’ (Sterman &
Booth Sweeney, 2002, p. 212) they are typically not recognised as causal relations
in NLP. Our annotation follows NLP guidelines and reflects this (what causes heat
or carbon to flow?). Without a doubt, the two examples above contain relevant
information for SD modellers about the structure of the system. NLP models

"Three relationships related to the variable 'Temperature Difference’ are not mentioned in the text.
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FIGURE 3. The CC case
reference model. Colours
indicate the percentage of
sentences referencing the
relationships that were
extracted by the Causal
News BERT model. Red:
0%; orange: 50%; light
green: 75—-86%; dark
green: 100%; grey: not
mentioned in the text.
This is a modified version
of Sterman and Booth
Sweeney (2002, fig.

2, p. 213).
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trained to identify causal sentences can thus fail to identify relevant information
for SD models. For example, in the CC case, the latter example was the only sen-
tence that contained information about the flow ‘Flux Biomass to Humus’. This
does not mean that NLP models overlook all information on flows, as most flows
are discussed in relation to a causal effect. For example, all models identify the
following sentence correctly as causal: ‘An injection of fossil carbon to the atmo-
sphere leads to a rise in average surface temperatures’ (p. 212).

Other examples can be found of sentences that describe system structure but
are not causal following the criteria used in NLP. For example, the TC contains
several sentences about equations, such as: “Total traffic volume must therefore
equal the number of vehicles in the region multiplied by the number of miles
each vehicle travels per day’ (Sterman, 2000, p. 181). Although this equation con-
tains information about the system’s structure, it does not describe a specific
causal relation between events nor behaviour-over-time. A third example of infor-
mation about system structure which is not causal by criteria used in NLP can be
found in the FP case: ‘... 470 IRA-controlled accounts responsible for 80,000
posts ...” (McFaul, 2020, p. 135). This specific sentence contains important infor-
mation on an actor and its activity but is unclear about the cause of the activity.
However, again most sentences that describe actors and action are causal
according to the NLP criteria used; for instance: ‘The more consolidated Russian
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FIGURE 4. An example
of a small model structure
inferred from a selection
of sentences extracted
from the FP case.
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autocratic institutions became, the more influence Putin wielded individually on
foreign policy’ (p. 115).

Practical use of the output

The pipeline outputs a labelled list of sentences that users can import into a
spreadsheet or other software application. This enables users to quickly filter and
search the list for sentences that contain causal information. This information can
then be used in the model-building process, for instance, by inferring a piece of
model structure, as we will illustrate below.

The results demonstrate that the best-performing NLP models are effective at
identifying a large portion of the causal sentences in three texts relevant for SD
modellers. Causal News BERT is a top-performing model and reaches a model
completeness score of 100% in the TC case and 94% in the CC case. Figures 2
and 3 illustrate the extent to which the NLP model has labelled the available
intra-sentential information about specific relations as causal. Users aiming to
construct models based on sentences labelled as causal would find comprehen-
sive, often complete, descriptions of the model relations as far as available in
the text.

However, a closer inspection of the results reveals that NLP models trained to
retrieve causal information might, understandably, overlook some valuable infor-
mation for describing system structure. This includes certain descriptions of
flows, relations between actors and their actions and equations. Opportunities for
mitigating this problem are described in the ‘Discussion’ section, below.

Although the FP case lacks a reference model, we can demonstrate how key
variables and relations can be extracted from the text by constructing a small
model that explains the change in Russian foreign interventions (see Figure 4).
We do so by reviewing a number of causal sentences extracted by the Causal
News BERT model.

In the FP case, McFaul argues that (2020, p. 100): ‘Putin selected a unique tra-
jectory for Russian foreign policy because of a set of particular ideas that he
developed ....” While Russia’s growing capability for foreign interventions was a
factor of importance, ‘New Russian capabilities did not make these Russian inter-
ventions inevitable’ (p. 100). Rather, the definition of Russian national interests
according to a set of ideas championed by President Putin are a key component
(pp. 98-99): ‘He embraced and propagated illiberal, conservative nationalism to
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advance his definition of national interests.” However, President Putin’s growing
autonomy and control over Russian foreign policy were essential for acting on
these ideas, adding three more causes to the argumentation (p. 100): ‘The Russian
system of government became increasingly autocratic during Putin’s two decades
of rule, giving Putin more autonomy and more influence over Russian foreign pol-
icy.” From McFaul’s analysis, we can construct a small model that summarises
some of the key causal relations described in the paper (see Figure 4). This small
model could serve as the starting point for a model or as an addition to an exis-
ting model. While the range and depth of causal mechanisms McFaul discusses
goes beyond this brief example, it illustrates how a piece of model structure can
be derived from extracted sentences. The FP case example also illustrates that a
gap still exists between the output of the NLP models tested in this study and
a SD model. Currently, it is the modeller who has to identify relevant variables
and relations in the sentences labelled as causal. We will revisit this gap in the
‘Discussion’ section, below. Nonetheless, the three case studies provide prelimi-
nary confidence that NLP models can be used to support model development by
retrieving relevant information from texts.

DISCUSSION

In this paper, we explore how NLP models can be used to extract sentences con-
taining causal information from texts, marking a step towards incorporating artifi-
cial intelligence into the SD toolkit. We provide a primer on the notion of
causality in SD and demonstrate how causal information can be identified in text,
a topic that has received limited attention in SD literature. We find that NLP
models are effective at identifying a large portion of the causal sentences in texts.
More advanced models, such as fine-tuned BERT models, outperform a simple
baseline model. Specifically, the Causal News BERT model was effective at
reaching reasonable levels of accuracy (TC: 0.78; CC: 0.77; FP: 0.79), precision
(TC: 0.72; CC: 0.72; FP: 0.68) and recall (TC 0.87; CC: 0.75; FP: 0.77) across cases,
while also identifying 100% and 94% of the model relations contained in the TC
and CC cases. The differences with the BERT—Causality—Baseline model are
small. Constant advancements in NLP technology and the potential for task-
specific fine-tuning means that the performance of future models is likely to
exceed the results presented here. A closer inspection of the results reveals that
NLP models trained to extract causal information overlook non-causal informa-
tion which is relevant for describing system structure, such as the description of
flows, activities and equations. Nonetheless, this study provides preliminary con-
fidence that NLP models can retrieve information to support model development.
However, several challenges remain. Below, we will discuss the challenges and
potential solutions for retrieving a broader set of relevant information from text
and enhancing the practical value of NLP tooling. We also discuss the importance
of human guidance and interpretation during model development.

Understanding the operations of a system is fundamental to the SD method.
However, we observe that two key elements are not inherently causal based on
criteria used in NLP: activities and flows. Richmond’s (1993) and Olaya’s (2016)
now somewhat famous example describes that models of milk production should
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include cows. However, the sentence: ‘cows produce milk’ is not causal, although
it has an instrumental property embedded in it. Citing Machamer et al. (2000),
Olaya (2016) states: ‘An entity acts as a cause when it engages in a productive
activity’ (p. 202). Adhering to a slightly stricter definition of causality, common
in NLP, the sentence lacks a clear cause in the form of an event or behaviour-
over-time explaining why cows produce milk. Concerning flows, the text frag-
ment ‘transfer of heat from the surface layer to the deep ocean’ provides valuable
information about an important flow in the system. But again, it lacks clear causa-
tion and as a result we and NLP models consider the sentence to be non-causal.
These limitations barely affect the overall performance in the current analysis
since most descriptions of an activity or flow do include a cause. Nonetheless,
descriptions of activities and flows are clearly relevant pieces of information for
SD modellers. This leads us to propose several avenues for extending the current
approach.

While our initial approach focused on causal information, broader capabilities
are both available and necessary. The pipeline can be improved by using
improved NLP models or by adding additional task-specific NLP models. NLP
models can be designed and fine-tuned to specifically identify information rele-
vant for SD modelling, including feedback loops, nonlinear relationships, flow
dynamics, stock variables and the operations that interconnect them. Further-
more, the analysis can be extended to extract actor behaviour, such as the follow-
ing sentence from the FP case: ‘Over time, however, Putin grew more suspicious
of private economic actors ...” (McFaul, 2020, p. 110). This can be accomplished
by using existing training data and models as well as a joint effort by SD
researchers to curate and annotate a training set to fine-tune NLP models for
SD applications. This is a realistic venture, considering that the causal news cor-
pus used to train two of the BERT models used here consists of ‘only’ 3559 events
(Tan et al., 2022). The NLP field offers starting points for such an endeavour.
Bakker et al. (2022a, 2022b) and Sil et al. (2010) have developed methods to
extract combinations of actions, actors, objects, recipients, preconditions and
postconditions from texts. The output of these methods can benefit operational
thinking during SD modelling by identifying actors, their decisions, and subse-
quent actions and results, alongside the information relations that guide these
processes. Additionally, Talmy (1988) described the semantics of force dynamics,
including flows, which could provide a starting point to operationalise how flows
and other dynamics can be identified in text. In addition, to further enhance
information extraction, specific models can be included in the pipeline that focus
on inter-sentential causality (Jin et al., 2020).

The current pipeline and NLP models provide an initial method for modellers
to extract a significant portion of sentences containing causal information. Yet,
the analysis still heavily depends on the work by the modeller since the NLP
models lack the capability to synthesise information across text segments or to
identify variables and relationships for direct use in modelling. Various qualita-
tive research techniques for model development are available to assist a modeller
in this task, but great potential lies in further automatization (see Eker &
Zimmermann, 2016; Kim & Andersen, 2012; Luna-Reyes & Andersen, 2003;
Tomoaia-Cotisel et al., 2022; Turner et al., 2013; Yearworth & White, 2013).
Selecting appropriate variables and relations to include in a model touches upon
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the essence of model building and requires a nuanced understanding of the
model’s purpose and problem context. Acquiring and articulating such under-
standing can be challenging for the modeller, especially in the early stages of
model development. Thus, transferring this understanding to an NLP model to
guide variable and relation selection and aggregation is problematic. Further-
more, NLP models that are to some extent capable of interpreting the task they
have been assigned suffer from deficiencies such as hallucination, bias and dis-
traction (Shi et al., 2023; Zhao et al., 2023). We therefore believe that, for now,
the path forward lies in several developments that can advance our initial
approach into a valuable and practical support tool, under the supervision of the
modeller. We will explore these developments in the context of causal relations,
but they may also be applied to other types of semantic relations, such as flows or
interactions between actors.

To facilitate merging results from multiple text fragments into a more extensive
map of dependencies, the cause and effect must first be isolated from a text frag-
ment; this process is known as span detection. This task is considerably more
challenging than detecting causality (Mostafazadeh et al., 2016; Tan et al., 2023).
Specific models for this task are available, like an adaptation of the BERT-
UniCausal model. However, the cause span (‘I hire transportation’) and effect
span (‘and my customers have fresh cold cuts every day’) detected by BERT-
UniCausal (Tan et al., 2023, p. 2) are also still far removed from variables formu-
lated as nouns or noun phrases, as is common in SD models (e.g., ‘transport avail-
ability’ and “fresh deliveries”). In addition, sources may use different vocabulary
or discuss information at different levels of aggregation, complicating the integra-
tion of results from various text fragments. NLP techniques can identify words
that are similar or belong to sub-classes (such as transportation, car, van), which
can help in recognising causes and effects with similar meanings and overarching
concepts (see Mikolov et al., 2013). However, it is both unlikely and undesirable
that NLP models will output ready-to-use models directly—an intermediary step
is required.

A promising development in NLP to tackle this challenge is the utilisation of
knowledge graphs (Ji et al., 2021; Khadir et al.,, 2021). As described by Ji
et al. (2021, p. 1): ‘A knowledge graph is a structured representation of facts, con-
sisting of entities, relationships, and semantic descriptions.” They visualise a lay-
ered ontology of concepts, synonyms and a variety of semantic relations between
them, such as causal relations. Knowledge graphs can serve as an intermediary
step between NLP models and the SD model-building process, offering an accessi-
ble way of combining, structuring and visualising results, while also maintaining
traceability to source materials. Concepts and relations in a knowledge graph can
be input from one NLP model or a collection of NLP models, each focused on
extracting specific concepts or semantic relations. Hybrid forms of knowledge
graph creation are being developed that allow users to evaluate and direct the
graph construction process (Bakker et al., 2022a, 2023; de Boer &
Verhoosel, 2020; Opasjumruskit et al., 2022). This could enable a modeller to
guide the process based on the purpose of the SD model and other
considerations—for instance, by indicating which concepts in the graph are rele-
vant, irrelevant or can be aggregated. Extracting relevant concepts and semantic
relations and combining them in a knowledge graph is akin to constructing a
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proto-model. Integrating these advancements in a practical tool brings us close to
the vision articulated by Sterman in 2000 (p. 898): ‘a model-building tutor’ capa-
ble of suggesting concepts and relations to include in a model.

Progress is possible, but we must proceed with some caution. Written data is
an interpretation by the original authors and shaped by their access to informa-
tion, motives, assumptions and other factors. In some cases, this subjectivity
might be important for the modeller to include; in other cases it can lead to dan-
gerous biases. Human interpretation will remain essential. As Forrester (1980,
p.- 557) explains:

“To be useful, the literature must be pieced together, decisions must be interpreted
into policies ... One must read between the lines ... It may be that such interpretation
of the ... literature cannot be effectively done without first-hand knowledge of the
mental data base used by operators ... Such first-hand knowledge can be obtained
only by living and working where the decisions are made and by watching and
talking with those who run the ... system.”

The use of artificial intelligence to support SD model development can repre-
sent a profound leap forward for the field. Thus far, the convergence between the
fields of artificial intelligence and SD has been limited (Armenia et al., 2024).
This article takes an initial step by focusing on the extraction of causal sentences
from a text using NLP models. In the discussion, we have outlined several steps
to refine NLP models for SD use, aiming to create practical tools that enable
modellers to create proto-models. These tools can assist in processing extensive
collections of texts, such as academic literature, company documents or govern-
ment reports. Subsequently, they can be used to reconstruct, compare, integrate
and analyse the system structure described in texts, aiding in the development of
SD models. Presently, this process relies on the laborious reading and analysing
of documents by SD modellers. The proposed advancement would enable
modellers to thoroughly process more information in less time, ultimately leading
to better models that are more capable of tackling the urgent issues addressed by
the SD field.
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