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Erik Kentie & Tim Kok

Lessons Learned: 
Structura-X PoC



Text + Image (3x)

Why is this PoC important to SURF?

Independent cloud
How would this work 
technically and 
organizationally?

User experience
Seamless shifting of 
workloads, ease of use

Available solutions
What are the experiences 
with current tools?

https://flickr.com/photos/eyesplash/7891780310/in/photolist-d2nrkL-LjPY9e-JgzvSp-zrvCtj-2j87cN4-2jpuz8T-xa9PCQ-drg2AB-x4FsrU-2iSgRdA-7gABdJ-2jfEoX3-JbEHh2-Kmto7t-2jrxooF-25yCHRu-2ou9jqK-yx8EAj-2j7dNQg-5KUw9y-h28BM-pbAtca-2iRAnYy-sxbyYY-2gS1Rut-28tsxzU-MKMoBw-2bzzQ6B-27QqWHQ-8Q5okS-2fJULNC-PqTH79-53qXn9-uZu8ED-wg7ArH-E8obob-LyGQMm-5cof6N-7fu94E-PAwZpR-euB9pH-5cGTz4-pVh2ZC-7RuTzj-8TgfgK-5D8gBS-5j2CAV-DE7yE-24gtekD-6zp9HK
https://flickr.com/photos/130561288@N04/52193038285/in/photolist-2nw7XUr-qU8WXA-2nw6MYq-2mU7ixJ-2iRk3FA-2nxnL5C-2kBg6nW-2g1QjXr-2nvZhbj-2mLGKSm-2mLFEJB-2miGicz-2g1Q95Z-2kuXvDo-2nxmozH-25V6DAn-2nw5xk8-2nw6N1V-2nw6NaY-2kAvcz1-2kgy1nV-2kBjDpU-PRxvkJ-2mwVmmt-r78dUo-2kv1QGv-9nkGfR-2kBg6s5-2mLX8kH-2kv2qy9-2mQyaBs-2kgy1eU-27DcRzY-49JGEx-kCFDDM-83TkvG-2mSYj3m-KSVnz5-2mLX8oi-2kz785D-JpfMNv-WgGKgF-26go6KR-Xfcggh-2mwVkxj-2n2g37t-2kiMqYW-FGrzmV-ChL1pk-DECsvr
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Why is this PoC important to SURF?

Scale out / 
cloud bursting
Peak capacity, high 
availability

Specialized hardware
GPUs, quantum compute, 
storage, cloud functionality

Cost and energy 
efficiency
Schedule workloads where 
compute is cheaper and/or 
more energy efficient

https://flickr.com/photos/mariano-mantel/9979131393/in/photolist-gcPE6x-2nouMeJ-i3NECz-2iSgyo3-2nopwQ4-6UDnWP-7fhxRy-dUYvtu-tfpXk-2now5um-5svcor-2jv4KX-i3Rby3-i3NEP6-2hKw15L-qntpoT-55RpEe-2nopwLg-KU6htr-4qFg4S-4o6CuZ-fTsUHD-DTtw1Z-dZb25U-D9mVNE-7knU93-pqEnLW-eZv37-jvN1ap-wrJuV7-2mhxumc-dZatkC-dZaCMA-5sAdAq-DFEaVp-5hrCbv-z2oMMA-yGgAFy-8Vvws-zgFpWS-CD7pXd-7MgUQA-jgVkon-KCRFY-GQQcn9-2bxUX-iFVWP-8jk2v-yJA4B8-M9UpTd
https://flickr.com/photos/130561288@N04/52193038285/in/photolist-2nw7XUr-qU8WXA-2nw6MYq-2mU7ixJ-2iRk3FA-2nxnL5C-2kBg6nW-2g1QjXr-2nvZhbj-2mLGKSm-2mLFEJB-2miGicz-2g1Q95Z-2kuXvDo-2nxmozH-25V6DAn-2nw5xk8-2nw6N1V-2nw6NaY-2kAvcz1-2kgy1nV-2kBjDpU-PRxvkJ-2mwVmmt-r78dUo-2kv1QGv-9nkGfR-2kBg6s5-2mLX8kH-2kv2qy9-2mQyaBs-2kgy1eU-27DcRzY-49JGEx-kCFDDM-83TkvG-2mSYj3m-KSVnz5-2mLX8oi-2kz785D-JpfMNv-WgGKgF-26go6KR-Xfcggh-2mwVkxj-2n2g37t-2kiMqYW-FGrzmV-ChL1pk-DECsvr
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Lessons Learned

• Alignment is tricky
- Networking set up between 3 CSPs
- Corresponding Kubernetes and Liqo versions

• At face value, Liqo works well

• Positive collaboration 
- the PoC was a good way for sharing 
knowledge and skills

• …



Text + Image (s)

Potential next steps

• Further exploration of Liqo
- Stress testing / What are the limitations
- Data gravity and data migrations
- Federated batch processing
- Security

• Comparisons with similar technologies

• Automating (network) federation between CSPs

• Standardizing onboarding
- shared quality standards, protocols



For more information, please
contact 

Erik Kentie
erik.kentie@surf.nl

Tim Kok 
tim.kok@surf.nl



Preparing connectivity is faster with existing AMS-IX connection, SURF and Intermax were able to do it with short notice 
with minimal effort just by adding an extra VLAN tag on their existing interface. 
BIT decided against using their production port for safety reason and took more time to connect to the test bed. 

But all participants were able to connect smoothly at Layer-2 via AMS-IX platform, this proves the ease of providing 
service via central hub.

However, setting up BGP between members take sometime, so we should deploy the route-servers for the peering LAN 
Essentially the member does not have to set up multiple BGP sessions but with 2 x central route-servers and exchange 
prefixes via the route-servers, same 
Also we can provide additional service like looking glass to facilitate peering debugging. With the looking glass members 
can look at what IP prefixes being sent/received on the route-server to coordinate debugging with other members.
More about route-server  https://www.ams-ix.net/ams/documentation/ams-ix-route-servers

AMS-IX Lesson Learned  Structura-X/Liqo PoC

https://www.ams-ix.net/ams/documentation/ams-ix-route-servers
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Structura X PoC & Info Support



Info Support facts

24 years Top Employer

32 speakers

Established

in 1986

500+ employees

Part of the

Info Support 

International Group

Offices in 

The Netherlands 

& Belgium

Helps customers move 

forward significantly as the 

software partner that delivers 

top quality

Microsoft MVP’s and

Java Groundbreakers

50+ satisfied customers
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Our contributions

• Focus on adding observability

– ✅ Use prometheus

– ✅ Use exposed liqo metrics

– ✅ Set up dashboard, monitor usecases

– ❌ Nice to have: Prometheus federation across clusters

– ❌ Nice to have: Alerts/notifications on liqo prometheus metrics



Cluster A (Surf) Cluster B (Bit)

Liqo Federation

Our (simple) test case

   

      

Invoke

Use either

Monitor



Our results

Tr uble  in  etting u  Liq   airing, lea  t  a ’late’ 
start time

Basics monitoring scenarios works

Too little time left to do more exploring with 
metrics and other workloads



Prometheus Liqo Dashboard



Our lessons learned (technical)

• No standardized solution for setting up interconnectivity and 

netw rking between  ari u  CSP’ 

– Very time consuming and error prone

– Difficult to troubleshoot

– A lot of time spent on networking, too little spent on Liqo or Kubernetes

• A  e   t  ea h CSP’  Kubernete   lu ter fr m a u er  er  e ti e i  

not standardized, leading to an undesired experience.

– IP filter? SSH jump host?, all requiring different setup steps. 

– E en if the w rkl a  w ul  be fe erate , thi  mean  that u ing  ifferent CSP’  

would still be different ways of working



Our lessons learned (organisational)

• No clear ownership or desired design

– Each CSP makes its own unique choices with (too) little communication if it would work

– If it   e n’t w rk after a  ignifi ant am unt  f time,   n i er  hanging  ath  an   ee 

how much of the goal you can salvage still

• Very little  i  u  i n  n the ’H w’ 

– A weekly standup, and ad-hoc work meeting

– What can be expected from different parties? How much time are they investing? And 

on what days?

– There seemed to be just a gitlab project, not something like a shared teams or slack 

space

– Ma e it har  t  take initiati e be i e  rea hing  ut by email,  r ju t ‘ a ing’ the 

thoughts for the next standup next week. 





Intermax

Why is this PoC important for your 
organization?

• We want to use these sort of projects as a form 
of ‘cloud liberation platform’ - move workloads 
freely and easily.

• To gain experience with these types of 
techniques and projects.

• Initially it took a long time to interconnect the 
networks.

• Unfortunately, we are still running into 
(certificate) issues for which we have not yet 
found a solution. 

• Next step: To bring the involved participants 
together in a next debugging session including 
participants from the Liqo Project.

Which lessons did you learn from 
this PoC?



• Use fixed ip-adresses (not only for endpoints but also for other network gateways 

(return path) in firewalls, cluster route configuration, etc)

• A quick way to return to last known working state 

• quick cluster redeploy/access to cluster network settings/short lines between 

cluster backend engineers and application devs)

• Micro versions matter (coordinate software versions to match)

=> Communicate all standards above early via shared gitlab repo, along with timepath, 

etc.

• We choose BGP peering and out of band, this requires 3 ip-addresses 

• We could also choose inband-peering + gateway (1 IP address) 

• ~ may increase private participation

Lessons learned BIT





•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

https://www.tno.nl/nl/newsroom/2023/03/nederlandse-partijen-bouwen-testomgeving/
https://gaia-x.nl/nieuws/nederlandse-partijen-bouwen-testomgeving-voor-gaia-x-clouddiensten/
https://gaia-x.nl/nieuws/nederlandse-partijen-bouwen-testomgeving-voor-gaia-x-clouddiensten/
https://www.intermax.nl/resources/gaia-x-testomgeving-europese-federatieve-cloud/
https://www.infosupport.com/resources/nederlandse-partijen-bouwen-testomgeving-voor-gaia-x-clouddiensten/
https://www.surf.nl/nieuws/nederlandse-partijen-bouwen-testomgeving-voor-gaia-x-clouddiensten
https://www.surf.nl/nieuws/nederlandse-partijen-bouwen-testomgeving-voor-gaia-x-clouddiensten
https://ibestuur.nl/nieuws/testomgeving-voor-gaia-x-clouddiensten-in-mei-2023-klaar
https://www.agconnect.nl/artikel/data-infrastructuurproject-gaia-x-krijgt-nederlandse-testomgeving
https://www.surf.nl/nieuws/nederlandse-partijen-bouwen-testomgeving-voor-gaia-x-clouddiensten
https://www.surf.nl/nieuws/nederlandse-partijen-bouwen-testomgeving-voor-gaia-x-clouddiensten
https://www.computable.nl/artikel/nieuws/cloud-computing/7483718/250449/nationale-testomgeving-voor-gaia-x-start-in-mei.html
https://www.computable.nl/artikel/nieuws/cloud-computing/7483718/250449/nationale-testomgeving-voor-gaia-x-start-in-mei.html
https://www.ams-ix.net/ams/news/dutch-gaia-x-hub-builds-gaia-x-test-environment
https://www.infosupport.com/resources/nederlandse-partijen-bouwen-testomgeving-voor-gaia-x-clouddiensten/
https://www.infosupport.com/resources/nederlandse-partijen-bouwen-testomgeving-voor-gaia-x-clouddiensten/
https://www.techzine.nl/nieuws/infrastructure/520108/nederlandse-partijen-bouwen-nationale-gaia-x-testomgeving/
https://www.techzine.nl/nieuws/infrastructure/520108/nederlandse-partijen-bouwen-nationale-gaia-x-testomgeving/
https://www.agconnect.nl/artikel/werkt-gaia-x-ook-praktijk-nederlandse-organisaties-proberen-het-uit
https://www.telecompaper.com/partner-content/kansen-voor-telecom-met-data-en-cloud-volgens-europese-spelregels--1463114
https://www.agconnect.nl/artikel/werkt-gaia-x-ook-de-praktijk-nederlandse-organisaties-proberen-het-uit
https://www.agconnect.nl/artikel/werkt-gaia-x-ook-de-praktijk-nederlandse-organisaties-proberen-het-uit


•

• Up until now: light weight meeting structure with weekly stand-up

• There is a lot of value in “getting our hands dirty” with federation technology

• Look for funding mechanism? (e.g. TKI, …)

•

• Explore Liqo deeper with more and extended use cases?

• Can we keep the Liqo-infrastructure running longer? (at least end of the year)



•

• Connect with Italian PoC-setup of Top-IX

• Good contact with Leonardo Camiciotti (director TOP-IX). Elected for Board of Directors Gaia-X. Leads Structura-X Lighthouse within Gaia-X

• Top-IX team helped us with current setup

• Good contact with Turin university group (possibly will be ArubaKube spin-off)

•

• Metrics for customers, if my application runs at 3 CSPs how do I monitor that? 

•

• What is needed to offer Gaia-X compliant Cloud Services? 

• Aruba.it will present demo setup end of June (in monthly Structura-X Engineering call)

•
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