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1 Introduction 

Periodical inspections using non-destructive evaluation 
(NDE) methods ensure safe bridge operation. During 
bridge inspections, deterioration of the structure, such as 
fatigue cracks or corrosion, are identified, and any defec-
tive parts can be repaired or replaced as necessary. Timely 
detection of a defect largely depends on the performance 
of the NDE method used and the probability of detection 
(PoD) curve serves as a standard approach to characterize 
the performance of an NDE method. Often, the probability 
of a flaw, e.g. crack, being detected is plotted as a function 
of the flaw size, e.g. crack length. This relationship is 
called a PoD curve.  

PoD curves have a variety of practical applications. Apart 
from solely NDE methods performance assessment [1,2], 
PoD curves are used for bridge management planning and 
fatigue reliability assessment.  For example, in [3], a PoD 
curve was combined with crack growth models and a fa-
tigue reliability model, to establish a procedure for struc-
tural performance assessment and management planning 
for steel bridges. Also, the estimate of the fatigue life [4] 
and the structural safety [5] of a bridge after inspection 

can be updated using PoD curves. Finally, in [6], a rough 
estimate of the probability of detection based on experi-
ence of experts was used to derive safety factors for the 
fatigue design of bridge structures. So far, regular visual 
inspection is the mostly used type of NDE in bridge inspec-
tions [7], even though its reliability is low [8] and it in-
duces considerable financial expenses [9]. With the men-
tioned drawback of regular visual inspections in mind, 
much attention has been paid to the development of au-
tomatic visual inspection methods [10], that potentially 
can increase the reliability of bridge inspections and re-
duce their costs [11]. Such an automatic bridge inspection 
system would consist of an image/video acquisition setup, 
e.g. camera mounted on a drone, and a computer vision
system for automatic damage detection.

In [12], automatic bridge inspection using unmanned aer-
ial vehicles (UAV) was studied. UAV can easily carry a 
camera to remote parts of bridges, which can be difficult 
to be accessed by a human inspector. However, due to 
safety considerations it is not always possible to get closer 
than 1 meter to a bridge surface [13]. Alternative robotic 
systems were considered in [14]. For example, climbing 
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robots can be used to access a closed bridge structure that 
would be impossible to access with UAV. However, it may 
be inefficient to inspect an entire bridge structure using 
such a robot. 

 To fully employ all possible benefits that an automatic in-
spection system can bring, its performance has to be inte-
grated into fatigue reliability analysis and optimal inspec-
tion planning strategies. This integration requires a PoD 
curve to be determined.  

To the best of the authors’ knowledge, this paper presents 
a first attempt to generate a PoD curve for an automatic 
crack detection system on images of steel bridges. It 
should be emphasized that the study considers only the 
performance of the computer vision algorithm for crack 
detection and not the whole inspection system also includ-
ing an image acquisition setup. This is because images 
used for the PoD determination were collected by a hand-
held camera, during regular bridge inspection. Images col-
lected in such a way may be different from images col-
lected by an automatic inspection system such as a cam-
era installed on UAV. The main contribution of this paper 
is to present: 

• A two stage training strategy to train a neural network 
for crack segmentation on images of steel bridges with 
reduced false positive rate; 

• A statistically underpinned approach to measure the 
performance of an automatic visual crack detection al-
gorithm using the PoD curve and false positive rate. 

In Section 2 of this paper, a computer vision algorithm for 
crack detection based on an encoder-decoder neural net-
work with a modified U-net architecture and a dataset for 
its training are described. Further, a neural network train-
ing strategy is proposed that allows to reduce the fraction 
of false positive crack detections. Section 3 gives the 
methodology of deriving a PoD curve for the developed 
automatic crack detection algorithm using the maximum 
likelihood estimate method (MLE). Section 4 describes the 
results of the PoD curve derivation for automatic visual 
crack detection and compares the obtained PoD curve with 
PoD curves for regular visual inspection.        

2 Crack detection using deep learning  

A variety of deep learning approaches have been applied 
to the crack detection problem [15]. These approaches can 
be classified into four groups:  

• image classification approach, which classifies an im-
age or its part according to the presence or absence of 
a crack; 

• crack localization approach, which utilizes algorithms 
such as Mask R-CNN [16] or YOLO [17] to localize a 
crack on an image, draw a so-called bounding box 
around the crack, determining the crack location;  

• crack segmentation approach, which allows classifying 
each pixel of the image as either crack or background 
using neural network architectures such as U-Net [18];  

• combined approach, where a segmentation algorithm 
is applied to a part of the whole image where cracks 
are localized by the localization algorithm [19].  

An advantage of the crack segmentation approach, in 
comparison to the localization and classification approach, 
is its ability to not only detect and localize cracks but also 
to provide enough information enabling crack size estima-
tion. The advantage of the segmentation approach over 
the mixed approach is that the mixed approach involves 
the sequential application of two neural networks, with the 
first network responsible for localization and the second 
network for segmentation. Thus, two separate neural net-
works have to be trained on datasets, specifically anno-
tated for each of them. The primary limitation of the seg-
mentation approach is its high computational complexity. 
This arises from the fact that the segmentation neural net-
work often has more weights than the localization network 
due to the inclusion of an additional decoder which almost 
doubles the size of the neural network, thus increasing 
training and inference time. Additionally, segmentation 
must be applied to the entire image, as opposed to just a 
part of it as in the combined approach, further increasing 
the inference time. In this study, the segmentation ap-
proach is employed to carry out labelling of each pixel on 
an image, thus determining whether it belongs to a crack 
or to the background. This choice can be partly explained 
by a peculiarity of the image dataset available for this 

Figure 1 Proposed modified U-net architecture of the neural network  
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study which is described in Section 2.2. The majority of 
images with cracks in this dataset contains markings from 
inspectors that were made to indicate the cracks. Locali-
zation and classification neural networks may use infor-
mation from the entire image, and if trained on this da-
taset, the neural network could learn to rely on these 
markings. A neural network that relies on markings for 
crack detection could have a low performance during ac-
tual application because then it would be necessary to de-
tect cracks which were not marked by the inspector in ad-
vance.  Further in the text, this problem referred as “the 
marking problem”. Meanwhile, the segmentation neural 
network uses local image information as described in Sec-
tion 2.2, thus eliminating the described marking problem. 
However, lack of global information can lead to a high false 
positive rate as explained in Section 4. 

2.1 Architecture 

An encoder-decoder neural network with a modified U-net 
architecture is used in this study, being the same as the 
one proposed in [20], however, only the encoder-decoder 
part is used without additional postprocessing steps. Back-
ground on the methods and terminology used in this sec-
tion can be found in [21]. The architecture of the neural 
network is summarised in Figure 1. The used encoder-de-
coder network takes images of size 512x512 pixels as in-
put and gives a segmentation map of the same size with 
each pixel marked as belonging to a crack or to the back-
ground. The encoder part of the network consists of four 
encoding blocks. Each encoding block consists of two 3x3 
convolutions each followed by batch normalization and a 
rectified linear unit (ReLU) activation function. A 2x2 max 
pooling operation with a stride of 2 is applied to the output 
of each block to down-sample feature maps. Four of such 
blocks encode image information into a 32x32x1024 fea-
ture map. Further, this feature map is decoded using the 
decoder part of the network, which consists of the same 
blocks as the encoder part, but then applying a 2x2 up-
sample operation to the output of each decoder block in-
stead of a max pooling operation. Long-range skip con-
nections between encoder and decoder parts help to pre-
serve fine-grain spatial information, available at earlier 
stages of the encoder, but gradually diminish due to the 
application of max pooling. A 1x1 convolution with sigmoid 
activation function is applied to the output of the last de-
coder block to assign values in the range between 0 and 1 
to each pixel. Finally a thresholding is applied with a 
threshold value equal to 0.5 to produce a binary segmen-
tation map with values 0 (background) and 1 (crack) as-
signed to each pixel. 

2.2 Dataset  

Roughly 16000 images were collected, mostly with 
4608x3456 resolution (and a few images with lower reso-
lution), that were taken by inspectors during regular in-
spections of steel bridges. These images were obtained in 
situ, with the objective of conducting bridge inspection and 
maintenance. The images were captured at varying dis-
tances from the bridge, ranging from less than 1 meter up 
to 10 meters, as estimated based on a visual assessment. 
To train and validate the proposed neural network, 755 
images are selected where crack edges are identifiable. 
The ground truth pixel-wise labelling of these images is 

made using a semi-automatic tool available in [22] and 
described in [23], which is built based on a geometric 
tracking algorithm [24] and specifically designed for the 
crack image pixel-wise labelling purpose. 

The selected images are randomly divided into training 
and validation datasets containing 80% and 20% of the 
images, respectively. As mentioned above, the proposed 
neural network takes as input images of size 512x512 pix-
els, because a bigger input image size would imply an un-
reasonably high computational load. To account for the 
difference between image size in the dataset and neural 
network required input size, a special training data loader 
algorithm is developed that selects patches of pixel size 
512x512 from images, as illustrated in Figure 2. The cri-
terions underlying the selection of a patch are explained 
in Section 2.3. To process the entire image, the neural 
network is applied in a sliding window manner. This means 
that the entire image is partitioned into patches so that 
each pixel is represented in at least one of the patches. 
After that, each patch is processed separately and a seg-
mentation map of the entire image is constructed.  

 

Figure 2 Image of a crack and example of patches used for training 
and evaluation of the neural network. a) Example of an image of a 
crack in a steel bridge with its ground truth annotation; b) Example of 
a patch containing a crack and its ground truth annotation; c) Example 
of a patch not containing a crack and its ground truth annotation. 

2.3 Training with false positive reduction strategy 

Commonly, to train a segmentation neural network, 
patches of the necessary size (here we used a patch size 
of 512x512 pixels) that contain some part of a crack are 
randomly taken to compose a training dataset. Often, ran-
dom background patches that do not contain cracks are 
also provided [25].  False positive detection is recognized 
as a significant problem for crack detection algorithms 
[19]. With the dataset used in this work, the common 
training strategy trains a neural network with an ex-
tremely high false positive rate, when applied to the entire 
image. Practically this means that in any processed image, 
independent on the presence of cracks, a significant por-
tion of pixels is marked as a crack. This can be seen in 
Figure 3, where for images containing a crack (Figure 3a) 
the segmentation maps (Figure 3c) are produced using a 
neural network trained with the common training strategy. 
Comparison of these segmentation maps (Figure 3c) with 
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Figure 3 a) Images of cracks in a steel bridge structure; b) ground truth crack annotation; c) encoder-decoder network 
outputs after the first training stage; d) encoder-decoder network outputs after the second training stage 
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 the ground truth crack annotation (Figure 3b) can reveal 
false positive pixels. The high false positive rate can be 
explained by the fact that cracks often appear as a dark 
line on an image and a neural network trained with the 
common training strategy learns to classify most of such 
dark lines as crack. However, the images available for this 
study contain several dark lines that are not a crack (e.g. 
shadow from protruding structural elements, gaps in con-
nections between two parts of a structure). Often these 
non-crack image elements that look like a crack are lo-
cated many pixels away from a crack, meaning they will 
not often occur in the training crack patches. As a result, 
a neural network trained using only the crack patches does 
not “see” enough training examples of the crack-like-look-
ing image elements during the training. Thereby, it is not 
able to distinguish them from cracks. The problem remains 
even if random background patches are used for training. 

This is because such crack-like image patterns rarely ap-
pear in background patches, and most of the background 
patches capture plain surfaces without any crack-like ele-
ments as in Figure 2c. The number of these crack-like im-
age elements shown to a neural network during training 
depends on their presence on images, number of training 
patches and the patches size relative to the images size. 
With images available for this study and with the chosen 
patch size, the crack and background patches do not cap-
ture enough of these crack-like image elements to teach a 
neural network to distinguish them from cracks.  
To solve this problem and to reduce the number of false 
calls a two-stage training strategy is proposed: 

• The first stage uses the common training approach. 
Only the crack patches are shown to a neural network 
during its training. Afterwards, locations from entire 
images where the trained neural network gives false 
positive crack detections are identified. 

• In the second stage, the training of the neural network 
continues, but in this stage, together with crack 
patches, background patches taken from false positive 
locations are shown. Also, in this stage, the loss func-
tion is modified to impose higher loss for false positive 
mistakes than for false negative ones.  

A common approach is employed to train the proposed 
neural network in the first stage of the proposed training 
strategy. Patches are randomly selected in such a way that 
at least a few pixels annotated as a crack are present in 
them. However, a modification is introduced in this com-
mon approach: normally, a predefined number of crack 
patches are generated and stored beforehand to be shown 
during the training of a neural network, whereas “on-the-
fly” patch generation is introduced in the proposed ap-
proach. Each time a training example is required, a ran-
dom image is chosen, and the patch taken from this image 
is used as a training example. Such “on-the-fly” patch 
generation practically eliminates the possibility of overfit-
ting, because there is no patch that is shown more than 
twice during training. One possible drawback of the pro-
posed method is that “on-the-fly” patch generation could 
increase the training time due to the necessity to generate 
patches each time a neural network update is done. But 
parallelization of the patch generation procedure with the 
neural network parameters update process allows to re-
duce this time increase effect.  

A Dice loss function [26] is used for optimization of the 
neural network: 

𝐷!"## = 1 − 𝐷𝑆𝐶 = 1 −
2 ∙ 𝑇𝑃

∑ 𝑝$%&
$ + ∑ 𝑔$%&

$
													(1) 

where, 𝑇𝑃 means True Positive segmentations. The sums 
in the denominator runs over 𝑀 pixels of the predicted bi-
nary segmentation map 𝑝$ and of the ground truth binary 
segmentation map 𝑔$ .  The neural network training is done 
using “ADAM” optimizer having parameters 𝛽'=0.9 and 
𝛽%=0.999 (default parameters for PyTorch implementa-
tion) and a learning rate equal to 0.001 which is multiplied 
by 0.99 for each training epoch. The batch size was set to 
8. The convergence of the proposed neural network is 
achieved after 200 epochs. Reference [21] gives detailed 
explanation of the optimization algorithm, and the termi-
nology used in this paragraph.    

After the neural network is trained in the first training 
stage described above, the false positive segmentations 
are identified. The entire images from the dataset are seg-
mented in a sliding window manner and the produced seg-
mentation maps are compared with ground truth annota-
tions. This comparison enables to recognise the pixels of 
the segmentation maps produced by the neural network, 
which are marked as a crack but are background according 
to the ground truth annotations, i.e. false positive pixels. 
The recorded false positive locations are needed for the 
second training stage.  It should be noted that false posi-
tive segmentations within a 10-pixel range from ground 
truth annotated cracks are not regarded as false positives, 
to account for the fact that many cracks do not have clear 
boundaries on the images. The 10-pixel range (in images 
with sizes up to 4608x3456 pixels) was chosen as an ac-
ceptable deviation.  

In the second training step, 50% of the training patches 
are crack patches and the others are background patches. 
Moreover, the background patches are taken so that the 
false positive pixels, recorded as described above, are pre-
sent in these background patches. Further, in the second 
training stage, instead of the Dice loss function, the 
Tversky loss function [27] is used: 

𝑇!"##(𝛼', 𝛼%) = 1 −
𝑇𝑃

𝑇𝑃 + 𝛼' ∙ 𝐹𝑃 + 𝛼% ∙ 𝐹𝑁
														(2) 

where, 𝑇𝑃 means True Positive segmentations,	𝐹𝑃 means 
False Positive segmentations, and 𝐹𝑁 means False Nega-
tive segmentations. By adjusting the parameters 𝛼' and 𝛼% 
it is possible to outbalance penalization of the neural net-
work for making false positive and false negative mis-
takes. In the second stage of the proposed training strat-
egy, 𝛼' is set to 0.9 and 𝛼% to 0.1 in order to provide higher 
penalties for false positive mistakes of the neural network 
than for false negative mistakes.  

The proposed neural network trained from scratch with the 
unbalanced Tversky loss function and with background 
patch generation may get stuck in a local minimum of the 
optimization space, with each output segmentation map 
being a “whole-white” segmentation map (meaning there 
will be no pixels marked as a crack). To avoid this local 
minimum, in the second stage of the proposed training 
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strategy, the neural network parameters are initialized 
with values that were trained at the first training stage.  In 
other words, the second training stage that now also in-
cludes background patches taken from false positive loca-
tions continues the neural network training and it does not 
train from scratch.  

3 PoD derivation 

Experimental methods to determine PoD curves are given 
in [28, 29, 30]. In order to derive the PoD curve, speci-
mens with a known flaw size should be examined with the 
NDE method under consideration. Multiple of such meas-
urements on different specimens should be done to pro-
vide statistically meaningful data. Specimens and inspec-
tion conditions should represent those that occur in real 
applications as much as possible. The variability of differ-
ent factors that may affect inspection outcomes should be 
fairly represented in the PoD curve determination experi-
ments. Besides measurements on flawed specimens, un-
flawed specimens should also be inspected to provide data 
for the estimation of a false positive rate. It is a rule of 
thumb [30] to provide a ratio of unflawed to flawed spec-
imens of 3 to 1. 

To collect data for the PoD derivation for the developed 
computer vision system, 100 images are selected among 
the available 16000 on which the actual crack length was 
marked (for example as in Figure 3a). The selection con-
tains some of the images used to train the neural network 
with identifiable crack edges. Images in which a crack is 
not visible, but markings written by the inspector indicate 
the presence of a crack, are also included into the selec-
tion. Additionally, 300 images not containing any signs of 
crack are added. 

Since the automatic crack detection algorithm proposed in 
this study outputs a segmentation map, it is necessary to 
choose a method to transfer the segmentation map into a 
single scalar or binary value that would represent an NDE 
output. This is necessary to allow determination of the PoD 
curve according to standard approaches [28, 29, 30]. It is 
decided to use the number of crack pixels in the output 
segmentation map as a quantitative output of the auto-
matic visual crack detection algorithm. Another approach 
would be to calculate the crack length from the segmen-
tation maps. However, this approach is not employed in 
this study, because this would require an additional post-
processing step and information about distance between 
the crack and the camera in the moment when the image 
is taken.     

Such signal responses for 100 images containing cracks 
and 300 images without cracks are plotted in Figure 4. The 
number of pixels classified as a crack is taken regardless 
of the pixel positions relative to each other on the seg-
mentation maps. However, depending on the application 
case of the automatic crack detection algorithm, false pos-
itive pixels of the segmentation maps may be treated dif-
ferently. As explained in Section 2.2, images of cracks of-
ten contain crack-like elements that can be misrecognized 
by the neural network as a crack. These false positive seg-
mentations may or may not be included in the total num-
ber of crack pixels that contributes to the signal response, 
when used for the PoD determination. During the PoD 

curve determination the effect of the false positive seg-
mentations on the algorithm signal response should be the 
same as during actual application. In this study, two ap-
plication cases are considered. In the first application case 
the automatic visual crack detection algorithm is designed 
to be used as a “black box” that takes as input an image 
of a bridge and gives the decision about whether a crack 
is detected or not. In this application case, the false posi-
tive segmentations are added to the algorithm signal re-
sponse and the same should be done when conducting 
measurements for the PoD determination. For this appli-
cation case a PoD curve affected by false positive segmen-
tations. In the second application case, the automatic vis-
ual crack detection algorithm is applied to take as input an 
image of a bridge and to output a segmentation map. To 
generate PoD curve for this application case it would make 
sense not to add false positive pixels to the signal response 
during the PoD experiments, because this would better 
represent conditions of this application case. For this case 
a PoD curve not affected by false positive segmentations 
is generated. 

 

Figure 4 The number of pixels marked as crack by the neural network 
plotted against the actual crack length. Blue crosses represent meas-
urements on images with cracks. Orange dots show the measurements 
on images without cracks. The dashed red line indicates a threshold 
decision level.  

Two approaches for PoD curve determination exist based 
on the nature of the output of an NDE method [28, 29, 
30]. The “𝑎 versus 𝑎:” approach is often applied to NDE 
methods that give a quantitative signal response “𝑎:”(here 
referring to the number of pixels) correlated with the ac-
tual flaw size “𝑎” that is being measured( in this case the 
length in mm). In contrast, the “hit/miss” approach deals 
with a binary output of an NDE method (flaw detected/not 
detected). Since the number of pixels classified as a crack 
is chosen as the crack detection system signal response, 
the “𝑎 versus 𝑎:” method for PoD curve calculation is first 
considered for this study. However, the “𝑎 versus 𝑎:” PoD 
curve calculation approach is built upon the requirement 
of data homoscedasticity, which implies uniform and nor-
mal scatter of measurement noise irrespective of the crack 
length. The data obtained in this study do not satisfy this 
requirement. This can be observed in Figure 4, where the 
horizontal scatter of the blue crosses varies depending on 
the crack length. So, the signal response data is further 
transformed into “hit/miss” data by applying a decision 
threshold value 𝑎:()*. The crack is detected if the signal re-
sponse (number of pixels marked as a crack) is above 𝑎:()*. 
The produced “hit/miss” data affected by false positive 
segmentations is shown in Figure 5, where each blue cross 
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represents a single measurement applied to one of the 100 
selected images, with 1 for a detected crack (hit) and 0 for 
a crack being missed (miss). Similarly, Figure 6 shows the 
“hit/miss” data not affected by false positive segmenta-
tions.  

Furthermore, a mathematical model is chosen and fitted 
to the available data [28,29,30]. A generalized linear 
model is selected with a logistic link function:  

𝑃𝑜𝐷(𝑎|𝜃+, 𝜃') =
exp	(𝜃+ + 𝜃' ∙ log	(𝑎))

1 + exp	(𝜃+ + 𝜃' ∙ log	(𝑎))
										(3) 

where 𝜃+ and 𝜃' are parameters that have to be fit to the 
data and 𝑎 is a variable representing the actual crack 
length. In words, the 𝑃𝑜𝐷(𝑎|𝜃+, 𝜃') equals to the probability 
of detection of a crack, given the logarithmic crack length 
log	(𝑎) as covariate values in the logistic regression. 

A maximum likelihood estimate (MLE) method is used for 
setting the parameters 𝜃+ and 𝜃', where the log-likelihood 
log(𝐿(𝜃+, 𝜃'|𝑎)) of the model is calculated as in [28]:  

𝐿(𝜃!, 𝜃"|𝑎) = 	*𝑃𝑜𝐷(𝑎#|𝜃!, 𝜃")$! ∙ /1 − 𝑃𝑜𝐷(𝑎#|𝜃!, 𝜃")2
"%$! 		⟹

&

#'"

 

log$𝐿(𝜃!, 𝜃"|𝑎), =.𝑍# ∙ log$𝑃𝑜𝐷(𝑎#|𝜃!, 𝜃"),
$

#%"

+(1 − 𝑍#) ∙ log$1 − 𝑃𝑜𝐷(𝑎#|𝜃!, 𝜃"),						(4) 

with	𝑍, being the “hit/miss” result of crack detection in the 
𝑖 −th image, and 𝑎, the actual crack length in image 𝑖	 ∈
{1, … , 𝑁} that is collected in 𝑎 = (𝑎,),-'. . In the experiments,  
𝑁 = 100 represents the number of images with cracks used 
for the PoD experiments. The optimization of 𝜃+ and 𝜃'	 is 
done using the Broyden-Fletcher-Goldfarb-Shanno (BFGS) 
algorithm implemented in the scipy library of the Python 
programming language.  

 

Figure 5 Hit/miss data affected by the false positive segmentations 
produced from the described measurement and the PoD curve (solid 
line). The upper and lower bounds of the 95% confidence interval of 
the PoD curve are shown with dotted lines. 

The bounds of the 95% confidence interval of the PoD 
curve are calculated using the log-likelihood ratio test as 
described in [29]. Each combination of non-optimal pa-
rameters 𝜃+, 𝜃'	has a non-maximum likelihood value that 
can be calculated by the equation above. These parame-
ters can be compared to maximum likelihood by the log-
likelihood ratio (also called Wilk’s likelihood ratio): 

𝑊(𝜃+, 𝜃'|𝑎) = −2 ∙ log N
𝐿(𝜃+, 𝜃'|𝑎)

𝐿O𝜃+
"/0, 𝜃'

"/0|𝑎P
Q	~𝜒'%														(5) 

where 𝜃+
"/0, 𝜃'

"/0 are the parameters that give maximum 
likelihood, i.e. they are the maximum likelihood estimators 
for the parameters 𝜃+, 𝜃'. The log-likelihood ratio follows 
the 𝜒'% distribution under regularity assumptions and as-
ymptotic analysis [31, 32]. It should be noted that in this 
hypothesis the 𝑊 statistic is independent of 𝑁, which 
makes sense in view of the fraction in the logarithm. 
Therefore, parameters that are inside 95% confidence in-
terval are enclosed between parameter combinations that 
provide the log-likelihood ratio 𝑊 equal to a table constant 
of the 𝜒'% distribution: 𝜒% = 3.841[33](degrees of freedom 
are equal to 1 according to [30]). The confidence bounds 
calculation method is described in more detail in [30]. 

 
Figure 6 Hit/miss data not affected by the false positive segmentations 
produced from the described measurement and the PoD curve (solid 
line). The upper and lower bounds of the 95% confidence interval of 
the PoD curve are shown with dotted lines.  

Each combination of 𝜃+, 𝜃' within the region of 95% confi-
dence gives a non-optimal PoD curve. An envelope of 
these non-optimal PoD curves provides the bounds of 95% 
confidence interval, which are plotted with dotted lines in 
Figure 5 and Figure 6. In Figure 5, the PoD affected by 
false positive segmentations is depicted, whereas Figure 6 
shows the PoD not affected by false positive segmenta-
tions.  

Finally, the false positive rate FPR is computed using the 
Clopper-Pearson method as described in [30]: 

𝐹𝑃𝑅 = X1 +
𝑛 − 𝑥

(𝑥 + 1) ∙ 𝐹('23,			%67%,			%82%6	)
[
2'

												(6)	 

where 𝑥 is the number of false calls,  𝑛 is the total number 
of measurements of the unflawed specimens,   
𝐹('23,			%67%,			%82%6	) is the F-statistics with degrees of freedom 
are equal to 2𝑥 + 2 and 2𝑛 − 2𝑥, and level of significance 
equal to 1 − 𝛼 with 𝛼 being a required confidence level.  

4 Results and discussion 

Figure 7 compares the PoD curves for the automatic crack 
detection on images developed in this study with the PoD 
curves for regular visual inspection from Connor et al. [8],  
shown with the black dashed line, and from DNVGL-RP-
C210 [34] (moderate access case), shown with the grey 
dashed line. It should be noted that in the study of Connor 
et al. [8], the PoD curve was calculated from data collected 
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from accurately designed experiments providing realistic 
conditions for inspectors to inspect different components 
of steel bridge structures. Meanwhile, the data from 
DNVGL-RP-C210 are based solely on expert judgment and 
no experimental data were used [34]. Table 1 shows im-
portant points of the PoD curves providing a tool for sim-
pler comparison. The symbols a50 and a90 show a crack 
length that will be detected with 50% and 90% probability 
respectively. The quantity denoted by a90/95 represents an 
estimate of the length of a crack that is expected to be 
detected with 90% probability, based on the lower limit of 
the 95% confidence interval for the PoD curve.  

The data from Table 1 and Figure 7 show that crack de-
tectability with the automatic visual crack detection algo-
rithm that includes false positive segmentation proposed 
in this work is roughly on the same level as crack detect-
ability with regular visual inspection. The derived PoD 
curve affected by the false positive segmentations for the 
developed automatic crack detection algorithm is compa-
rable to the one provided by DNVGL-RP-C210 for crack 
length values below 25 mm and performs better for bigger 
cracks. Compared to the PoD curve provided by Connor et 
al., the PoD curve affected by the false positive segmen-
tations derived in this study has a lower probability of de-
tection for any crack. The PoD curve for automatic visual 
crack detection that is not affected by false positive seg-
mentations shows the lowest probability of detection for 
the entire range of crack length. The maximum difference 
between the determined PoD curve affected by false posi-
tive segmentations and the PoD curve not affected by false 
positive segmentations reaches almost 25% at a 100 mm 
crack length. 

 

Figure 7 Comparison of PoD curves. “This study 1” refers to the PoD 
affected by false positive segmentations and “This study 2” to the PoD 
not affected by false positive segmentations. 

The main limitation of the developed automatic visual in-
spection algorithm is a high false positive rate calculated 
using Equation (6). The proposed false positive reduction 
training strategy reduces the false positive rate from 
roughly 100% to 69%, but the problem of recognition of 
crack-like image features as a crack remains significant. 
This can be partly explained by the difference between the 
images on which the proposed neural network was trained 
and the images that were used for the false call rate esti-
mation. As mentioned in Section 2.2, the available images 
were collected for inspection purposes and were not dedi-
cated to the training of a robust neural network or to de-
termine a PoD curve. Thus, images that contain cracks are 

often images of welded joints, while no-crack images used 
for false call rate estimation often contain structural ele-
ments different from those presented in crack images that 
often have more crack-like image elements. Another pos-
sible reason of the high false positive rate despite of the 
proposed false positive reduction training strategy, is the 
field of view of the neural network being restricted by the 
patch size. This problem also explains a low performance 
of the trained neural network when evaluated using the 
Dice score - DSC=0.6 according to Equation (1), when cal-
culated on the patches generated from the validation da-
taset. Having this restricted field of view, it can be difficult 
to distinguish a crack-like image feature from a crack. This 
can be seen in Figure 8 where a patch with a crack and a 
patch with a dark line, that is similar in appearance to a 
crack but is not a crack, are shown. This hypothesis is sup-
ported by the fact that extending the proposed training 
strategy with a third stage similar to the second stage, 
does not lead to performance improvement. This restricted 
field of view can be solved by employing a combined crack 
detection approach shortly explained in section 2, where a 
neural network for localization has a global image view to 
identify the approximate crack location.  

Table 1 PoD characteristics of regular and automatic visual crack de-
tection. a90/95 characteristic was not reported in the referenced works 
(N/A stands for “not available”) 

PoD source a50, 
(mm) 

a90, 
(mm) 

a90/95, 
(mm) 

Connor, et al. [8] 25.6 138.7 N/A 

DNVGL-RP-C210 [34] 37.38 369.7 N/A 

Automatic crack detection 
(this study 1, affected by 
false positive) 

33.2 182.8 427.9 

Automatic crack detection 
(this study 2, not affected 
by false positive) 

78.9 427.9 1254.5 

 

Another possible solution of this restricted field of view is 
to use a neural network with an attention mechanism, 
such as a transformer neural network, which allows to use 
global image information to segment a single local image 
patch. However, the usage of the global image information 
can bring another problem if used with the collected da-
taset: Images that contain cracks often also contain crack 
marks made by an inspector, for example as on Figure 3a. 
If a neural network that employs global image information 
is trained on such images, it can learn to rely on these  
markings for crack detection. This can reduce the perfor-
mance of the crack detection algorithm for practical use, 
because in practice it is necessary to detect cracks which 
are not detected by an inspector in advance and which do 
not have any markings around it.  

The images used in this study provide a limitation to the 
conclusion about the performance of possible automatic 
visual inspection systems. First of all, the used images 
were taken by inspectors and not by an image acquisition 
setup such as an UAV, as would be the case with a fully 
automatic visual NDE. If the camera to take images for 
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automatic crack detection is installed on an UAV, structural 
elements and fatigue cracks may have a different appear-
ance on images, leading to different segmentation out-
comes.  

 
Figure 8 Background patches (512x512) and their segmentation maps 
obtained by the encoder-decoder network trained with the proposed 
two stage strategy: a) Background patch with a crack-like feature; b) 
Crack patch 

A more sophisticated study would require images collected 
in a realistic environment that better represent conditions  
of automatic inspection. For example, if the PoD curve for 
automatic inspection with UAV is to be determined, then 
images collected using UAV are required. Moreover, in [8] 
different PoD curves were estimated for different struc-
tural components of a bridge. Thus, for a comprehensive 
study of automatic visual inspection, more images should 
be collected in a systematic way, capturing different struc-
tural elements and a variety of conditions, e.g. with and 
without corrosion. 

In this study, the probability of detection is plotted as a 
function of the actual crack length as is usually done for 
visual inspection. This is done with the aim of comparing 
regular with automatic visual crack detection. However, 
for designing automatic visual inspection systems and pro-
cedures, it might be more informative to provide the prob-
ability of detection as a function of the crack length meas-
ured in pixels. This would better characterize the crack 
visibility and detectability on the image. Plotting the prob-
ability of detection as a function of a crack length in pixels 
would allow a more deliberate selection of a camera reso-
lution for automatic visual NDE and the distance at which 
this camera should be held from the inspected surface to 
achieve the desired crack detectability. 

Conclusions  

An algorithm based on an encoder-decoder deep neural 
network for the segmentation of images of cracks in steel 
bridge structures is proposed. For reduction of false posi-
tive crack detection, a two-stage training strategy is de-
signed to train a modified U-net neural network architec-
ture.  

Furthermore, the probability of detection curve is calcu-

lated for the proposed automatic crack detection algo-
rithm, first, to check the feasibility of probability of detec-
tion curve determination for such an algorithm, and sec-
ond, to compare its performance with that of regular visual 
inspection methods.  

It can be concluded that an automatic crack detection sys-
tem can augment current inspection practices, since its 
crack detection performance is comparable with that of 
regular visual inspection, while the frequency of automatic 
visual inspection could be increased thanks to lower costs. 
However, a high false positive rate provides the main lim-
itation for the usage of the proposed method. Thus, the 
development of a robust automatic crack detection system 
requires further reduction of the high number of false pos-
itives which will be investigated in future work using more 
sophisticated geometric neural network architectures. 
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