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A B S T R A C T   

The call for integrated management of safety and security (IMSS) derives from intensification of digitalisation 
development and the increased reliance on information communication technologies (ICT) in high-risk in-
dustries, such as the chemical and process industry. This development means tightened interconnectedness be-
tween industrial automation and control and information technology systems. As a result, the risk landscape is 
changed towards a stronger interconnectedness of safety, physical and (cyber)security risks, which may lead to 
major accidents. The objective of this paper is to examine the motivations for IMSS, the current state of IMSS, the 
cybersecurity-induced risks, including the actualisation of interconnected risks and some sociotechnical tools for 
IMSS in Seveso plants. They are plants where certain quantities of dangerous substances are present, which are 
subject to the requirements of the Seveso III Directive (2012/18/EU). The data considered is open source and 
related to cyber and physical security-induced accidents; interviews with the representatives of Seveso sites and 
regulators; and literature. The method is qualitative content analysis. The results show that, despite the ongoing 
development in IMSS at the Seveso sites, IMSS is still in its infancy. Indeed, cybersecurity is often handled in a 
separate IT department, and the communication with process-safety experts is often inadequate. Furthermore, 
safety and security risk identification and assessment are essentially undertaken separately. To achieve a real 
IMSS, we argue that the co-existence of technical and organisational, including structural, functional and cultural 
development is a fundamental aspect. The combination of such complementary aspects represents the main 
novelty of this study.   

1. Introduction 

This paper is motivated by the changing risk landscape, which refers 
to a convergence of cybersecurity risks, physical security risks and safety 
risks (referring to process-safety, and holistically plant safety risks) in 
the process-industry, such as in Seveso plants, which may lead to major 
accidents. Convergence of risks relates to an increasing 

interconnectedness between information and communication technol-
ogies (ICT) and industrial automation and control systems (IACS), which 
are part of operational technology systems (OT). There are several 
mechanisms through which this interconnectedness between ICT and 
OT can occur; for instance, process-industry companies are interested in 
obtaining real-time data from their industrial processes by using moni-
toring sensors, willing to use smart tools, e.g., AI tools to analyse big 
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data derived from sensors, or planning/forced to use remote-control (e. 
g., due to travel limitations during COVID19 pandemic) (Kaspersky and 
ARC Advisory Group 2020). The aforementioned features and activities 
connect IACS/OT to public networks (ICT) and render IACS/OT more 
vulnerable and susceptible to cybersecurity interferences (Boyes et al. 
2018). 

Historically, IACS/OT have been separated from ICT systems. How-
ever, there is an increasing pressure from companies’ business de-
partments to obtain real-time data from the production processes to be 
able to better manage them (Brunt and Unal 2019; Boyes et al. 2018). 
Furthermore, obtaining real-time data from the industrial processes has 
often been justified by process-safety engineers for safety reasons. In 
fact, receiving real-time data from the processes enables timely in-
terventions when some disturbances occur. However, when IACS/OT 
systems are connected to ICT systems, borders between these systems 
get blurred, and the vulnerability of IACS/OT increases due to increasing 
potential of cybersecurity breaches. 

The tendency of ICT and IACS/OT’s expanding interconnectedness 
has continued for the decades but nowadays it is escalating due to 
increasing digitalisation, automation, and the use of smart AI tools in 
high-risk industries, such as Seveso plants. This trend creates a demand 
for IMSS. Notably, most Seveso plants have indeed improved their 
management of safety and security, and many developments are still 
ongoing. Yet, we argue that much remains to be done from a holistic 
approach and in raising awareness regarding the IMSS. 

A review of 369 security incidents (both physical- and cyber-related) 
in the process industry carried out by Iaiani et al. (2021a) testifies that 
their number of occurrence has significantly increased after the year 
2000, making the security of chemical and process facilities as an issue 
of major concern. In the last 20 years, about 27% of recorded security 
incidents had cyber-related causes and, except for a peak between 2000 
and 2004, they showed an almost constant time trend, stressing the 
ongoing nature of the issue despite the increasing awareness of cyber- 
risks. 

Physical and cyber security attacks (e.g., terroristic attacks) on 
chemical and process plants may generate major events, such as releases 
of hazardous materials, fires, or explosions with consequences compa-
rable to those of safety-related events, e.g., equipment failure and nat-
ural events (NaTech events, floods, earthquakes) (Landucci and Reniers 
2019). In fact, damage to workers, local population (injury or fatality), 
the environment and property were recorded (Iaiani et al. 2021a) as 
final outcomes suffered by the facilities affected by intentional malicious 
attacks. 

The aim of the paper is thus to participate in the discussion of 
changing the risk landscape and increasing the awareness of socio-
technical, inter-organisational and organisational aspects that must be 
considered when discussing IMSS in process-industries. In this view, the 
paper aims to examine the motivations for and current state of IMSS in 
Seveso plants; cybersecurity related risks and actualisation of inter-
connected risks; as well as some sociotechnical tools to enhance the 
current state of IMSS in the process-industries. 

This paper is based on the research project SAF€RA 4STER 
(https://projects.safera.eu/project/21), which is related to the Inte-
grated Management of Safety and Security in Seveso plants, supported 
by the SAF€RA consortium. This two-year research project was carried 
out in 2019–2021 as a collaboration among the Technical Research 
Centre of Finland, VTT, the University of Bologna, the University 
Campus Bio-Medico of Rome, Italy, and the Netherlands Organization 
for applied scientific research, TNO (Ylönen et al. 2021). 

The research questions regarding this paper are as follows:  

• What kind of motivations are there to integrate the management of 
safety and security (IMSS)?  

• What is the current state of IMSS?  
• What type of cyber risks related scenarios can be found?  

• What kinds of sociotechnical tools can be used to enhance the current 
state of IMSS? 

The data used in the paper consists of a literature review regarding the 
existing (integrated) management of safety and security, as well as con-
cepts of safety and security. Furthermore, 23 interviews were conducted 
with the Seveso regulators in Finland and the Netherlands, in addition to 
security and safety experts in Seveso plants in Finland and Italy. The 
method of analysis is qualitative content analysis (Krippendorff 2013). 

The structure of this article is as follows: The next section describes 
the core concepts and theoretical framework; the third section deals 
with the data and method; the fourth section focuses on the analysis of 
the main motivations for and current state of IMSS, the management 
system and any practical measures for the IMSS in a multi-plant context; 
the fifth section deals with findings regarding past incident analysis and 
sociotechnical tools for the identification and assessment of cyber risks 
related scenarios and tools to enhance IMSS; and the sixth section pro-
vides discussion and a conclusion. 

2. Sociotechnical perspective and core concepts: safety, (cyber) 
security, risk assessment, integrated management 

This section provides a conceptual orientation for the study. We start 
with definitions of the study’s core concepts and then move on to present 
the theoretical framework within which we orientate to IMSS. 

2.1. Safety, security, cybersecurity, risk assessment, integrated 
management  

▪ Safety: without unacceptable risks, when those risks derive 
from the biophysical world, technical failures, human and 
organisational factors, or safety as antonym of risk (the safety 
level is linked to the risk level; a high safety means a low risk 
and vice versa) (see SRA Glossary, 2018)  

▪ Security: without unacceptable risks, when those risks derive 
from malicious human intent, or security as antonym of risk 
(the security level is linked to the risk level; a high security level 
means a low risk and vice versa) (see SRA Glossary 2018)  

▪ Security in this study includes both physical security and 
cybersecurity  

▪ Cybersecurity is defined “as the preservation of confidentiality, 
integrity and availability of information in the Cyberspace (ISO/ 
IEC 2012, 27032 Cyber Security)  

▪ Major event: an event that results in the loss of an asset, 
whether it is a loss of capability, life, property, or equipment 
(Center of Chemical Process Safety 2003) 

▪ Risk assessment: a systematic process to comprehend the na-
ture of risk, and express and evaluate it, with the available 
knowledge (SRA Glossary 2018)  

▪ Integrated management of safety and security refers here to 
an organisational function, procedures and practices that ensure 
that safety, physical security and cybersecurity risks are (co) 
identified, (co)analysed (co)assessed, prevented and mitigated. 
Integration of management can occur at structural, functional 
and cultural levels in an organisation (Jørgensen et al. 2006) 

Integrated management refers to three different ways to link safety 
and security management. The structural integration refers to the 
increased compatibility of systems elements, such as using the similar-
ities of the standards, or creating company level policies that integrate 
safety and security. The functional integration refers to the integration of 
core functions or coordination of generic processes, such as safety- and 
security management systems. The deepest level of integration is cultural 
integration, which refers to the embeddedness of an integrated man-
agement of safety and security in a culture of learning and continuous 
improvements (Jørgensen et al. 2006). 
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There are different approaches to safety; for instance, Eric Hollnagel 
has pointed to the paradox of safety, namely that reference to it as a 
positive phenomenon is often approached via its negation, that is, risks 
and accidents (Hollnagel et al. 2006; Hollnagel 2014). As an alternative, 
Hollnagel suggests that safety should be approached by looking at fac-
tors that contribute to things going well. These factors would include 
aspects that strengthen organisations resilience, i.e., their capacity to 
recover from the expected and unexpected events and maintain their 
core functions despite the crisis (Hollnagel 2014; 2011). We acknowl-
edge the need to look at both positive (such as safety and security cul-
ture) and negative aspects, such as safety and security risk aspects, as 
without understanding the risks and vulnerabilities of a system it would 
be impossible to create resilience and IMSS. 

2.2. The sociotechnical perspective and expertise 

The sociotechnical perspective is a relevant framework when talking 
about complex interconnected ICT systems, process-automation systems 
and organisations, and the surprising effects deriving from the conver-
gence of different subsystems and related risks. Sociotechnical refers 
here to the interconnectedness and complexity of social (including 
organisational) and technical systems (Kleiner et al. 2015; Leveson 
2012). 

The sociotechnical perspective emphasises multidimensional 
(human, organisational and technical) interactions between different 
subsystems (such as ICT, physical security and process-safety), as well as 
multilevel interactions pointing to the individual, an organisation and 
an organisation’s external environment. Regarding the latter one can 
think of political, regulatory, technological, economic and cultural sub- 
environments, which create pressures to which an organisation needs to 
respond and adapt to survive (Harvey and Stanton 2014). Complexity is 
an inherent feature of sociotechnical systems, meaning that the perfor-
mance of a system as a whole (e.g., a Seveso plant) cannot be predicted 
by knowing the states of the individual elements (Dekker et al. 2011). 
Consequently, the process-safety cannot be predicted solely from the 
point of view of process-safety, but the associated cybersecurity and 
physical security risks must be taken into account, as both can have 
negative effects on process-safety. 

Furthermore, because of these complex interactions, surprises, such 
as accidents, may emerge. Moreover, it becomes difficult to find causes 
for surprises and accidents by analysing them via root-cause analysis. 
The key is that sociotechnical systems are in a continuous process of 
change, and linear analysis is not a sufficient tool to enhance under-
standing the complexity of these interactions and any resulting incidents 
and accidents (Dekker et al. 2011). 

Since the sociotechnical perspective has been developed as an 
outcome of discussions by several disciplines, it has addressed relevant 
aspects. For instance, the sociotechnical perspective has indicated the 
limitations of traditional risk assessment approaches, particularly 
regarding the inability of linear risk assessment models to consider 
intricate interactions arising from complex systems that promote or 
hinder safety in high-risk industries like the nuclear or oil and gas in-
dustry (Aven and Ylönen 2019; Dekker et al. 2011). Furthermore, the 
conventional risk approaches with probabilities are inadequate to 
consider and reflect various aspects of risk and uncertainties in the 
context of sociotechnical systems (Aven and Ylönen 2019). 

The sociotechnical perspective calls for an understanding of the 
system as a whole (such as a Seveso plant). It is within this holistic 
perspective that safety, security and cybersecurity have to be consid-
ered. This perspective provides a conceptual framework but also a 
motivation for applying IMSS. These motivational features will be 
examined in the analysis section. 

2.2.1. Expertise related aspects in the risk, safety, and security context 
Social and cultural approaches to safety are not integrated with 

technical risk assessment and related management, and these different 

schools do not communicate properly with each other (Wynne 1988, 
Jasanoff 1993; Aven and Ylönen 2019; 2021). The same goes for the 
safety and security domains, which are often separated from each other 
(De Maggio 2019). This relates broadly to an increasing specialisation of 
expertise in society (Giddens 1991; 1994). That means that expertise is 
becoming deeper and more specialised but at the same time narrower in 
scope, decreasing the capacity of experts to see beyond their own area of 
expertise and limiting their ability to understand and communicate with 
other experts (Giddens 1991, 1994; Jasanoff 1993). There are fewer 
generalists who have competences in different areas. Top IT experts are 
laypeople in the process-safety domain, and similarly, process-engineers 
are laypeople in the cybersecurity domain. Due to this specialisation of 
expertise, safety and security easily become boundary objects (Star 
2010), referring here to a topic that is shared by various experts but at 
the same time understood in various ways, depending on the experts’ 
disciplines and frameworks being used, as well as how the concepts are 
defined. As a result, as mentioned earlier, communication between 
different experts becomes challenging and misunderstandings may arise 
(Jasanoff 1993; Wynne 1996). However, the exchange of information 
and collaboration between experts would, in practice, be necessary for 
better management of the safety and security interface (e.g., Harvey and 
Stanton 2014; Gilligan 2021). 

2.3. Analytical framework 

The sociotechnical perspective functions here as a loose framework 
within which it is possible to address the relevant aspects, such as 
multilevel interactions, boundaries between the systems (safety and 
security management), communication, knowledge, and cultures, as 
well as the technological aspects (see Fig. 1) that need to be considered 
when improving the IMSS in an organisational context. In addition, 
inter-organisational aspects are relevant, as the performance of other 
companies located in the same industrial area, or vendors and suppliers, 
have effects on the safety and security of the site (Reniers et al. 2014). 
Moreover, the use of different risk assessment tools, as well as new 
technologies such as AI tools, represent sociotechnical aspects, per 
excellence, by including human and organisational competencies and 
technologies. 

The sociotechnical perspective helps us to see the connections be-
tween organizations (management, competences, roles, responsibilities) 
and technical aspects (risk assessment methods and related software). 
For instance, cybersecurity has been managed separately from process- 
safety, although they are closely interrelated as mentioned in the 
introduction. 

Furthermore, the sociotechnical perspective allows for discussion 
about the external environment as providing an institutional set-up 
within which IMSS can be developed. We do not focus in this paper 
on institutional set-up per se, but we complement the sociotechnical 
framework by including motivational, cognitive and practice aspects, as 
well as management related structural, functional and cultural aspects 
into the framework (see Fig. 2). There are several interfaces, and these 
can be found between the cultural and motivational aspects and func-
tional and practical aspects, etc. 

Additionally, there is an increasing need to transfer information from 
one organisational unit to another as well as a proper coordination of 
action throughout the relevant units in the organisation when safety, 
security and cybersecurity come together in terms of converging risks 
(Harvey and Stanton 2014). The way interfaces and boundaries function 
between different organisational units becomes an important indication 
of the success of IMSS. 

In addition to the sociotechnical framework above, the examination 
of the current state of integrated management of safety and security is 
based on the following three dimensions: structures (e.g., an organisa-
tion’s structure, strategies, and competences); functions (procedures); 
and culture (shared attitudes, values, beliefs, understanding and prac-
tices) (Jørgensen et al. 2006), see Fig. 2. 
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In the overall picture, motivation linked to understanding and 
knowledge about IMSS, communicating information and coordinating 
the action and boundaries of organisational units, as well as using 
technological tools, play a relevant role in the successful implementa-
tion of IMSS. 

3. Data and method of analysis 

The data of this study consist of a literature review on safety and 
security concepts and (integrated) management. The literature review 
includes 31 articles; four reports in the nuclear context regarding 
cybersecurity, computer security, as well as security culture; and four 
books. The key words “safety and security” were used in the search for 
articles. In addition, we browsed journals by looking at articles on 

integrated management and the Internet of Things in an industry 
context. 

In the 10-year period from 2009 to 2019, 31 articles were selected for 
review. The articles were from Safety Science (9), Reliability Engi-
neering and System Safety (8), the Journal of Loss Prevention in the 
Process Industries (5) and Process Safety Progress (3). These papers 
covered safety and security aspects, such as the identification and 
assessment of safety and security risks in the process industry; however, 
only a minority dealt with the integrated management of safety and 
security. In addition, we selected articles from Security Journal (1), the 
Journal of Integrated Security Science (2), Computers in Industry (1) 
and Cleaner Production (2) for review. In addition to these articles, we 
reviewed nuclear industry reports regarding cybersecurity, computer 
security, and security culture (Brunt and Unal, 2018; IAEA 2017; IAEA 

Fig. 1. The sociotechnical perspective on IMSS.  

Fig. 2. Framework for analysing IMSS.  
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2011; IAEA 2008). These reports provided points for comparison in 
terms of articles on safety and security cultures or cybersecurity. We also 
reviewed books on security science; the coupling of safety and security; 
and risk, crisis and security management (Bieder et al. 2020; Nolan 
2015; Smith and Brooks 2012; Borodzicz 2005). 

The analysis of this material involved a qualitative content analysis 
(Krippendorff 2013). When reviewing the articles, the initial criteria we 
used were the following: what is the industry specificity; does the article 
included a definition of safety; does the article included a definition of 
security; what specific features of safety and security were described 
(ontological differences); what are the interfaces between safety and 
security; and are there any possibilities to integrate the management of 
safety and security. A further analysis was made after the first review. 
This was based on the following criteria: different motivations for 
integration of safety and security, the main differences and similarities 
between safety and security concepts and management, and different 
tools to integrate the management. 

With regard to interviews, a total of 23 Interviews were conducted 
with representatives of the chemical industry and Seveso sites (11), a 
security service company (2) and the regulatory bodies (7), as well as 
confederations of organisations in the chemical industry and oil and gas 
industry (3). Interviews were carried out in Finland, Italy and the 
Netherlands. The interviews were semi-structured thematic interviews 
that lasted around 1– 1.5 h. Themes covered interfaces between safety, 
security and cybersecurity and IMSS. The consent of interviewees was 
requested for their participation in the interviews and for recording 
them. During the interviews, notes were taken, and after the interviews, 
the recordings were transcribed. According to the General Data Pro-
tection Regulation (GDPR) interviewees and their companies were 
anonymised so that they could not be identified. The method of analysis 
is qualitative content analysis (Krippendorff 2013). In the analysis of 
interviews different levels of integration were used as an analytical 
framework (Jørgensen et al. 2006). 

Except for one, the companies interviewed represent multinational 
companies headquartered in the USA and Europe. They have several 
sites in different countries in Europe and follow similar procedures for 
the management of safety and security. Thus, it can be argued that the 
study provides at least indicative results regarding the current situation 
of the IMSS in Europe. 

4. Findings regarding motivations and current state of IMSS 

This section summarises the main findings regarding motivations for 
and current state of IMSS. In addition, the management system and 
practical measures for dealing with IMSS in the multi-plant context are 
discussed. 

4.1. Motivations for IMSS 

We identified four interrelated motivations for IMSS (see Table 1). A 
strong motive and justification for IMSS derives from the fact that 1) 
safety and security have mutual interactions and influences (e.g., Song 
et al. 2019; Kriaa et al. 2015; Piètre-Cambacédès et al. 2013). An 
example would be an insider (security) threat, such as an embittered 
employee, who intentionally operates valves incorrectly, thus compro-
mising process-integrity and the safety of the site. Another example 
would be an external cyber-attack against the Seveso plant’s operating 

system that could have severe process-integrity consequences and, in the 
worst case, health and environmental consequences. Recognition of the 
mutual interactions and influences of safety and security risks provides 
the motivation to manage them in a coordinated way. 

This first motivational category is the broadest one, and other cate-
gories add different perspectives and specifications to the first one. 
Another motive and justification for IMSS 2) relates to avoiding conflicts 
arising from competing logics and related contradictions regarding 
safety and security. An example of contradictory logics between safety 
and security management is that management of safety relies on open-
ness and transparency, whereas the management of security requires the 
concealment of data and sharing it only between the trusted community 
of security experts. Reconciling these contradictory aspects requires 
coordination. It is of paramount importance not to improve safety at the 
cost of security and vice versa. An example of contradictory re-
quirements of safety and security can be taken from the nuclear industry 
context, where during the outages, safety critical components should be 
marked clearly to ensure nobody mistakenly touches them. From the 
security perspective, however, this practice is not supported, as it would 
expediate a potential perpetrator’s recognition of the relevant targets. 
Thus, promoting safety and security in a high-risk industry requires 
understanding the contradictory logics of safety and security, and this 
calls for IMSS. 

Still another incentive for IMSS 3) relates to economic reasons, 
namely cost-efficiency measures, such as a reduction of administration 
and audit costs when combining management of safety and security. In 
addition, cost benefits are achieved, e.g., when investing in protection 
measures that are suitable for both safety and security domains (Kriaa 
et al. 2015; Reniers et al. 2011: Reniers and Amyotte 2012). For 
instance, using cameras to observe both safety and physical security 
risks is an example of cost-benefits and synergies obtained from the 
IMSS. 

Furthermore, a strong justification for IMSS is the fact that 4) pure 
safety or pure security approaches cannot identify and mitigate systemic 
risks or risks to the industrial automation and control systems (Boyes 
et al. 2018; Schulman 2020; Young and Leveson 2014; Kriaa et al. 2015; 
Reniers et al. 2014). Similarly, traditional safety and reliability ap-
proaches have not included cybersecurity risks. Therefore, IMSS is 
required to identify, assess, and mitigate the convergence of different 
safety and security risks. 

Identified motivations act as drivers and incentives for IMSS. How-
ever, the relationship between motivation and action or practice is not 
straightforward. but mediated by cultural factors, which include atti-
tudinal and cognitive components, and material aspects, such as com-
petences and available resources. Therefore, in addition to an 
examination of the motivations, the current state and practices 
regarding the IMSS is also good worth reflecting on. 

4.2. The current state of IMSS in Seveso sites 

We examined the current state of IMSS based on the structural, 
functional and cultural aspects of integration (Jørgensen et al. 2006). 
The Responsible Care code – an initiative for the global chemical in-
dustry to enhance continuous improvement in safe chemicals manage-
ment (International Council of Chemicals Associations (ICCA)) – 
represents structural aspects and was adopted by companies partici-
pating in interviews. The Responsible Care code and the Environment, 
Health, Safety, and Security (EHS&S) management system represent 
structural integration in the sense that they integrate elements from 
different environment, safety, and security standards (Fig. 3). In addi-
tion, Seveso establishments also have special organisational units or 
teams focused on EHS&S, which represent functional integration. 
EHS&S provides a procedure and framework for evaluation and mea-
surement of safety and security management. Furthermore, incident 
report systems that combine both safety and security incidents into the 
same system represent functional integration. 

Table 1 
Motivations for integration.  

Safety and security have mutual interactions and influences 
Avoiding conflicts arising from competing goals and logics and related contradictions 
Economic reasons: cost-efficiency 
Risks: pure safety or pure security approaches cannot identify systemic risks and risks 

to the IACS  
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Structural integration is deficient in the sense that cybersecurity is 
handled by a separate IT unit, and as is sometimes the case for multi-
national corporations, the IT unit may be located at headquarters 
abroad. These kinds of organisational structures easily create silos, 
which hamper the efficient flow of information between the organisa-
tional units. Furthermore, security threat analysis and process-safety 
analysis are often undertaken independently, which prevents obtain-
ment of an adequate understanding of systemic risks, let alone the 
possibility to address such systemic risks. 

With regard to the exchange of information, some promising de-
velopments were mentioned. For instance, in Seveso establishments, IT 
experts are involved in discussions about process-safety and process- 
automation issues. Even though some form of cooperation thus exists 
among the process-safety, IT, and EHS&S units, the question remains 
whether this is sufficient in terms of duration and frequency to address 
systemic risks and build and co-construct knowledge of the safety- 
security interface. 

Although the interviews did not provide us with an adequate infor-
mation about the status of cultural integration, which is the deepest level 
of integration, signifying a shared understanding and values regarding 
the relevance of IMSS in organisations, our interpretation is that an 
adequate structural and functional integration requires embeddedness 
in cultural values and beliefs. Thus, the different levels of integrated 
management (structural, functional, and cultural) are intertwined. 

In addition, there were separate developments, such as the devel-
opment of methods for security vulnerability analysis and separate au-
dits for process-safety. These separate developments are also essential, 
as a special understanding of safety and security domains needs to be 
maintained and developed, even in the context of integration. 

4.2.1. Lack of institutional standards for IMSS 
The institutional framework of IMSS is lacking both in terms of in-

ternational standards and the Seveso directive. The latter requires that 
Seveso establishments, of which there are over 12 000 in the European 
Union, will take measures to prevent major accidents from happening 
(Seveso III Directive). However, the Seveso Directive does not explicitly 
demand IMSS. Nevertheless, one could argue whether this is necessary 
since there is a generic requirement in the Sevoso III Directive to identify 
and mitigate risks by using a safety management system and making a 
safety (study) report that must include cybersecurity risks since they 
present a potential danger (Annex III art. 12 and 15; Sevoso III:2012/18/ 
EU). Moreover, as can be observed with new EU legislation proposals 
like the Artificial Intelligence Act and the Machine Regulation, legisla-
tors could suffice by simply referring to the NIS Directive for assessment 
and mitigation of cybersecurity risks and/ or existing best practice 
standards in this area, such as ‘IEC 62443: Cyber security for Industrial 
Automation and Control Systems’ to comply with the target re-
quirements (goal prescriptions) formulated in the legislation. This still 
does not, however, solve the issue of how exactly to integrate both 
disciplines in practice. 

Currently there are no management standards that would require the 
integration of process-safety, physical security, and cyber-security 
management. The lack of structural and institutional support for IMSS 

at the international and national level means that development of IMSS 
will be on the shoulders of companies themselves, and therefore the 
progress of IMSS can be slow and uneven. Thus, although the IMSS has 
currently taken steps forward, it seems to be still in its infancy. 

Next, we will look at the possible sociotechnical tools that could 
enhance both the practical implementation of the coordinated man-
agement of safety and security as well as better communication between 
these domains. 

4.3. Management system for the IMSS 

From the structural integration perspective, the management system 
constitutes a key tool for IMSS. A management system signifies the way 
in which organisations control the interrelated parts of its business in 
order to gain its objectives, such as process-safety, cybersecurity and 
physical security. The International Organization for Standardization 
(ISO) has exploited a common high-level structure to enable the inte-
gration of different management standards. The ISO high-level structure 
provides a useful tool for designing and implementing IMSS. The 
covered aspects of the management system include a) recognition of the 
context of organisation; b) leadership; c) planning; d) support; e) oper-
ation; f) performance evaluation and g) improvement. The aforemen-
tioned implements the classical performance management cycle of plan- 
act-monitor-review, aiming at a continuous improvement process. 

The goal for integration is to connect, coordinate, and combine safety 
and security management activities in order to exploit synergies and to resolve 
conflicts between them. Tools refer also to the functional level, i.e., how 
different functions of safety and security management could be com-
bined. Examples include risk identification, risk assessment, incident 
reporting and emergency management. Furthermore, practical guide-
lines regarding IMSS were created during this study (Heikkilä et al. 
2021). For instance, the following aspects regarding integration were 
suggested: Allocate resources equally for safety and security; utilise 
synergies; allocate resources also for tasks required to establish inte-
gration; ensure required safety and security competence; improve cross- 
disciplinary understanding between different safety and security actors, 
etc. (Heikkilä et al. 2021). Below, we open up some practical measures 
in terms of IMSS in a multi-plant context and then deal with some in-
tegrated risk identification and risk assessment tools. 

4.4. Practical measures for integrated management in a multi-plant 
context 

Seveso plants are located in large industrial areas, such as industrial 
parks, with several other plants nearby. In many cases, they share joint 
utilities (e.g., electricity, steam water, gases), the import or export of 
raw materials, and products. The possibility of convergent safety and 
security risks grow because of this, thus IMSS becomes a more urgent 
topic to be considered (Reniers et al. 2014). Similarly, an increase in 
outsourcing, and consequent growth, in the many-tier supply-chain 
makes IMSS crucial between the Seveso companies and their vendors 
and suppliers. At the same time, IMSS is more challenging in a multi- 
plant context, due to the different goals, strategies, and cultures the 
companies have, not to mention the challenges regarding sharing costs 
(Reniers et al. 2014). Based on the interviews and literature, we iden-
tified some practical measures that could be taken to promote IMSS in a 
multi-plant context. 

The list of measures is not exhausted. Some items from the list are 
already in use in industrial areas or industrial parks, but there is also 
room for improvement. In the multi-plant context, it is important to 
understand the risks that other chemical installations in the same area 
may cause, as installations can be linked in terms of the danger and 
threat they pose to each other. Often a small fracture of events may 
cause dramatic impacts. This is called power-law distribution (Reniers 
et al. 2014). Without knowing the power-law distribution, it is not 
possible to deal with systemic risks. The list of synergies below provides 

Fig. 3. Indications of structural and functional integration.  
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ideas concerning potential ways of collaborating in a multi-plant 
context. 

IMSS in a multi-plant context  

• Common guarding  
• Common emergency exercises  
• Common fire brigade  
• Common incident reporting system  
• Integrated incident analysis  
• Integrated risk identification and assessment  
• Common safety and security culture  
• Common understanding of risks and possible impacts that 

neighbouring  
• organisations may have on your company and vice versa  
• Inspectors from different safety and security domains could carry out 

inspections jointly 

IMSS could be realised in a multi-plant context by integrating safety 
and security risk identifications and assessments, as one of the most 
relevant things would be to gain a common understanding of the risks 
and possible impacts that the other organisations in the same area may 
have on the company. In addition, a common incident reporting system 
could be created, and incident analysis could be conducted in an inte-
grated way. This could also contribute to a better understanding of 
mutual implications. Furthermore, emergency plans and exercises could 
be designed to encompass both safety and security aspects. Furthermore, 
a shared safety and security culture could be enhanced. In addition, 
inspectors could also enhance IMSS by organising joint inspections and 
feedback meetings with the companies located in the same area. Based 
on our interviews, common guarding and emergency exercises were 
already in use in Seveso plants, but integrated risk identification was not 
commonly used. 

5. Findings regarding past incident analysis and tools for 
identifying and assessing risks 

This section deals with the main findings regarding past incident 
analysis and integrated risk identification and assessment. Both factors 
were identified in section 4.3 as key elements in IMSS. Different risk 
identification and risk assessment tools suitable for contributing to IMSS 

will be examined, as the risk assessment and risk management will be 
the functions of the organisations that play a core role in handling 
convergent risks. Finally, some countermeasures for convergent risks are 
discussed. 

5.1. Past incident analysis and the main risk scenarios 

Past incident analysis focused on 82 cyber-security induced events in 
the chemical industry and similar sectors occurring worldwide over the 
last 50 years (Iaiani et al. 2021b). Cyber-attacks have most frequently 
targeted cyber-systems with common consequence such as data theft, 
system blockage, malfunctions, etc. However, cyber-attacks to the Basic 
Process Control System (BPCS) and the Safety Instrumented System (SIS) 
of process facilities have the potential for major consequences on 
humans, assets, and the environment, which are comparable to those 
caused by safety-related causes (Landucci and Reniers 2019). The 
analysis provided historical evidence of these cases concerning the 
pipeline transport of hydrocarbons; however, the dynamics of these 
events (induced system pressurisation, deactivation of alarms, etc.) is 
also deemed credible in process plants (Iaiani et al. 2021b). The results 
(Fig. 4) evidenced that petrochemical installations are the most affected 
by cyber-attacks, with at least 15 incidents that affected the OT system 
of the facility. 

Past incident analysis (Fig. 4) shows that cyber-security risk man-
agement and IMSS would need to pay attention to three main classes of 
cybersecurity-related events: a) an attack on the IT system and 
compromising sensitive data/information; b) an attack on the OT system 
leading to loss of production (e.g., production shutdown or product out 
of specification); c) an attack infecting the OT system aimed at gener-
ating a major event. The historical evidence of OT infections leads to 
major events and further stresses the need for the integration of safety 
and security [as pointed out in section 4.1 the literature review (i.e., 
“Safety and security have mutual interactions and influences”). 

Attacks on the IT system aimed at compromising sensitive data/in-
formation concern the “traditional” object of cyber-security manage-
ment, which is common to any computer network, regardless of whether 
it belongs to a Seveso installation. These aspects of cyber-security are 
usually managed with the best practices of information security man-
agement, such as those provided by the ISO/IEC 27000 series of stan-
dards (International Organization for Standardization (ISO), 

Fig. 4. Results from past incident analysis: share of impacts concerning recorded cybersecurity-related incidents vs. the industrial sectors. 
adapted from Iaiani et al. 2021b 
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International Electrotechnical Commission (IEC), 2018). 
Attacks on the OT system aimed at loss of production require an 

assessment specific to the OT system, such as the one addressed by the 
ISA/IEC 62443 series of standards for Industrial Automation and Control 
Systems (IACS) (International Society of Automation (ISA), Interna-
tional Electrotechnical Commission (IEC), 2018). In particular, these 
standards require the evaluation of all the impacts (including those on 
the physical process plant) that can result from intentionally malicious 
attacks on the OT system in order to evaluate a facility’s actual level of 
cyber risk and implement proper cybersecurity countermeasures for its 
reduction. These standards are quite scant in providing support to the 
identification of adverse outcomes. Literature examples of methods that 
support this assessment usually rely on semi-quantitative matrix or 
scoring approaches [ISA/IEC 62443]. More sophisticated approaches 
include cyber Bow-Tie approaches (Abdo et al. 2018), cyber Process 
Hazard Analysis approaches (Cusimano and Rostick 2018), HAZOP-like 
approaches for attacks to BPCS and SIS (Iaiani et al. 2021d), and cause- 
effect matrix approaches (Hashimoto et al. 2013). 

OT infections leading to major events are the ones for which the 
greater benefit is expected from integration of management systems. 
Major events characterisation and modelling traditionally belong to the 
expertise area of safety management (Mannan 2012). Methods and tools 
used for the prediction of expected consequences (i.e., physical effect 
modelling for major accident scenarios, damage models, calculation of 
risk indexes) developed in the context of safety risk analysis are directly 
applicable to the major events induced by malicious attacks. However, 
the identification of the potential major events (i.e., characterisation of 
the accident scenario in terms of mode of loss of containment, operating 
conditions before release, inventory released, etc.) cannot be achieved 
with identification techniques as normally used in the safety domain (e. 
g., HAZOP, Process Hazard Analysis, PHA, Failure Modes, Effects and 
Criticality Analysis, FMECA, Fault Tree Analysis, FTA, Human Error 
Identification Techniques, HEI, etc.), since they focus on events origi-
nating from random failures or human error. 

5.2. Integrated risk identification and assessment tools 

As pointed out in previous sections, IMSS requires an increased share 
of knowledge among the disciplines, especially in terms of the identifi-
cation of risks, which is a starting point for any risk management system 
(International Organization for Standardization (ISO), 2018). However, 
the weakness is that the major scenario identification falls outside of the 
current practice of Security and Cyber-Risk Assessment (Matteini et al. 
2019). As a result, simplified assumptions are frequently adopted, e.g., 
considering, in the security risk assessment, the worst-case conse-
quences from the safety assessments, even though the cyber-attacks 
have the potential for consequences different from those considered in 
the safety study (e.g., some abnormal states of the plant cannot be 
induced through the BPCS and the SIS). 

Past event analysis, although important to pinpointing the credibility 
of potential scenarios, is not suitable for the evaluation of expected 
scenarios originating in specific plants, as the low number of recorded 
events does not allow one to correlate them with all the relevant factors 
describing real situations (e.g., system design, materials and operating 
conditions, interdependencies in the physical and cyber system). 

For the identification of various process-safety, physical security, and 
cybersecurity risks in an integrated way, the structured approaches, 
such as Hazard and Operability Analysis (HAZOP), can be used as a 
reference (see Chockalingam et al. 2016). Basic implementation would 
require that both a physical- and cyber security expert shall be included 
in the HAZOP team to ensure that the security-related inputs are inte-
grated into the same HAZOP analysis. While the HAZOP technique is 
qualitative and aims to stimulate the imagination of participants to 
identify potential hazards and operability problems, the inclusion of 
security aspects is unsupported by commonly used guidewords. Never-
theless, promising examples about the security applications of HAZOP 

(Wei et al. 2016) and other process hazard analysis methods (Marszal 
and McGlone, 2019) are available. 

The main criticism of the direct use of HAZOP may originate from the 
current practice of its application, which does not take into account 
external and non-random causes or sources of risks. Moreover, HAZOP 
and process hazard risk analysis (PHR), usually disregard multiple fail-
ures (i.e., several dangerous events occurring at once) (CCPS 2008), 
although this is possible with respect to cyber-attacks or physical 
attacks. 

Joint risk assessments for safety and security could include shared 
identification of both security threats and major accident scenarios, joint 
risk evaluation including both aspects, and means of prevention and 
preparedness affecting both safety and security. Only minor changes for 
traditional ways of working may be required. 

There are several examples combining safety and security risk as-
sessments (Chockalingam et al. 2017; Kavallieratos et al. 2020; Langner 
2013). In addition, specific dynamic and systemic risk assessment 
methods for the integration of safety and security risks have been 
developed. These include, for example, STPA-SEC (System-Theoretic 
Process Analysis for Security), which is a top-down safety hazard anal-
ysis method, based on systems theory, especially aimed at safety–critical 
cyber-physical systems. STPA-SEC has also been extended to include 
security analyses (Schmittner et al. 2016; Friedberg et al. 2017; Pereira 
et al. 2017; Sabaliauskaite et al. 2018). These extended STPA methods 
have been applied especially to cyber-security issues. 

Whether the practical application of some tools that combine safety 
and security risk assessment leads to simultaneous or sequential iden-
tification (e.g., first security risks are independently identified and then 
they are used as inputs to safety risk identifications (see Chockalingam 
et al. 2017)) is still an open question. Sequential identification has the 
potential to miss cross-impacts of safety risks on security risks and the 
other way around. 

HSE has published guidelines in an Operational Guidance (HSE 
OG86) for Inspection Cyber Security for Industrial Automation and 
Control Systems on major accidents in the workplaces. Self-assessment 
checklists to address the major cyber-attack avenues for protecting ICS 
are also available. These aid in identifying the most common potential 
threat scenarios and known countermeasures. 

5.3. PHAROS methodology 

A systematic and formally rigorous methodology, PHAROS (Process 
Hazard Analysis of Remote manipulations through the cOntrol System), 
was developed within the framework of the SAF€RA 4STER project 
(Iaiani et al., 2021c) in order to identify scenarios that can potentially 
originate from malicious manipulations, which may lead to major 
events. PHAROS exploits a HAZOP-like approach. The analysis is carried 
out by a team of experts (process experts, plant system experts, control 
experts, loss prevention system experts, security experts). The method 
supports identification of i) the specific set of manipulations of the BPCS 
and the SIS, which may lead to major events; ii) the protection re-
quirements for the safeguards in place; iii) and the design of the network 
system segmentation (division into zones and conduits) as suggested by 
ISA/IEC 62443. Application of PHAROS consists of nine steps presented 
in Fig. 5 and discussed by Iaiani et al. 2021c. 

Within PHAROS, attackers aiming to generate a Security Event (SE, 
e.g., release or other major event) are assumed to exploit a physical 
Mechanism of Actions within the plant (MAs, e.g., cause internal over-
pressure). The cyber-attacker can cause MAs only by Remote Manipu-
lations (RMs, e.g., setpoint change) of the Manipulative Elements 
connected to the OT system (MEs, e.g., controllers and their logics). 
These RMs result in Local Consequences (LCs, e.g., closing/opening) on 
the Remotely Manipulable Components (RMCs, e.g., automatic valves, 
pumps, compressors) of the physical plant, which together originate the 
MA. The procedure goes through the systematic identification, based on 
a review of process documentation, of the chain leading from remote 
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manipulations to the security event for each node in the process. 
Inherent/Passive safeguards (IPSs, e.g., PSVs) and the Active/Proce-
dural (APSs, e.g., PSD activation logics) safeguards present in the system 
for safety purposes play a role in the possibility to generate MAs and 
therefore must be identified and carefully taken into consideration. This 
may help to identify better design specifications for the barriers (e.g., 
matching the requirements from physical scenarios deriving from the 
attack). 

The PHAROS procedure is an example of the integration of safety and 
security expertise in the management of risk, as it applies a systematic 
risk identification procedure typical of safety (i.e., HAZOP-like analysis) 
to the domain of cyber-security threats to physical process systems. The 
use of a similar approach in the field of security and safety promotes the 
diffusion of a “common language” between the two disciplines, estab-
lishing an effective interdisciplinary communication and understanding 
and yielding a more integrated management of safety and security risks. 
Shared understandings and effective communication provide the 
necessary common ground for jointly asking and answering questions 
across disciplinary boundaries (Gilligan 2021). This is of particular 
relevance, since potential conflicts or inconsistences between re-
quirements defined in isolation by the safety and security assessment are 
avoided, and since it may allow the recognition of risks which could 
otherwise be overlooked (e.g., those deemed unlikely in the safety 
assessment or out of the scope in the security assessment) (Ji et al. 2021; 
Leveson 1995; Pietre-Cambacedes and Bouissou 2013; Sørby 2003). 

5.4. Countermeasures 

This subsection investigates possible countermeasures applied to 
deal with cyber-attacks in the context of Seveso plants. In the literature, 
there are some countermeasures developed to deal with cyber-attacks to 
OT systems and detecting anomalies. However, these tools are currently 
not in common practice in the Seveso plants. They are meant to 

complement and further advance the current best practice in the pro-
tection of IT/OT networks, based on countermeasures like network 
segmentation, firewalls, authentication systems, patch management, 
etc. Nevertheless, these countermeasures are worth of presenting and 
reflecting on, as they provide relevant sociotechnical tools to deal with 
the challenges that digitalisation and the safety-security interfaces may 
create. In line with this view, the following countermeasures can ideally 
contribute to raising the resilience in IMSS. 

5.4.1. Agent-based impact simulation 
In the context of critical infrastructure protection (CIP) the effect of a 

malfunction can be evaluated via domino effect models, either with a high 
level of abstraction (Haimes et al. 2005; Yu et al. 2020), a fine-grained 
analysis (De Porcellinis et al. 2008; Rosato et al. 2008; Marti et al. 
2008; Yang and Marti 2022) or a combination of the two (Oliva et al. 
2010) in order to provide meaningful insights on the near-future situa-
tion affecting neighbouring infrastructures in a reasonable time and 
with an adjustable level of detail. 

These approaches could be mimicked from the CIP domain for the 
evaluation/quantification of the impact of a cyber-attack on workers’ 
safety. For instance, an agent-based simulation model featuring the main 
components and subsystems of a plant, as well as the workers and 
neighbouring infrastructures, could be set up to assess the near future 
effect of a successful cyber-attack able to affect the physical processes (e. 
g., releasing refrigeration ammonia into the environment). In addition, 
knowledge of the impact scenarios could help in devising adequate and 
specific mitigation actions. 

5.4.2. Machine learning approaches to detecting traffic anomalies tailored 
to the OT case 

The most well-established approaches to actively enforcing security 
from a cyber point of view include Intrusion Detection Systems (IDS) 
and Intrusion Prevention Systems (IPS) (Ding et al. 2018). Recently, 
approaches based on artificial intelligence and machine learning have 
proved their effectiveness in detecting attacks (Ghosh and Sampalli 
2019; Kunal and Dua 2019; Almseidin et al. 2017; Vinayakumar et al. 
2019; Anton et al. 2018). 

Notably, to effectively detect cyber anomalies, such algorithms 
require the availability of training datasets. Although most of such 
datasets are not specific to the OT domain (Özgür and Erdem 2016; 
Tavallaee et al. 2009; Moustafa and Slay 2015; Garcia et al. 2014), 
datasets including actual traffic for OT and ICS systems have been 
developed and released in recent years (Goh et al. 2017; Laso et al. 2017; 
Faramondi et al. 2021). 

5.4.3. Leveraging on the process dynamics 
Cyber anomalies are typically detected by looking at anomalous 

traffic in a communication network, without inspecting the message 
payload (i.e., the information content). However, the actual readings 
from sensors and the commands sent to actuators, together with 
knowledge of the dynamics of the process, can be exploited to spot 
anomalies that entail the physical process, even when no apparent cyber 
anomaly can be identified. The main idea of such methods is that, since 
the process often has a known dynamic, formally correct messages could 
still be unexpected or anomalous, based on the expected or foreseen 
working condition of the plant. For instance, if a tank is emptying, a raise 
in the water level (or too slow a decrease) can be flagged as suspect even 
if the message received is well formed and appears legitimate from the 
cyber point of view. This class of methodologies typically rely on a digital 
twin of the process (Tao et al. 2018), i.e., a piece of software able to 
simulate the expected dynamics of the process, and on decision tech-
niques borrowed from the domain of fault detection (Miciolino et al. 
2017; Nicolaou et al. 2018), where an alarm is raised if the discrepancy 
between the sensorial measurements and the ones expected based on the 
digital twin are too large. 

Fig. 5. Flowchart of PHAROS.  

M. Ylönen et al.                                                                                                                                                                                                                                 



Safety Science 151 (2022) 105741

10

6. Discussion and conclusion 

The novelty of this research is the collective, multidisciplinary 
findings that illuminate the current state of IMSS from complementary 
perspectives. These include i) motivations for IMSS, ii) the current 
practices of IMSS in a single plant and multi-plant context, iii) institu-
tional support for IMSS, iv) past incident analysis showing what types of 
cyber-security induced events Seveso sites should pay attention to, v) 
some risk identification and assessment tools, and their suitability for 
identifying systemic risks, vi) new Pharos method for the identification 
of scenarios originating from malicious manipulations of the BPCS and 
the SIS and vii) countermeasures to deal with the cyber-attacks on OT 
systems. Table 2 summarises the main results of the study and our 

interpretations of the industry responses and the current state of IMSS. 
The sociotechnical approach in this study refers to the interconnec-

tedness and complexity of social (including organisational) and tech-
nical systems. It allows us to get a more comprehensive picture of IMSS 
and to see the links between the external environment (institutional 
support to IMSS), the organizational (management, expertise, prac-
tices), and the technical (available risk assessment tools) aspects. The 
sociotechnical approach was complemented by an integrated manage-
ment perspective that incorporates structural, functional and cultural 
dimensions. 

The relevance of IMSS has been addressed by several safety, security 
and risk studies (Chen et al. 2022; Reniers and Khakzad 2017; Reniers 
et al. 2014; Harvey and Stanton 2014). Furthermore, the literature on 

Table 2 
Summary of the main results of the study.  

Main results of the study Related comments 

Motivations for developing IMSS based on literature review    

• Safety and security have mutual interactions and influences  
• Avoiding conflicts arising from competing goals and logics and related contradictions  
• Economic reasons: cost-efficiency  
• Risks: pure safety or pure security approaches cannot identify systemic risks and risks to 

the IACS 

The motivations for developing IMSS are closely related to the understanding of systemic 
risks. Interviews showed that the current risk identification practices do not help in 
understanding systemic risks. Thus, the motivations for the IMSS are also 
underdeveloped in Seveso companies. 

Current practices of IMSS based on interviews    

• Cybersecurity is handled by a separate IT unit  
• Security threat analysis and process-safety analysis are often undertaken independently  
• Responsible Care & EHS Management system  
• Combined Incident Report System  
• Common Emergency Exercises 

The structural and functional arrangements of the Seveso companies (separate IT unit, 
separate risk analyses in safety and security domains) easily create silos and make it 
difficult to identify and manage systemic risks efficiently.However, positive 
developments are under way, such as the combined incident report system and joint 
emergency exercises combining safety, cyber-security and physical security risks. 

IMSS in a multi-plant context    

• Common guarding  
• Common emergency exercises  
• Common fire brigade  
• Common incident reporting system  
• Inspectors from different safety and security domains carry out inspections jointly  
• Common understanding of risks and possible impacts that neighbouring organisations 

may have on your company and vice versa  
• Integrated incident analysis  
• Integrated risk identification and assessment  
• Common safety and security culture 

Common guarding, joint emergency exercises, common fire brigade, joint inspections 
carried out by different inspectors are in use in industrial parks. In addition, efforts are 
made to reach an understanding of the potential risks and impacts that neighbouring 
organisations may have on each other. At present, however, risk identification and 
assessment practices are not adequately integrated in the context of a single company or 
multi-plants. 

Past incident analysis shows that IMSS would need to pay attention to the following 
cybersecurity-related events: 
a) an attack on the IT system and compromising sensitive data/information; 
b) an attack on the OT system leading to loss of production (e.g., production shutdown); 
c) an attack infecting the OT system aimed at generating a major event 

Often used risk identification techniques in safety domains (HAZOP, Process Hazard 
Analysis, PHA, Failure Modes, Effects and Criticality Analysis, FMECA, Fault Tree 
Analysis, FTA) are insufficient to identify attacks on the OT system. The above mentioned 
techniques focus on events caused by random failures or human error, not events caused 
by intentional acts. 

Integrated risk identification and assessment tools 
There are several examples combining safety and security risk assessments. ( 
Chockalingam et al. 2017; Kavallieratos et al. 2020; Langner 2013). In addition, specific 
dynamic and systemic risk assessment methods for the integration of safety and security 
risks have been developed, such as STPA-SEC (System-Theoretic Process Analysis for 
Security). It is a top-down safety hazard analysis method, based on systems theory, 
especially aimed at safety–critical cyber-physical systems. 

Seveso companies often rely on separate tools to identify cyber-security, process-safety 
and physical security risks.  

The major scenario identification falls outside of the current practice of Security and 
Cyber-Risk Assessment (Matteini et al. 2019). As a result, simplified assumptions are 
frequently adopted, e.g., considering, in the security risk assessment, the worst-case 
consequences from the safety assessments, even though the cyber-attacks have the 
potential for consequences different from those considered in the safety study. 

PHAROS (Process Hazard Analysis of Remote manipulations through the cOntrol System) 
was developed in the project to identify scenarios that can potentially originate from 
malicious manipulations of the BPCS and the SIS, which may lead to major events (Iaiani 
et al., 2021c). PHAROS exploits a HAZOP-like approach. The analysis is carried out by a 
team of experts (process experts, plant system experts, control experts, loss prevention 
system experts, security experts). 

PHAROS method was developed during this study and has not yet been tested in practice.  

PHAROS is a promising method, as it promotes the diffusion of a “common language” 
between the two disciplines, establishing an effective interdisciplinary communication 
and understanding and yielding a more integrated management of safety and security 
risks. 

Countermeasures developed to deal with cyber-attacks to OT systems and detecting 
anomalies. 
Agent-based impact simulation (domino effect models), Machine learning approaches to 
detecting traffic anomalies tailored to the OT case (Intrusion Detection Systems, Intrusion 
Prevention Systems (IPS)), Leveraging on the process dynamics. Sensors can be exploited 
to spot anomalies that entail the physical process, even when no apparent cyber 
anomaly can be identified. methodologies typically rely on a digital twin of the process. 

These tools are not currently widely used at Seveso plants. 

Institutional support for IMSS is weak. 
IMSS is not required or supported by laws or the Seveso Directive. 

Weak institutional support means that the development of IMSS is up to the Seveso 
companies themselves. This leads to uneven development between the Seveso companies 
and EU-countries.  
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safety, security and risks provides several motivations to apply IMSS, 
such as better understanding and identification of systemic risks 
(regarding the mutual interactions and influences between safety and 
security), since pure safety or pure security approaches are not sufficient 
to identify or mitigate them. Other motivations for integration are 
avoidance of conflicts related to competing goals of separate safety and 
security management approaches and establishing better cost efficiency. 

The motivations for developing IMSS are closely linked to the un-
derstanding of systemic risks. Motivations were not asked directly in the 
interviews. Nevertheless, the interviews of Seveso companies showed 
that the current risk identification practices do not help in understand-
ing systemic risks. From this perspective, the motivations for IMSS are 
underdeveloped in Seveso companies. 

The positive aspects that our study showed were some examples of 
current practices that are in line with the IMSS, e.g., a design of common 
emergency exercises that include cyber-security and process-safety as-
pects, or an incident report system that integrates both safety and se-
curity incidents into the same system. In addition, in a multi-plant 
context, common guarding/fire brigade and joint inspections by 
different safety and security inspectors were rather common. In contrast, 
the interviews did not provide any indication of the creation of a com-
mon safety and security culture in which the IMSS could be rooted. In 
addition, the EHS management system in Seveso sites provides a model 
for integration of different safety and security areas. However, it does 
not automatically support IMSS by including process-safety, physical 
security and cyber-security aspects into the same management system. 

Regarding current IMSS practices, our interviews with the safety and 
security experts at Seveso plants revealed two clear deficiencies. Firstly, 
there is an evident gap, especially between cybersecurity management 
and process-safety management. Cybersecurity is often managed by a 
separate IT unit that can even be located in another country. This makes 
it difficult to obtain an adequate collaboration and co-construction of 
knowledge about process-safety and cybersecurity interfaces. Another 
deficiency refers to that security threat analysis and process-safety 
analysis are often undertaken independently. Even though there are 
several examples combining safety and security risk assessments 
(Chockalingam et al. 2017; Kavallieratos et al. 2020; Langner 2013), 
such as STPA-SEC (System-Theoretic Process Analysis for Security), 
Seveso companies rely often on separate cyber-security, process-safety 
and physical security risk identification tools. Separate risk identifica-
tions and analyses in the safety and security domains easily create silos 
and hamper possibilities to address and manage systemic risks. 

Our study of past incident analysis shows that IMSS would need to 
pay attention to three main classes of cybersecurity-related events: a) an 
attack on the IT system, compromising sensitive data/information; b) an 
attack on the OT system leading to loss of production (e.g., production 
shutdown or product out of specification); and c) an attack infecting the 
OT system aimed at generating a major event. However, often used risk 
identification techniques in safety domains (HAZOP, Process Hazard 
Analysis, PHA, Failure Modes, Effects and Criticality Analysis, FMECA, 
Fault Tree Analysis, etc.) are not suitable to identify the potential major 
events or attacks on the OT system. The aforementioned techniques 
focus on events originating from random failures or human error, but 
not events originating from intentional acts. 

In addition, the major scenario identification falls outside of the 
current practice of Security and Cyber-Risk Assessment (Matteini et al. 
2019). As a result, simplified assumptions are frequently adopted, e.g., 
considering, in the security risk assessment, the worst-case conse-
quences from the safety assessments, even though the cyber-attacks 
have the potential for consequences different from those considered in 
the safety study. 

In terms of organizational factors, not only the distance between the 
organisational units hinders the internal collaboration within Seveso 
plants, but also the influence of different subcultures between process- 
safety, EHS&S, and cybersecurity units. In addition, there are different 
experts (safety and cyber-security) with different disciplines (technical 

and social science expertise) and differing concepts that may make the 
exchange of information and flow of communication between the ex-
perts and units challenging. These experts can use similar terms, which 
may have different connotations in their respective fields, or different 
terms and definitions that others do not understand. These differences in 
disciplinary background and conceptual frameworks create challenges 
with regard to the efficient exchange of information and flow of 
communication. 

Becoming familiar with each other’s terminology and thinking as 
well as establishing trustworthy relationships between different experts 
would require time and permanent forums. In this context, the PHAROS 
(Process Hazard Analysis of Remote manipulations through the cOntrol 
System) method represents an ideal, sociotechnical tool. PHAROS was 
developed in this project to identify scenarios that can potentially 
originate from malicious manipulations, which may lead to major events 
(Iaiani et al., 2021c). PHAROS exploits a HAZOP-like approach. The 
analysis is carried out by a team of experts (process experts, plant system 
experts, control experts, loss prevention system experts, security ex-
perts). In this sense PHAROS contributes to IMSS, as it supports 
collaboration between different safety and security experts. Further-
more, PHAROS allows for the recognition of risks that could otherwise 
be disregarded, e.g., risks that could be deemed unlikely in the safety 
assessment or out of its scope. As Pharos is a new method, it has not yet 
been used or tested in practice. 

There are also promising techniques and countermeasures (e.g., 
Critical Infrastructure Protection) developed to handle cyber-attacks to 
OT systems that could be adapted to IMSS; for instance, agent-based 
impact simulation or machine learning approaches to detecting traffic 
anomalies tailored to the OT case. However, the path for a concrete 
adoption of these techniques in the context of IMSS is still underway. 

An important element in supporting the development of IMSS is an 
institutional set-up, which, however, is missing. There are no interna-
tional standards that require and adequately support IMSS. Moreover, 
not even the Seveso III Directive demands IMSS. This means that the 
development of IMSS rests on the shoulders of single Seveso companies 
for now, and therefore the progress of IMSS can be slow and uneven 
between companies and EU countries. 

Based on our analysis, we argue that IMSS is still in its infancy at 
Seveso sites, although there are indications that IMSS is evolving. This 
study revealed sociotechnical factors and gaps in the understanding and 
motivations of IMSS, inadequate risk identification and analysis tools 
and practices related to systemic risks, and a lack of institutional support 
for IMSS. Together, these factors constrain the development of IMSS. 

Thus, the development of IMSS at Seveso sites should be further 
improved. This would require the introduction of new risk identification 
methods, better integration of the identification of process-safety, 
cybersecurity and physical security risks and the co-assessment of 
these risks. In addition, one should think beyond the current disciplinary 
boundaries. This would require permanent forums where different ex-
perts can communicate together and co-construct a better understanding 
of convergent risks (Heikkilä et al. 2021). Furthermore, the use of tools 
developed, such as PHAROS, which supports collaboration between 
different experts, would be crucial for IMSS. In addition, organisational 
roles and responsibilities would require new definitions. New jobs and 
tasks could be defined as requiring several areas of expertise. This would 
be a way to enhance expert collaboration. Only in this way will a better 
understanding of the emerging risks and the motivation for IMSS be 
obtained. In addition, institutional support for the IMSS would be 
necessary. 

This study is not a final word regarding the IMSS, but it provides 
relevant insights. The future research on IMSS could include studies on: 

• integrated safety and security risk identification using new meth-
odologies (STPA-SEC) or adapting existing ones like HAZOP; 
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• adoption of the Pharos method as developed in the current study and 
its effects on the exchange of information and knowledge between 
different safety and security experts in Seveso sites;  

• the integrated management of safety and security cultures  
• evolving institutional set-up regarding IMSS  
• the relationships between motivation, understanding and practices 

in terms of IMSS  
• comparative study of IMSS in multi-plant contexts  
• organizational boundaries, roles and responsibilities contributing to 

or constraining of IMSS 

In addition, comparative studies between the countries and com-
panies in terms of the state of IMSS would be relevant. 
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