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a b s t r a c t 

The North Sea region, located in the Northwest of Europe, is expected to be a frontrunner in the European energy 
transition. This paper aims to analyse different optimal system configurations in order to meet net-zero emission 
targets in 2050. Overall, the paper presents two main contributions: first, we develop and introduce the IESA-NS 
model. The IESA-NS model is an optimization integrated energy system model written as a linear problem. The 
IESA-NS model optimizes the long-term investment planning and short-term operation of seven North Sea region 
countries (Belgium, Denmark, Germany, the Netherlands, Norway, Sweden and the United Kingdom). The model 
can optimize multiple years simultaneously, accounts for all the national GHG emissions and includes a thorough 
representation of all the sectors of the energy system. Second, we run several decarbonisation scenarios with 
net-zero emission targets in 2050. Relevant parameters varied to produce the scenarios include biomass avail- 
ability, VRE potentials, low social acceptance of onshore VRE, ban of CCUS or mitigation targets in international 
transport and industry feedstock. Results show a large use of hydrogen when international transport emissions 
are considered in the targets (5.6 EJ to 7.3 EJ). Electrolysis is the preferred pathway for hydrogen production 
(up to 6.4 EJ), far ahead of natural gas reforming (up to 2.2 EJ). Allowing offshore interconnectors (e.g. meshed 
offshore grid between the Netherlands, Germany and the United Kingdom) permits to integrate larger amounts of 
offshore wind (122 GW to 191 GW of additional capacity compared to reference scenarios), while substantially 
increasing the cross-border interconnection capacities (up to 120 GW). All the biomass available is used in the 
scenarios across multiple end uses, including biofuel production (up to 3.5 EJ), high temperature heat (up to 2.5 
EJ), feedstock for industry (up to 2 EJ), residential heat (up to 600 PJ) and power generation (up to 900 PJ). In 
general, most of the results justify the development of multinational energy system models, in which the spatial 
coverage lays between national and continental models. 
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. Introduction and knowledge gaps 

There is a global consensus about the need to drastically reduce
reenhouse gas (GHG) emissions in the coming decades in order to re-
uce the risks and impacts of climate change. The Paris Agreement was
igned by 195 countries in 2016, aiming to limit the increase in the
lobal average temperature to at least 2 °C above pre-industrial levels
1] . The European Commission has also set different goals and mile-
tones for the short, medium and long term. The ‘European Green Deal’,
resented in 2020, the ‘Clean energy for all Europeans’ strategy, released
n 2019, or the ‘Fit for 55%’ policy package, discussed in 2021, are ex-
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mples of initiatives aiming to decarbonize the European energy system
n the medium to long term [2 , 3 , 4] . 

The North Sea region (NSR) , 1 located in the northwest of Europe,
s expected to be a frontrunner in the continental energy transition. The
SR is an energy intensive region in Europe: it contains around 200 mil-

ion inhabitants in a relatively small area, its countries add up around
0% of the GDP of the EU, it harbours multiple heavy industrial clusters,
nd it has been traditionally a key hub for the Oil and Gas (O&G) in-
ustry [5 , 6] . Moreover, the NSR presents ample potentials for different
1 NSR countries include Belgium, Denmark, Germany, the Netherlands, Nor- 
ay, Sweden and the United Kingdom 

6 December 2021 

rticle under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 

https://doi.org/10.1016/j.adapen.2021.100080
http://www.ScienceDirect.com
http://www.elsevier.com/locate/adapen
http://crossmark.crossref.org/dialog/?doi=10.1016/j.adapen.2021.100080&domain=pdf
mailto:R.Martinez.Gordon@rug.nl
https://doi.org/10.1016/j.adapen.2021.100080
http://creativecommons.org/licenses/by/4.0/


R. Martínez-Gordón, M. Sánchez-Diéguez, A. Fattahi et al. Advances in Applied Energy 5 (2022) 100080 

Table 1 

GHG emission targets and policies for the NSR countries. 

Country Policies for 2030 Policies for 2050 Ref 

Netherlands 49% reduction of GHG emissions compared to 1990 95% reduction of GHG emissions compared to 1990 [12] 
Germany 55% reduction of GHG emissions compared to 1990 Net-zero emissions by 2050 [13] 
Denmark 70% reduction of GHG emissions compared to 1990 Net-zero emissions by 2050 [14] 
Sweden 63% reduction of GHG emissions compared to 1990 Net-zero emissions by 2045 [15] 
Norway At least 50% and towards 55% reduction of GHG emission compared to 1990 90–95% reduction of GHG emissions compared to 1990 [16] 
United Kingdom 68% reduction of GHG emissions compared to 1990 Net-zero emissions by 2050 [17] 
Belgium 35% reduction of GHG emissions compared to 1990 At least 80% reduction of GHG emissions compared to 1990 [18] 
Europe (Green Deal) 55% reduction of GHG emissions compared to 1990. Net-zero emissions by 2050 [2] 

Fig. 1. Total GHG emissions in the NSR from 1990 to 2018, excluding LULUCF and international aviation [22] . 
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ariable renewable energy (VRE) sources. In particular, offshore wind
eployments are expected to be relevant in order to decarbonise the
egion (together with other offshore technologies such as wave energy,
idal energy, ocean thermal energy conversion or micro-algae produc-
ion) [7] . 

The NSR countries have set ambitious decarbonisation goals for the
edium and long term, as shown in Table 1 . Except Belgium, all coun-

ries propose higher targets from 2030 than the 40% emission reduc-
ion from 1990 levels suggested by the European Commission, ranging
rom the 49% target of the Netherlands to the 70% target of Denmark.
y 2050, Germany, Denmark, Sweden and the United Kingdom aim to
each net-zero emissions, while the Netherlands, Norway and Belgium
ave set reduction targets of around 95% compared to 1990 levels. 

In the last three decades, GHG emissions in the NSR have been re-
uced substantially, as seen in Fig. 1 , moving from 2608 Mt of CO 2 
quivalent in 1990 to 1784 Mt of CO 2 equivalent in 2018, which corre-
ponds to approximately a 10% reduction per decade. In order to meet
uture mitigation targets this pace needs to be increased, and mitigation
fforts need to be applied to both energy related and non-energy related
ectors. 

Many alternatives that can be combined in order to achieve the mit-
gation targets have been extensively analysed in the literature: large
eployments of VRE; further electrification of multiple energy sectors,
uch as heat and transport; sustainable use of biomass as a fuel or as a
2 
eedstock; improvement of energy efficiency of buildings and processes
r carbon capture, utilization and storage (CCUS), among others [8] .
rom a system integration perspective, sector coupling and interconnec-
ion capacity expansion have been identified as key concepts in order to
ntegrate VRES and decarbonize energy systems [9 , 10 , 11] . 

In order to understand how these alternatives can be economically
ntegrated at the system level, energy system models (ESMs) are widely
sed. ESMs are useful tools used to understand how future energy sys-
ems might behave, to analyse cost-optimal system configurations and
o define transition pathways towards decarbonised energy systems. As
f today, there are hundreds of different energy models, with different
ethodologies (e.g., optimization or simulation), geographical coverage

local to international), sectoral coverage (e.g., power system models,
as models or integrated ESMs) and different mathematical approaches
e.g., Linear Programming (LP) or Mixed Integer Programming (MIP)).
here is a large number of studies analysing in detail multiple energy
odels, pointing out their strengths and weaknesses and describing im-
rovements needed to properly represent systems with high penetra-
ions of VREs and high decarbonisation (see for example [19 , 20 , 21] ). 

ESMs have been extensively applied to analyse the energy system
f individual NSR countries at the national level. For example, in [23] ,
aruf used the OSeEM-DE model to analyse a 100% renewable based

nd sector coupled energy system in Germany, covering electricity and
uilding heat. In [24] , Sanchez et al. used the IESA-Opt modelling tool
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o analyse a scenario with a 95% reduction of GHG in the Netherlands.
n [25] , Lund et al. used EnergyPLAN to analyse a system with 100% of
enewable energy in 2050 in Denmark. 

These national studies are useful to understand decarbonisation
trategies in different countries, as they tend to zoom in with a high level
f detail in multiple sectors of a national energy system. However, due
o the national-scale focus, they tend to wrongly estimate or even com-
letely ignore the interactions with surrounding countries, e.g., cross
order electricity or gas trades, as these interactions are usually exoge-
ous and not determined by the model, thus leading to misleading con-
lusions. 

Other studies have analysed the NSR as a whole, especially paying
ttention to the role of international interconnectors in systems with
igh penetrations of offshore wind. In short, these studies can be divided
nto two categories: 

• Studies analysing the ‘offshore grid’ concept in the NSR,
i.e., how large deployments of offshore wind can be ef-
ficiently interconnected with different grid structures
[26 , 27 , 28 , 29 , 30 , 31 , 32 , 33 , 34 , 35 , 36 , 37] . Most of these studies
are exclusively focused on the power sector, with little or no
interaction with other energy sectors. 

• Studies analysing the role of offshore CCUS in the NSR, analysing the
potential CO 2 storage capacity of different offshore sinks, and how
they can be efficiently connected to onshore CO 2 sources [38 , 39] . 

Some studies cover the EU as a whole, and therefore include the NSR
nergy system. To name some, Zappa et al. [40] used PLEXOS to anal-
se whether a power system based on renewable sources is feasible by
050 in the EU. Blanco et al. [41 , 42] used the JRC-EU TIMES model
o analyse the role of hydrogen, power-to-gas and power-to-methane in
ighly decarbonised scenarios in 2050, covering all the energy sectors
nd GHG emissions of the whole EU. However, these EU-level analyses
end to include simplifications in order to reduce the computational ef-
ort (e.g., use of temporal time-slices or aggregation/simplification of
nergy sectors) [5] . Therefore, even though multinational regions are
nalysed in continental analyses (e.g., the NSR in EU analyses), the level
f detail is in general low, and aspects such as offshore/onshore interac-
ions, interconnectors, infrastructure, hourly system dynamics, spatial
esolution and subnational implications (e.g., national grid congestion)
re in general not considered in detail. 

Finally, there is a considerable literature analysing system integra-
ion alternatives in the NSR, particularly paying attention to syner-
ies between oil and gas activities and offshore wind deployment, by
eans of, for example, electrification of O&G activities or repurpos-

ng of offshore O&G assets (see e.g., [43 , 44 , 45 , 46] ). However, these
tudies tend to include a high level of technical detail of individual
ffshore activities, and in general, do not capture the whole energy
ystem. 

The literature lacks energy system analyses and modelling tools cov-
ring the multinational (‘regional’) level in general and the NSR level
n particular. National level analyses are abundant and tend to zoom in
n particular aspects of national energy systems. Continental analyses
re abundant as well and identify aggregated energy system trends for
ider geographical areas, such as Europe or Africa. However, a knowl-

dge gap, in general, is that a high level of detail is missing in energy
ystem analyses at the intermediate scale (i.e., at the multi-country or
ultinational level), in which the energy systems of multiple countries
ithin a certain region are included (e.g., the NSR). 

The need for this type of multinational analyses is best exemplified
ith the NSR case study. NSR countries are highly interconnected (e.g.,

lectricity and gas networks), and therefore the behaviour of each of
hem can highly affect the region as a whole. The North Sea harbours
ultiple energy related activities (from oil and gas to offshore wind)

nd non-energy related activities (e.g., sand extraction, fisheries or mil-
tary use), which are highly interconnected, affecting the energy system
evelopment of all of them. These aspects cannot be captured in detail,
3 
r not at all, if only one country is analysed, and might be extremely
iluted if the geographical coverage is the whole EU. The same logic
an be applied to similar multinational regions either in the EU or in
he rest of the world. 

As a consequence of this trend in the literature, the first knowledge
ap that this paper aims to cover is identified: 

• The NSR has been extensively analysed from a national perspective
(i.e. complete analysis of single countries). From a multinational per-
spective, some analyses have been carried out focusing on a single
sector or technology (mainly the power sector and CCUS). Continen-
tal (EU level) analyses are abundant but do not dig into particular
aspects of the NSR with a high level of detail. Therefore, a multina-

tional analysis of the NSR in which all the sectors of the energy

system and all the GHG emissions are included is missing in the

literature . 
• One of the key factors in order to explore this knowledge gap is to

use an ESM that can cover the whole energy system of the NSR. Se-
lecting the proper ESM is not a straightforward step, as there are
usually multiple trade-offs that should be considered. For example,
sector-specific ESMs (e.g. power system models or gas system mod-
els) tend to describe a specific sector in a very detailed way, while
using accurate spatiotemporal resolutions and eventually including
non-linear (e.g., binary) decision variables. On the other hand, in-
tegrated ESMs tend to cover multiple sectors of the energy system,
but in order to maintain a reasonable computational performance,
they tend to sacrifice the temporal resolution (e.g., using timeslicing
methods) and use oversimplified formulations. 

This trade-off has been investigated in the literature at national scale.
attahi et al. [19] , analysed a selection of national integrated ESMs,
nding out that none of them included simultaneously: hourly temporal
esolution, multi-year investment optimization, endogenous inclusion
f all national GHG emissions, a detailed technological representation
f all the sectors of the energy system, endogenous cost-optimization of
he infrastructure needs, and interconnection to neighbouring countries’
ower dispatch. 

A model covering all the aforementioned capabilities at national
cale was proposed in [24] , where Sanchez et al. presented IESA-Opt
Integrated Energy Systems Analysis – Optimization), an LP optimiza-
ion model for the Netherlands. However, as of today, there is no ESM
hat includes these capabilities at multinational scale (i.e., the level of
eographical coverage required to analyse multinational regions such
s the NSR). In other words, there is a gap between detailed ESMs at a
ational scale, and continental models with simplifications in temporal,
patial and technological resolution. 

Therefore, the second knowledge gap is identified: 

• Lack of an ESM covering the NSR that includes: hourly tempo-

ral resolution, multi-year investment optimization, endogenous

inclusion of all the national GHG emissions, a detailed techno-

logical representation of all the sectors of the energy system,

endogenous cost-optimization of the infrastructure needs, and

interconnection to neighbouring countries’ power dispatch. 

In order to fill the two aforementioned knowledge gaps, this paper
resents the IESA-NS model, Integrated Energy Systems Analysis – opti-
ization of the North Sea region, a multinational extension of the IESA-
pt model [24 , 47] . In short, the IESA-NS model 1) optimizes both long-

erm investment decisions and short term operation, 2) is able to run
ith hourly resolution over a multi-year time span, and 3) permits to

ncrease the spatial resolution of the offshore areas of the North Sea
s much as desired. The model includes a European representation of
ower and gas network (i.e., hourly dispatch of European power and
aily dispatch of European natural gas), and a complete representation
f the energy system of the NSR countries (i.e., Belgium, Denmark, Ger-
any, the Netherlands, Norway, Sweden and the United Kingdom). 

This paper then provides the following two main contributions: 
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Fig. 2. European nodes and international interconnectors considered for the European power dispatch in IESA-NS (left) and European natural gas and LNG network 
considered in IESA-NS (right). 
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2 Interconnector capacity between NSR countries is optimised, interconnector 
capacity between countries outside of the NSR is fixed according to the TYNDP 

3 The North Sea area of Belgium is relatively small compared to the rest of 
NSR countries, and therefore for this publication, we do not enhance its spatial 
resolution including an additional node. Sweden does not have direct access to 
the NSR, and therefore no offshore node can be included. 
• We present the IESA-NS model, an integrated ESM covering the
whole energy system of the NSR. The IESA-NS model, code, database
and user interface are open source and can be freely downloaded in
[48] . 

• We use the IESA-NS model to analyse a large variety of scenarios
with different decarbonisation targets; various biomass, CO 2 stor-
age and CCUS potentials; exogenous bans of certain technologies
and imports; including some sensitivity analyses for some relevant
parameters. 

The rest of the paper is structured as follows: Section 2 provides
 brief description of the IESA-NS model. Section 3 outlines the main
cenarios that have been analysed for this paper. Section 4 presents and
iscusses the major results of the scenario model runs. Section 5 shows
ome sensitivity analyses for some relevant parameters and discusses the
ajor outcomes of these analyses. Section 6 presents an analysis of the

ystem costs. Finally, Section 7 provides a brief summary and discussion
f the major findings, conclusions and limitations of this study. 

. Modelling approach: the IESA-NS model 

In this paper, we developed the IESA-NS model based on the IESA-
pt model [24] . The IESA-Opt model was initially developed to cover

he energy system of the Netherlands in detail, filling multiple knowl-
dge gaps that most integrated ESMs have [19] . In this paper, we en-
ance the IESA-Opt model in order to cover the whole NSR with a high
evel of detail, including a detailed representation of the energy system
f the Netherlands, Germany, Denmark, Sweden, Norway, the United
ingdom and Belgium. 

The IESA-NS model is a cost-optimization model, formulated as an
P, that optimizes the long term investment planning and short term
peration of the NSR energy system. The model can optimize multiple
ears simultaneously, accounts for all the national GHG emissions and
ncludes a thorough representation of all the sectors of the energy sys-
em. 

Appendix A presents a detailed explanation of the energy system rep-
esentation in IESA-NS, the technologies included, the spatial, temporal
nd technological resolution, and many other assumptions and relevant
nformation. Appendix B shows the mathematical formulation used in
he IESA-NS model. 
4 
Even though the IESA-NS model is focused on the NSR, it also per-
its to analyse the interactions with the European power and gas grids.

n order to do so, the IESA-NS model optimizes also the European power
ispatch, and therefore electricity imports and exports between the NSR
nd the surrounding countries are completely endogenous. As shown in
ig. 2 left , the European power dispatch includes 14 additional nodes
o represent the other EU countries. The European capacities and trans-
ission interconnectors outside of the NSR are fixed according to the
en Year Network Development Plan of ENTSOE [49] , hence the model
oes not invest in capacity expansion outside of the NSR. 2 Regarding the
as network, there are two main external sources of natural gas: Russia
RU) and northern Africa (AF). These natural gas hubs are connected to
urope and to the NSR via the clustered regions of eastern Europe (EE)
nd southern Europe (SO). Additionally, LNG can be imported in coun-
ries that have an LNG terminal and a decompression station. Naturally,
SR countries with natural gas fields under their domain (like Norway)
ave access to a national natural gas source, which can also be traded
cross Europe to minimize the total system costs. 

Another key aspect of the IESA-NS model is its modularity to rep-
esent the offshore part of the region with as many different offshore
odes as required by the user. The importance of properly representing
he spatial components of the NSR in energy modelling approaches has
lready been evaluated in the literature [5 , 7] . Fig. 3 shows the design
sed in this paper with offshore nodes tailor-made for the Netherlands,
he United Kingdom, Norway, Denmark and Germany, 3 each of them
ith one interconnector to shore. This modularity allows that the off-

hore design can be adapted to any case study: analyses of particular
egions of the NSR can be evaluated adding new nodes with different
ind profiles; offshore grid case studies with different hub locations and
eshed interconnectors can also be implemented; interactions between
ind and hydrogen in certain areas; and, in general, any analysis that

equires a high level of spatial resolution. 
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Fig. 3. Offshore design of the IESA-NS model for this paper. The offshore design 
in IESA-NS is modular and can be customized. 
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5 
. Scenario definition 

Scenarios in IESA-NS are defined mainly by the six data inputs rep-
esented in Fig. 4: the projected demand of energy drivers (e.g., elec-
ricity demand of the residential sector or megatons produced of paper
elated products); the cost of input resources (e.g., cost of imported coal
r cost of national biomass); the potentials for decarbonisation technolo-
ies (e.g., potentials for offshore wind or solar PV); the different policy
egulations assumed for the transition in each country (e.g., GHG mitiga-
ion targets or political bans to certain technologies); the projected cost
nd operational parameters of the technologies (e.g., techno-economic
ata of a heat pump for residential heat); and the assumed installed
apacities for European nodes. 4 

In order to analyse different decarbonisation alternatives, we present
 set of scenarios, which are summarized in Table 2 . With the proposed
ultiple scenarios in this study, we aim 1) to show that there are mul-

iple feasible alternatives to meet the GHG emission mitigation targets,
4 Note that the IESA-NS model dispatches electricity for the whole EU, but 
oes not optimize the capacity expansion of countries outside the NSR. There- 
ore, for the remaining European nodes, future capacity investments and devel- 
pments are exogenous, based on the Ten Year Network Development Plan of 
NTSOE [49] 

r
r
n
d
s
m
t

5 
hich would entail different system costs and configurations; and 2) to
how the effects of specific policy decisions, technology bans or cost
evelopments in the whole energy system. 

A complete description of all the scenarios (i.e., assumptions, drivers,
ata inputs and rationale) can be found in Appendix C. All the scenarios
se as a starting point the Reference Scenario ( REF ). In all of them, most
f the data for the energy drivers and some cost assumptions are derived
rom the JRC POTEnCIA Central scenario for all the NSR countries [50] .
he POTEnCIA Central scenario assumes a business as usual economic
evelopment, with the European GDP growing accordingly to the ‘2018
geing report’ (i.e., around 1.38% growth per year until 2050) [51] , a
rowth of population and households based on EUROSTAT data, and
rojections of industry based on the sectoral Gross Value Added (GVA)
alues (see [50] ). All the input data used for the reference scenario (i.e.,
nergy drivers, techno-economic parameters and commodity costs dis-
ggregated per country) can be consulted online in [48] together with
he whole database of the model. 

There are three key input parameters that have been modified to
erive the scenarios shown in Table 2: the VRE and biomass avail-
bility, certain technology bans, and the mitigation ambition of the
SR countries. The VRE (i.e. solar PV, offshore and onshore wind) and
iomass availability have been divided in three levels according to the
NSPRESO [52] scenarios: a reference value, a high (optimistic) value,
nd a low (pessimistic) value. More details about the input data and
ources can be found in Appendix C. Regarding technology bans, Car-
on Capture and Storage has been disallowed in one of the scenarios
 NOCCS ). Regarding the mitigation ambition, two different levels have
een defined: high and low. In the low ambition mitigation scenarios,
he mitigation targets of each one of the NSR countries are not increased.
n the high ambition mitigation scenarios, all the NSR countries set a
et-zero mitigation target for 2050, they include the emissions of in-
ernational transport within the national targets, and the use of oil as
eedstock for the chemical industry is banned. 5 The reason to include
hese two ‘mitigation ambition’ levels is to show the impact on the op-
imal system configuration of broadening the emissions included in the
ational emission targets. 

Regarding commodities, in all the scenarios all NSR countries can
mport natural gas, a certain amount of biomass and biofuels (variable
er scenario), coal and crude oil. In the seven scenarios of Table 2 the
Current mitigation targets (see Table 1) do not include most of the emissions 
elated to international aviation and navigation. Therefore, NSR countries might 
each net-zero targets while emitting considerable amounts of CO2 in the inter- 
ational space. Regarding the use of oil as feedstock in the chemical industry, 
ue to the fact that the oil is embedded in the final product, no direct emis- 
ions are accounted in the process. These two areas are not covered in current 
itigation targets, and therefore the ‘High ambition’ scenarios aim to include 

hem. 

Fig. 4. Inputs required for scenario definition 
in IESA-NS. 
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Table 2 

Decarbonisation scenarios used in this paper. 

Parameter Explanation Rationale Key values Code Mitigation 
ambition 

Reference scenario All the NSR countries follow the defined ‘High 
ambition’ targets. There are no major 
technology bans or incentives. 

The reference scenario aims to be a benchmark to compare 
it with more constrained scenarios. 

n/a REF High 

Biomass availability In this scenario the biomass potentials of the NSR 
countries (national and imported) are modified, 
assuming an optimistic scenario with higher 
availability, and a pessimistic scenario with 
lower availability. 

Biomass plays a crucial role in highly decarbonised energy 
systems, due to its versatility (i.e. it can be used in 
multiple sectors of the energy system for a variety of 
purposes). This scenario explores system implications of 
different levels of biomass availability. 

• High biomass potential, derived from the 
high biomass ENSPRESO scenario 

HBIO High 

• Low biomass potential, derived from the low 

biomass ENSPRESO scenario 
LBIO Low 

Wind and solar PV potentials In this scenario, the potentials of wind and solar 
PV are modified, assuming an optimistic 
scenario with high wind and solar availability 
and a pessimistic scenario with more 
constrained values. 

The potentials of renewable energies such as wind and 
solar are not only determined by the meteorological 
profiles, but also by policies and regulations. If the use 
of space for wind and solar is prioritised, setback 
distances are reduced, and synergies between different 
activities are enhanced the availability of wind and 
solar can be boosted. On the other hand, policies can 
also limit potential deployments. 

• Wind and solar PV potentials increased in 
line with the ENSPRESO high VRES 
scenario 

HVRES High 

• Wind and solar PV potentials decreased in 
line with the ENSPRESO low VRES scenario 

LVRES Low 

Onshore wind and solar PV 
potentials 

In this scenario, the potentials of onshore wind 
and solar PV in the NSR are reduced. Costs of 
offshore wind are reduced assuming a faster 
learning rate. To compensate, the availability of 
offshore wind is increased in line with the 
HVRES scenario 

Onshore deployments of solar PV and wind might face 
social acceptance problems, especially in areas with 
high population density. This scenario explores 
implications in the NSR if onshore potential are 
reduced, and therefore the system needs to rely more on 
offshore technologies. 

• Onshore and solar PV availability reduced in 
line with the ENSPRESO low VRES 
scenarios. Offshore wind potential aligned 
with the ENSPRESO high VRE scenario 

LONSH High 

CCS and CO 2 storage In this scenario CO 2 storage is not allowed in any 
of the NSR countries. Therefore, CO 2 can only 
be captured if it is used in other processes of 
the energy system. In order to alleviate the 
system, the VRE availability is increased to the 
values of the HVRES scenario, and the biomass 
availability is increased to the values of the 
HBIO scenario. 

The availability of CO 2 storage as an option is heavily 
affected by policy regulations and social acceptance. 
This scenario explores system implications of a CO 2 

storage ban in the NSR. 

• No CO 2 storage NOCCS High 

• Wind and solar PV potentials increased in 
line with the ENSPRESO high VRES 
scenario 

• Biomass potentials increased in line with the 
ENSPRESO high biomass scenario 

6
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Fig. 5. Primary energy mix in the NSR for selected scenarios in 2050. 
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9

ydrogen used in all the countries is produced internally, and there-
ore no trade and imports/exports of hydrogen with other countries or
egions are allowed. Due to the fact that imports of low-cost green hy-
rogen from external countries can have a large impact on the system
osts, system configuration and VRE needs, a set of dedicated ‘hydrogen
rade’ scenarios will be evaluated separately in a sensitivity analysis in
ection 5. 

. Scenario results 

The results for this paper have been obtained by running the scenar-
os outlined above by means of the IESA-NS model in a laptop with 32
B of RAM and an Intel i8750-H processor, using the Gurobi 9.01 solver
ia the barrier method. The IESA-NS model is implemented in AIMMS.
he computational time required to run the scenarios ranges from 2 h
single year, optimization of the energy system in 2050) to 30 h (3 years,
imultaneous optimization of 2030, 2040 and 2050). Since the objective
f this paper is to analyse decarbonisation scenarios in 2050, and not
he pathway towards these scenarios (e.g., intermediate targets), and
o reduce the computational load, only the year 2050 is optimized. In
ny case, the IESA-NS model has the option to optimize multiple years
imultaneously and analyse transition pathways. The scenario runs of
his paper were implemented without any type of timeslicing strategy,
nd therefore the temporal resolutions employed are the default ones,
xplained in Section 2: hourly for the power sector, and daily for the
as sector. 

This section will provide a selection of results from the scenarios
nalysed for the NSR. The full set of all model results (disaggregated
y country) and the databases used are openly accessible through the
nline user interface of the model in [48] . 

.1. Primary energy mix 

Fig. 5 shows the primary energy mix of the NSR in different scenar-
os. Results evidence a clear difference between the low and high mit-
gation ambition scenarios. In the low mitigation ambition scenarios,
BIO and LVRES , the primary energy demand ranges from 29.5 EJ to
7 
1 EJ, with a considerable contribution of oil, natural gas and coal (37%
n LBIO and 35% in LVRES ), being the share of RES 60% for LBIO and
4% for LVRES . In the high mitigation ambition scenarios, the primary
nergy demand ranges between 34 EJ and 35 EJ, with no presence of
il. In the scenarios with CCS ( REF, HBIO, HVRES and LONSH ) there is
round 20% of fossil fuels in the primary mix, mainly natural gas, while
n the NOCCS scenario the contribution of fossil fuels (i.e., natural gas
nd coal) is negligible (around 0.9%). 

These results exemplify the huge difference in the energy system
onfiguration of the NSR under different mitigation ambitions. If the
missions for international transport are not accounted in the national
udgets, and if oil can be freely used as a feedstock in the chemical
ndustry, the NSR can reach net-zero emissions while having around
 35% of fossil fuel contribution, including around 5 EJ of crude oil
n its energy mix. Under higher mitigation ambitions, the share of oil
s displaced mainly by power-to-liquid (PtL) processes, which are less
fficient than oil refining and therefore require a higher total primary
nergy use. 

Within the high mitigation ambition scenarios, there is also a no-
able change in the energy mix when CCS is not allowed ( NOCCS sce-
ario). In the rest of the scenarios, the net-zero target can be met while
sing around 6 EJ of natural gas, mainly due to the large scale use of
ioenergy combined by CCS, and the deployment of power-to-chemicals
PtC), which provide a large budget of negative emissions. When CCS is
ot allowed, the budget of negative emissions is substantially reduced,
nd therefore the system cannot offset large amounts of natural gas re-
ated emissions. 

Biomass is a key carrier in all primary mixes, and most of the
iomass available is used in all scenarios. The reason is that biomass
rovides a huge versatility to the system, as its price is relatively low,
nd it can be used to produce low carbon electricity, heat (in both in-
ustry, residential, services and agriculture sectors), biofuels or bio-
as, among others. Aside from biomass, the other renewable energy
ources (RES) available in IESA-NS (i.e., solar, wind, hydro and am-
ient energy) are predominant in all scenarios, especially in the ones
ith high mitigation ambition (e.g., the share of RES in NOCCS reaches
0%). 
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Fig. 6. Supply and demand of liquids in the NSR for selected scenarios in 2050. 
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.2. Supply and demand of liquids, natural gas and biomass 

As already mentioned, even with stringent mitigation targets and
ith most NSR countries reaching net-zero emissions in 2050, oil and
atural gas can still be relevant in the energy system. Fig. 6 shows the
upply and demand of liquids across all the scenarios analysed. There
s, again, a big difference between the low and high mitigation ambition
cenarios. In the low ambition scenarios, LBIO and LVRES , most of the
iquids are produced via crude oil refining (4 EJ and 4.9 EJ respectively),
hereas the contribution of PtL (1.1 EJ and 228 PJ) and bio-liquids (71
J and 166 PJ) is marginal. From the demand side, in the low ambi-
ion scenarios, there are two main end-uses. First, the industry sector,
specially the chemical industry, where most of the liquids are used as
eedstock. Second, the aviation sector, where liquids (mainly kerosene)
re used as fuel. Liquids used in these sectors have little influence on
he mitigation targets. Regarding the ones used as feedstock in indus-
ry, most of them remain embedded in the final product, and therefore
o direct emissions are released to the air related to them. Regarding
he ones used for international aviation, current mitigation targets do
ot account for emissions related to international aviation. Therefore,
nder current regulations (i.e., the ‘low mitigation ambition scenarios’),
he presence of refineries with CCS is fully compatible with net-zero
itigation strategies. 

In the case of the high mitigation ambition scenarios, due to the in-
lusion of international emissions and industry feedstock targets, all the
upply of liquids is provided via PtL and bio-refineries. The supply of
tL in these scenarios ranges from 4.1 EJ to 5.3 EJ, while the supply
f bio-liquids ranges from 1.4 EJ to 2.5 EJ. It is interesting to notice
hat the HVRES scenario presents the highest production of liquids vis
tL, mainly due to the larger VRE potentials compared to other scenar-
os. From the demand side, compared to the low mitigation ambition
cenarios, there is an additional demand of around 1.6 EJ for the navi-
8 
ation sector in all scenarios, because with the inclusion of international
missions in the mitigation targets, the navigation sector is decarbonised
sing synthetic fuels and biofuels. In the case of the low mitigation ambi-
ion scenarios this is not necessary, due to the fact that most of the emis-
ions of the navigation sector are international, and therefore cheaper
lternatives such as compressed natural gas boats (CNG) are perfectly
ompatible with net-zero national targets. 

Natural gas is also used in all scenarios. Fig. 7 shows its supply and
emand across all the scenarios analysed in this chapter. The scenarios
hat rely heavily on CCUS use between 5.5 EJ and 6 EJ of natural gas,
hich is supplied mostly by national extraction of countries in the NSR,
nd imports mainly from Russia. The scenario without CCUS ( NOCCS )
educes the gas use to around 350 PJ. 

It is relevant to notice that the supply of natural gas is very similar in
he low mitigation ambition scenarios and the high mitigation ambition
cenarios, with a combination of North Sea extraction and imports, and
 marginal contribution of LNG. In contrast, from the demand side per-
pective, there are relevant differences. In the low ambition scenarios,
BIO and LVRES , there are three main end uses: power sector, heat for
esidential and services, and navigation, with a use of around 1.5 EJ in
ach of them. In the high ambition mitigation scenarios with CCS there
s no natural gas use in the navigation sector, the use in the power sector
s negligible, and the main end uses are heat for residential and services
ranging from 2.5 EJ to 4 EJ) and hydrogen production via natural gas
eforming (1 EJ to 3 EJ). The gas reforming process is especially rele-
ant in the LONSH scenario: the low availability of renewables limits
he hydrogen that can be produced via electrolysis, and therefore natu-
al gas reforming emerges as the only remaining alternative. In the case
f the NOCCS scenario, the use of gas is negligible, being the largest
art of the supply (700 PJ) biogas produced from biomass. 

The industry use of natural gas remains also stable across all the
cenarios. The reason is that most of it is used as feedstock, mainly for



R. Martínez-Gordón, M. Sánchez-Diéguez, A. Fattahi et al. Advances in Applied Energy 5 (2022) 100080 

Fig. 7. Supply and demand of natural gas and biogas in the NSR for selected scenarios in 2050. 
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mmonia and basic chemicals production, and the technological con-
guration used in these sectors is similar in all scenarios. Note that in
BIO the industry demand is slightly higher. The reason is that in sce-
arios with higher availabilities of biomass, a part of the total available
iomass is used to supply high temperature heat in industrial processes.
ue to the fact that in LBIO the availability of biomass is lower, natural
as needs to supply a portion of this high temperature heat. 

Natural gas is also intensively used to provide heat to the residential
nd heat services. There are mainly two technologies involved in this de-
and: natural gas boilers and hybrid heat pumps. These two technolo-

ies are very cost effective according to the cost projections assumed
n the scenarios, and therefore, the system finds efficient to keep them
nd assume the related emissions, and puts effort to compensate these
missions in other sectors. 

Regarding biomass, as mentioned previously, its availability is rel-
vant for the energy system. All the scenarios analysed in this chap-
er used almost the maximum potential of biomass available. Fig. 8
hows the sources and uses of biomass across all the scenarios. Note
hat there are three levels of biomass availability: high, around 6 EJ
f national biomass (used in NOCCS and HBIO ), reference, around 3.6
J of national biomass (used in REF, HVRES, LVRES, LONSH ), and
ow, around 2.2 EJ of national biomass (used in LBIO ). To meet the
mbitious net-zero mitigation targets of the NSR negative emissions are
eeded, in order to compensate GHG emissions that cannot be removed
therwise. Therefore, bioenergy with CCS or the use of biomass as chem-
cal feedstock are very attractive alternatives to the system in order to
chieve negative emissions in a cost-effective way. That is the reason
hy biomass is a heavily demanded resource in all scenarios, and the
iomass potential is fully used. 

Biomass is used across all scenarios to provide heat to industrial pro-
esses. There are multiple reasons to justify this trend. First, the use of
iomass boilers with CCS (which is the most used technology for in-
ustrial heating in the scenarios) permits to reach negative emission
nd alleviate the system mitigation needs. Additionally, competing tech-
ologies are either not cost competitive (e.g. hydrogen boilers), pollu-
ant (e.g., natural gas boilers) or their potential is limited because they
 a  

9 
annot reach the high temperatures required for specific processes (e.g.
ndustrial heat pumps or industrial electric heaters). 

The use of biomass to produce biofuels in biorefineries is relevant in
cenarios with high mitigation ambition, ranging from 1.5 EJ to 3.5 EJ.
n low mitigation ambition scenarios, as explained in Fig. 6 , the use of
iofuels is marginal, due to the extensive use of (cheap) refined crude
il. Biomass is also slightly used in the power sector in all scenarios (to
rovide extra peak capacity), to provide heat to the residential and ser-
ices sector, to produce liquids in bio-refineries and, in some cases, to
roduce biogas. 

.3. Power sector 

Most IEMs use time-slices to simplify the temporal resolution, and
s a consequence, the variability of renewables cannot be correctly cap-
ured [5] . To overcome this drawback, the IESA-NS model optimizes
he investment and operation of the NSR power sector using hourly res-
lution, thus correctly capturing the variability of renewables and their
ctual flexibility needs, which are then supplied optimally as a solution
f the model through the interactions of the power sector with other sec-
ors of the energy system. These cross-sectoral interactions are crucial,
s the model can find the optimal way to, for example, increase the elec-
ricity generation to electrify the road transport fleet, increase the PtL
upply via electrolysis, or electrify heat generation for the residential
ector. Since the model optimizes all the energy sectors simultaneously,
hese dynamics are fully endogenous and therefore affect the optimal
ystem configuration. 

All things considered, Fig. 9 shows the total installed generation ca-
acities aggregated for the whole NSR for the different scenarios, while
ig. 10 shows the total electricity generation. It is interesting to notice
hat onshore wind and solar PV account for most of the installed capac-
ty and power generation in all scenarios. The power generation from
nshore wind ranges from 682 TWh, in LVRES , to 2200 TWh, in HVRES ,
ith installed capacities of 337 GW and 1128 GW, respectively; while

n the same scenarios, solar PV accounts for 878 TWh and 1632 TWh,
nd installed capacities of 1005 GW and 1807 GW. As a share of the
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Fig. 8. Supply and demand of biomass in the NSR for selected scenarios in 2050. 

Fig. 9. Installed capacity in the NSR for selected scenarios in 2050. 

10 
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Fig. 10. Electricity generation in the NSR for selected scenarios in 2050. 
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otal generation, this means that onshore wind and solar PV account for
ver 80% of the total capacity and over 60% of all the power genera-
ion in most of the scenarios (except in LONSH , where onshore wind is
xogenously limited). 

Offshore wind also plays a relevant role in the electricity mix, al-
hough its contribution is more variable across scenarios. The deploy-
ent is extensive in LONSH , with a total installed capacity of 405 GW.

n HVRE and NOCCS the installed capacities are 230 GW and 237 GW,
espectively. In contrast, in LVRES , less favourable for offshore wind
nvestments, 37 GW of offshore wind are deployed. Its share in elec-
ricity generation compared to installed capacity is higher, as shown
n Fig. 9 , due to the high capacity factor that offshore wind has, es-
ecially when it is deployed far from shore. However, except LONSH ,
n all the scenarios the installed capacity is lower than the theoretical
aximum potential, pointing out that different integration routes (e.g.
esign of an offshore grid or combination of offshore wind with in situ
roduction of hydrogen) should be explored in order to find scenarios
ith higher deployments of offshore wind in all the countries across the
SR. 

It is interesting to see that CCGTs, with and without CCS, are part of
ll the scenarios, in order to provide flexibility in certain hours. Their
ontribution to the electricity generation ranges from 16 TWh to 225
Wh. Even though this generation is not a large share of the total, the
CGT installed capacity is considerable, ranging from 86 GW to 180 GW.
ven in the scenario with the lowest generation ( NOCCS , 16 TWh), the
nstalled capacity is high (86 GW, corresponding to a capacity factor of
round 2%). The reason is that CCGTs provide multiple high peaks of
nergy to the system in limited periods during the year (i.e. when the
ES availability is low due to low wind or radiation). 

Looking at the aggregated numbers in all the scenarios, it is possible
o find differences between the high and low mitigation ambition sce-
arios. In the high ambition ones, the electricity generation ranges from
900 TWh to 5121 TWh, whereas in LBIO the total generation is 3240
Wh and in LVRES 2570 TWh. The reason is that the decarbonisation of

nternational transport and industry feedstock increases the production
11 
f PtL, and therefore additional electricity is needed to produce hydro-
en via electrolysis. 

Curtailment is also present in the system, especially in those sce-
arios with large penetrations of VRE. Fig. 11 shows the curtailment
olumes per scenario and per technology, and the share of curtailment
n the total VRE generation. It can be seen that the curtailment rela-
ive to the total VRE generation ranges from 5% to 15%. Relative cur-
ailment levels are slightly higher in low mitigation ambition scenar-
os, LBIO and LVRES . One of the reasons is that in these two scenar-
os the total installed electrolyser capacity is marginal, while in the
ther scenarios, due to the high use of PtL, there is a considerable
lectrolyser capacity. Electrolysers in IESA-NS can provide flexibility
o the system via load shedding, and therefore can help to integrate
ariable renewable sources and reduce the curtailment levels. Other-
ise, VREs provide flexibility themselves by being optimally dispatched

curtailed) [53] . 
One of the conclusions looking at the national level (the database

nd results are available in [48] ) is that there is a major difference be-
ween the VRE curtailment in Scandinavian countries and the rest of
he NSR. In Scandinavian countries the curtailment is relatively low,
ccounting in most scenarios for around 5% of the total curtailment
f the NSR, while in Germany, the Netherlands, Belgium and the UK
he curtailment share is much higher. The reason is that Scandinavian
ountries have, in general, lower energy demands compared to the size
f their energy systems, better renewable resources (i.e., enough space
or offshore/onshore wind, solar PV and large amounts of biomass) and
arge amounts of flexible sources (i.e., hydro storage in Sweden and Nor-
ay and a considerable amount of PtL in some scenarios). In contrast,

he rest of the NSR has more energy intensive economies (in general
ore industrial clusters), less space availability due to a higher popu-

ation density and less biomass resources in relative terms. Therefore,
candinavian countries are more resilient to extreme scenarios (i.e., low
vailability of biomass or VRE space), while in these scenarios countries
ike Germany face a higher increase of system costs in order to meet the
ational targets. 
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Fig. 11. Curtailment of VRES in the NSR for selected scenarios in 2050. 

Table 3 

Offshore wind installed per country and per scenario (the percentage in brackets shows the share of wind connected via HVDC, bold numbers show that the maximum 

investable capacity has been reached). 

Offshore wind capacity (GW) REF HBIO HVRES LONSH NOCCS LBIO LVRES 

The Netherlands 47.7 (87%) 47.7 (87%) 86.8 (85%) 86.8 (85%) 86.8 (85%) 47.7 (87%) 6 (0%) 

Germany 27.9 (63%) 27.9 (63%) 80.2 (66%) 80.2 (66%) 80.2 (66%) 27.9 (63%) 1.1 (0%) 

United Kingdom 103.6 (55%) 102.1 (54%) 49.11 (5%) 190.8 (76%) 66.22 (29%) 19.01 (0%) 13.6 (0%) 
Denmark 2.27 (0%) 2.27 (0%) 2.27 (0%) 28 (46%) 2.27 (0%) 2.27 (0%) 0 (0%) 
Sweden 0.2 (0%) 0.2 (0%) 0.2 (0%) 0.2 (0%) 0.2 (0%) 0.2 (0%) 0.2 (0%) 
Norway 9.3 (23%) 2.22 (50%) 9.3 (23%) 17 (59%) 0 (0%) 2.6 (0%) 0 (0%) 
Belgium 1.78 (0%) 1.78 (0%) 1.78 (0%) 1.78 (0%) 1.78 (0%) 1.78 (0%) 0 (0%) 
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As already mentioned in the Introduction, one of the benefits of the
ESA-NS model is that it allows to analyse synergies and interactions
etween NSR countries using hourly resolution while including all the
ectors of the energy system. Thanks to these features, power system
ynamics such as interconnector capacity expansion, 6 electricity im-
orts/exports and offshore infrastructure can be identified. 

In this regard, Table 3 shows the offshore wind installed per country
nd per scenario, and the share of total offshore wind capacity connected
ia HVDC. For the scenarios analysed, the offshore wind capacity located
ver 100 km from the shore is connected using HVDC, while distances
nder 100 km use HVAC. 7 This type of disaggregated analyses permits
o understand which countries are not using their full offshore wind
otential, which countries do not have the need to explore offshore areas
6 The IESA-NS model can invest in additional interconnector capacity only 
etween the NSR countries, the interconnectors of the rest of the EU are limited 
y the TYNDP. 
7 The use of 100 km as a tipping point is not arbitrary, multiple technical anal- 
ses have defined the range [ 90 ,110] km as the critical distance where HVDC 
s competitive compared to HVAC [91] . 
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12 
ar from shore, and as a consequence, which countries can be benefitted
f a more interconnected offshore grid is deployed. 

It is interesting to see that the Netherlands and Germany invest in all
heir offshore wind potential in all scenarios, with a high share of HVDC
nterconnectors (up to 85% in NL and 66% in DE), pointing out that they
se all the available space near shore (with cheaper costs, due to the use
f HVAC and less km of interconnectors required) and they deploy large
mounts of extra offshore wind in far HVDC areas. For the rest of NSR
ountries there is an opposite trend. The United Kingdom has high wind
otential available near shore and only uses all the offshore potential
hen the availability of onshore energy is reduced ( LONSH ). Similarly,
enmark and Norway do not deploy large amounts of offshore wind
xcept in LONSH , where they reach their maximum potentials. 

It is also interesting to analyse the total electricity imports, exports
nd net balance per country, in order to see the dynamics in each of the
ountries across all scenarios. This information is shown in Table 4 . The
nited Kingdom, Denmark, Sweden and Norway have a net exporting
alance in all scenarios, due to their high VRE availability and relatively
ow electricity demand compared to the available space. Belgium, the
etherlands and especially Germany have a strong import profile. In

he case of Germany this is especially extreme in the low VRE availabil-
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Table 4 

Cross border flows (electricity imports and exports) per scenario and per country 

Cross border flows (PJ) REF HBIO HVRES LONSH NOCCS LBIO LVRES 

NL Import 405 421 588 330 534 152 98 
Export 86 66 3 113 30 268 363 
Net 319 355 585 217 504 − 116 − 265 

DE Import 1324 1274 780 1381 823 974 1379 
Export 181 213 458 175 468 218 124 
Net 1143 1061 322 1206 355 756 1255 

GB Import 220 250 158 226 217 118 64 
Export 221 214 266 260 230 294 390 
Net − 1 36 − 108 − 34 − 13 − 176 − 326 

DK Import 141 125 99 152 131 132 222 
Export 293 301 219 279 222 260 255 
Net − 152 − 176 − 120 − 127 − 91 − 128 − 33 

SE Import 24 41 24 22 29 15 15 
Export 418 315 217 424 233 344 439 
Net − 394 − 274 − 193 − 402 − 204 − 329 − 424 

NO Import 184 98 23 182 17 86 137 
Export 189 221 156 211 205 194 241 
Net − 5 − 123 − 133 − 29 − 188 − 108 − 104 

BE Import 382 378 461 467 480 209 281 
Export 202 214 193 121 180 121 90 
Net 180 164 268 346 300 88 191 

Table 5 

Hydrogen production pathways for all the scenarios for the whole NSR. 

Hydrogen production (PJ) REF HBIO HVRES LONSH NOCCS LBIO LVRES 

Centralized electrolysis 4025 3786 5347 2859 4187 1407 595 
Decentralized electrolysis 842 767 1094 1025 1982 0 0 
Natural gas reforming 1238 1064 833 2184 21 0 0 
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ty scenarios ( LVRES and LONSH ), where the imports are around 20%
f the total national electricity demand. Again, these results show that
ermany needs proper spatial planning and policies easing wind and

olar deployment in order to meet their decarbonisation targets without
epending heavily on surrounding countries. 

Additional information of the power sector results, such as the in-
talled capacity and generation per country, the hourly operation of all
he generators and the hourly match of supply and demand, among oth-
rs, can be found in the user interface of the model for further analysis
48] . 

.4. Hydrogen use 

Hydrogen is used in all scenarios, although its contribution is consid-
rably higher in the scenarios with higher shares of PtL. Fig. 12 shows
he total hydrogen use per scenario, disaggregated per country, and the
elative share of hydrogen with respect to the primary energy demand. 

There is a considerable difference between the low and high am-
ition scenarios. In the low mitigation ambition scenarios, LBIO and
VRES , the use of hydrogen is low, being 1153 PJ and 687 PJ respec-
ively. In the high mitigation ambition scenarios the use of hydrogen is
ultiplied, ranging from 5617 PJ to 7274 PJ. This difference is justified
ith the targets of international transport and industry feedstock. As al-

eady explained with the supply and demand of liquids in Fig. 6 , in the
igh mitigation ambition scenarios most of the liquids are supplied via
tL processes where hydrogen is extensively used. 

It is also interesting to evaluate how the hydrogen used across the
cenarios is produced. IESA-NS includes three different alternatives: 1)
ia centralized electrolysers, in which the hydrogen is produced and
ent to a national hydrogen network, which can be expanded in order
o provide hydrogen to any end user; 2) via decentralized electrolysers,
n which the hydrogen is produced in situ to serve a certain process; and
) via natural gas reforming, with or without CCS. Table 5 shows the pro-
uction pathways used across all the scenarios. Centralized electrolysis
13 
eems the preferred option from a system perspective, probably in order
o invest in oversized electrolysers that can provide precious flexibility
o the system, and help to integrate large amounts of intermittent gen-
rators. Decentralized electrolysis is also present in the high ambition
cenarios, although it is considerably less used than centralised electrol-
sis. Hydrogen production via natural gas reforming is also used in the
igh ambition scenarios, except when CCS is not allowed ( NOCCS ). 

The fact that the IESA-NS model includes detailed offshore nodes
pens the door to additional analyses pointing out possible synergies
hat might be interesting to explore, for example potential interactions
etween offshore wind and hydrogen production. For the two scenarios
ith higher hydrogen use, HVRE and NOCCS , Fig. 13 shows the gen-

ration of offshore wind, the HVDC interconnectors deployed, and the
nshore green hydrogen production. 

There are two strong conclusions that can be derived from Fig. 13 .
irst, the Netherlands and Germany are the countries that present larger
nvestments in offshore wind and HVDC infrastructure (in both scenar-
os they reach their technical potential limits, see Table 3 ). Second, the
est of the countries, especially the United Kingdom, do not reach their
echnical limit in these scenarios (i.e. if needed they could deploy extra
ind capacity, mainly in HVDC-connected areas, see Table 3 ). 

Different alternatives might be interesting to facilitate this integra-
ion between offshore wind and hydrogen. First, as mentioned above,
ermany and the Netherlands invest heavily in HVDC interconnectors
nd produce large amounts of green hydrogen via electrolysis onshore.
herefore, it might be relevant to analyse whether it is more cost-
fficient to place electrolysers offshore (e.g. on oil and gas platforms),
se offshore power on-site, transport hydrogen to shore via existing nat-
ral gas pipelines or new infrastructure, and reduce drastically the in-
estment in expensive HVDC interconnectors. 

Another interesting question that arises from the insights of Fig. 13 is
he potential benefit of an interconnected offshore grid. As mentioned
bove, countries like Germany or the Netherlands reach their offshore
ind limit, whereas other countries such as the United Kingdom have
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Fig. 12. Hydrogen use across all the scenarios for the whole NSR. 

Fig. 13. Offshore wind generation, hydrogen use and HVDC interconnectors in the HVRE and NOCCS scenarios. HVAC capacity for offshore wind near shore is not 
plotted . 
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ultiple non-invested areas (i.e. areas where additional offshore wind
ight be deployed). If offshore grid investments are available, it might

e interesting from a system perspective to deploy more offshore wind
hat can be distributed to multiple countries of the NSR (and not to each
ountry individually). 

These type of research questions require a multinational modelling
pproach, with enough level of detail of the involved countries, a proper
patial representation of the offshore and onshore areas as well as a de-
ent temporal resolution. Even though these scenarios are out of the
 t  

14 
cope of this paper, they are useful to understand the need for mod-
lling tools such as the IESA-NS, covering this ‘multinational’ landscape
etween national and continental analyses. 

.5. CO 2 storage, CO 2 emissions and other results 

The IESA-NS permits to analyse a plethora of results, from the hourly
peration of each power generation technology in each NSR country to
he full system configuration in the NSR as a whole. All the results of
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Table 6 

Sensitivity analyses included evaluated. 

Sensitivity analysis Explanation Rationale Scenario modified 

Offshore grid interconnectors Offshore grid interconnectors between Germany, 
the Netherlands and the United Kingdom are 
allowed in this sensitivity. 

The optimal outcome of all the scenarios 
analysed in Section 4 includes considerable 
amounts of offshore wind. In these scenarios 
offshore wind can only be connected radially 
to one single country. If investments in a 
‘meshed offshore grid’ are allowed (i.e. 
offshore wind deployments can be connected 
to multiple countries via offshore 
interconnectors), the cost optimal solution 
might include them. 

LONSH, HVRE 

Extra NSR imports of hydrogen Hydrogen can be imported from external 
countries at different costs. 

In the scenarios evaluated, large amounts of 
hydrogen are used in the optimal system 

configuration. As mentioned in the scenario 
description, all the hydrogen use in any 
country has to be produced nationally, i.e. no 
imports of hydrogen are allowed. This 
sensitivity allows imports of hydrogen from 

outside the NSR at different costs. 

REF 

No mitigation in international 
transport and feedstock 

The scenarios of Section 4 are run with ‘low 

mitigation ambition’. 
In the ‘high mitigation ambition’ scenarios 

evaluated in Section 4 it is assumed that the 
future political landscape will include 
international transport and industry feedstock 
as part of the mitigation targets. In this 
sensitivity all the scenarios are run under the 
‘low mitigation ambition’, to evaluate the 
differences in the optimal system 

configuration. 

REF, HBIO, HVRE, LONSH, 

NOCCS 

Variations in projected 
demands in 2050 

We evaluate the impact on the objective function 
of different deviations of the projected 
demands in 2050 in the residential, services, 
agriculture, industry and transport sectors. 

All the scenarios evaluated in this paper use the 
REF scenario as starting point. Thus, all 
scenarios consider similar macroeconomic 
trends, similar energy demands and similar 
economic growth in 2050. In this sensitivity 
we run the reference scenario with different 
variations in projected future energy demands. 

REF 

Cost and efficiency 
assumptions of hydrogen 
production pathways 

We evaluate the system impact of different 
electrolyser costs and natural gas reforming 
costs . 

As seen in the ‘high mitigation ambition’ 
scenarios, hydrogen is a key component of the 
2050 energy system configuration. In this 
scenario, we evaluate how robust is the 
penetration of hydrogen in the energy system 

under different techno-economic conditions. 

REF 
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he scenarios considered in this paper can be explored by means of the
pen online user interface of the model [48] . Additionally, the results
elated to CO 2 storage use and CO 2 emissions (both ETS and non-ETS),
arginal electricity prices, imports and exports can be found with de-

ailed explanations in Appendix D. 

. Sensitivity analysis 

This section evaluates different sensitivity analyses around a selec-
ion of key parameters in order to complement the findings of the sce-
ario analysis, and because multiple parameters can affect the total sys-
em costs and the optimal configuration of the system. The explanation,
ationale and details about the sensitivities are shown in Table 6 . 

.1. Offshore grid interconnectors 

In the scenarios of Section 4, the offshore wind capacity deployed by
ach country is connected radially to shore, as depicted in Fig. 3 . There-
ore, scenarios of Section 4 do not allow that offshore wind deployments
re connected simultaneously to multiple countries. Moreover, one of
he insights of the results of Section 4 is that, in all scenarios, the Nether-
ands and Germany invest in all their available offshore wind capacity,
hile other countries, such as the United Kingdom, do not reach that

echnical limit (see Table 3 ). 
These two conclusions open the door to additional analyses where

he offshore deployments of the Netherlands, Germany and the United
15 
ingdom can be interconnected. The hypothesis is that, if these offshore
nterconnectors are allowed, the cost-optimal solution might include ad-
itional offshore wind investments in the United Kingdom area, together
ith considerable offshore interconnection with the Netherlands and
ermany (and, therefore, large amounts of exports of energy via ‘off-

hore grid’ interconnectors). 
In order to evaluate this hypothesis, the offshore setup of the IESA-NS

odel is modified according to Fig. 14 , allowing investments in inter-
onnectors between the ‘GB’, ‘DE’ and ‘NL’ nodes. The scenarios chosen
o evaluate this sensitivity are HVRE and LONSH , due to the fact that
hese are the scenarios with higher investments in offshore wind ca-
acity in Section 4 (See Table 3 ). These ‘offshore interconnectors’ are
ssumed to be HVDC due to the long distances covered, and their cost
ssumptions are the same used for the HVDC interconnectors of the ref-
rence scenario (see Appendix C). Note that the offshore wind capacities
hown in Fig. 15 and Fig. 16 are those connected via HVDC (i.e. further
han 100 km from shore), as HVAC connected offshore wind (i.e. near
hore wind) is not assumed to be hub-connected. 

The results of the two scenarios are shown in Fig. 15 ( HVRE sce-
ario) and Fig. 16 ( LONSH scenario). In both cases the hypothesis for-
ulated is confirmed, as there are considerable additional offshore wind

nvestments in the United Kingdom, together with a large deployment
f offshore interconnectors with Germany and the Netherlands. 

In the base scenario HVRE the wind installed capacity of the United
ingdom is 49 GW, which is mostly connected to shore via HVAC inter-
onnectors (see Table 3 ), with only 2.5 GW of HVDC interconnectors.
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Fig. 14. new offshore interconnectors added in the sensitivity (right) compared to the base scenarios (left). 

Fig. 15. Installed capacities and HVDC interconnectors deployed in the scenario HVRE. 
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ermany and the Netherlands invest all their technical wind potential
53 GW and 75 GW of HVDC connected offshore wind) and deploy con-
iderable HVDC interconnection (45 GW and 67 GW). When the ‘off-
hore grid’ interconnectors are allowed ( Fig. 15 right), the investments
n offshore wind in the United Kingdom are increased to 124 GW of
VDC connected offshore wind ( + 122 GW compared to the base case).
here is a large investment in the new offshore interconnectors, being
he UK-NL HVDC link of 64 GW, and the UK-DE HVDC link of 29 GW. 

The impact of these additional interconnectors is even larger in the
ase of the LONSH scenario. The total deployment of HVDC connected
ffshore wind in the United Kingdom is increased from 145 GW ( Fig. 16
eft) to 340 GW ( Fig. 16 right), with a considerable contribution of float-
ng wind (see Table 7 ). There are also considerable investments in the
ew UK-NL HVDC link (76 GW) and the UK-DE HVDC link (120 GW). 

These two scenario sensitivities exemplify the benefits of a more in-
erconnected offshore grid and show how these additional interconnec-
ors might drive additional investments in offshore wind. In ‘non in-
erconnected’ offshore scenarios, the United Kingdom does not reach
ts technical maximum offshore wind limit, while the Netherlands and
16 
ermany do reach it. Allowing these HVDC offshore interconnectors al-
eviates the system, and provides a new lower cost-optimal solution, in
hich there is an additional investment of offshore wind in the United
ingdom and considerable imports to the Netherlands and Germany. 

.2. Extra NSR imports of hydrogen 

One of the key assumptions of the scenarios described in Section 3 is
hat the hydrogen used in all the countries is produced internally, and
herefore no trade and imports/exports of hydrogen with other coun-
ries or regions are allowed. The cost-optimal solution provided by the
high mitigation ambition’ scenarios provides considerable amounts of
ydrogen use in 2050 (i.e. from 5.6 EJ to 7.3 EJ), and therefore it is
nteresting to evaluate at what cost imported hydrogen is competitive
nd displaces the domestic production. 

There is considerable literature evaluating the levelised cost of im-
orted hydrogen in the European context, evaluating production areas
ith considerable VRE resources (i.e., high solar radiation and/or wind
otential) and enough space availability. Some potential target areas
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Fig. 16. Installed capacities and HVDC interconnectors deployed in the scenario LONSH. 

Table 7 

Breakdown of offshore wind and interconnector capacities in the sensitivity scenarios. 

HVRE HVRE + GRID LONSH LONSH + GRID 

Fixed-bottom (HVAC + HVDC)(GW) 227 349 403 402 
Floating (GW) 0 0 0 198 
Link UK-DE (GW) – 29 – 120 
Link UK-NL (GW) – 64 – 76 

Table 8 

Hydrogen cost assumptions used in the sensitivity analysis. 

REF REF10 REF20 REF30 REF40 REF50 REF60 

Imported hydrogen cost ( €/GJ) – 10 20 30 40 50 60 
Imported hydrogen cost ( €/kg) – 1.2 2.4 3.6 4.8 6 7.2 
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re North Africa, Middle Eastern countries or South America (e.g., see
54 , 55 , 56] ). However, there is still high uncertainty on the imported
ydrogen cost in 2050 (e.g., in [56] the estimated cost of imported hy-
rogen in 2050 ranges from 23.6 €/MWh to 105.3 €/MWh depending on
he production site, distance and transport method). 

Due to this import cost uncertainty, this sensitivity will allow im-
orts of hydrogen to the REF scenario at different costs, to evaluate the
mpact of these imports in the total hydrogen use and in the cost-optimal
ystem configuration. The cost assumptions used in the different sensi-
ivity analyses are written in Table 8 . It is important to remark that the
osts shown in Table 8 represent the total cost of the imported hydro-
en, including its production abroad, and its transport and delivery to
he NSR. These total costs are highly uncertain, and that is the main
eason to choose a broad range of costs (from 10 €/GJ to 60 €/GJ). 

The total hydrogen use and production pathways across the sensitiv-
ty scenarios are plotted in Fig. 17 . The first interesting finding is that,
hen hydrogen imports are inexpensive, the use of hydrogen in the sys-

em is multiplied, and the domestic production is almost negligible, be-
ng the system fully dependent on external countries. For example, in
EF10 imports account for 10.8 EJ (98% of the total hydrogen use) and

he use of hydrogen in PtL processes is increased considerably (9.3 EJ
ompared to 6.1 EJ of REF ). At this cost, hydrogen is also used to pro-
ide high temperature heat in industry (roughly 700 PJ) and in fuel cell
ehicles (750 PJ). In REF20 hydrogen imports are still dominant (86%),
nd the total use of hydrogen is also increased (9.2 EJ). However, at this
17 
ost, hydrogen is not competitive to provide high temperature heat or
n fuel cell vehicles, and therefore PtL pathways remain the only cost-
ffective use. In REF30 imports account for 60% of the total hydrogen
se (7 EJ). From 40 €/GJ ( REF40 ) imports of hydrogen are not dom-
nant anymore (17% of the total use), and the hydrogen use remains
table around the 6.1 EJ of the reference scenario. 

Another interesting analysis is to evaluate the effect of these hydro-
en imports on the electricity generation mix of the NSR. As discussed in
ection 4, most of the hydrogen production is derived from renewable
nergy sources via electrolysis, and therefore the increase of imports
which are carbon free from the system perspective) alleviates the need
or green electricity generation. In this regard, Fig. 18 shows the VRE
nstalled capacities in each of the scenarios, while Table 9 shows the
nstalled capacity of offshore wind per country in each of the scenarios
nalysed. 

It can be seen that in scenarios with high shares of hydrogen im-
orts, REF10 and REF20 , the VRE installed capacity is drastically re-
uced compared to the REF scenario (627 GW and 844 GW versus 1015
W). Proportionally, offshore wind is the source with more variation
cross the scenarios, due to the fact that the CAPEX of offshore wind is
onsiderably higher than the one of onshore wind or solar PV. In the
cenarios with a higher cost of imported hydrogen ( REF40, REF50 and
EF60 ) the total installed capacity remains stable at around 1000 GW,

ince that large amounts of hydrogen need to be supplied via electroly-
is, increasing the demand for green electricity. 
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Fig. 17. Hydrogen production pathways across the sensitivity analyses scenarios. 

Fig. 18. VRE installed capacities across the sensitivity analyses scenarios. 
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As mentioned before, the offshore wind capacity presents huge vari-
tions across the scenarios. The breakdown per country can be consulted
n Table 9 . The total capacity varies from 47.8 GW ( REF10 ) to 188
W ( REF60 ). This change is mainly driven by the Netherlands and the
nited Kingdom. These two countries are the higher importers of hy-
rogen of the NSR, and therefore, under cheap hydrogen costs ( REF10 )
hey can drastically reduce their investments in offshore wind (7.5 GW
nd 8.23 GW respectively). However, under more stringent import costs
 REF60 ) these numbers increase to 47.4 GW and 103.6 GW. 
H  

18 
.3. No mitigation in international transport and industry feedstock 

As explained in Section 3, scenarios have been divided in ‘high miti-
ation ambition’ and ‘low mitigation ambition’. The results showed that
low mitigation ambition’ scenarios meet the target with a larger use
f fossil fuels, because using oil based products in aviation, navigation
nd industrial feedstock is weakly penalised in the national emissions
ccountancy. 

In this sensitivity, all the ‘high mitigation ambition scenarios’ ( REF,

BIO, HVRE, LONSH and NOCCS ) are run under the ‘low mitigation
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Table 9 

Offshore wind generation capacity across the sensitivity analyses scenarios. 

Offshore wind capacity REF REF10 REF20 REF30 REF40 REF50 REF60 

The Netherlands 47.4 7.5 20.5 36 47.7 47.7 47.4 
Germany 27.9 27.9 27.52 27.9 27.9 27.9 27.9 
United Kingdom 103.6 8.23 10.77 71.29 103.6 103.6 103.6 
Denmark 2.3 2.3 4 2.3 2.3 2.3 2.3 
Sweden 0 0 1.4 0 0 0 0 
Norway 4.7 0 2.8 4.6 4.7 4.7 4.7 
Belgium 1.8 1.8 1.8 1.8 1.8 1.8 1.8 
Total 188 47.8 68.7 144 188 188 188 
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mbition’ policies (i.e. international emissions and industrial feedstock
re not part of the national targets). The results of this comparison are
hown in Fig. 19 . The top part of Fig. 19 shows the scenarios run un-
er the ‘low mitigation ambition’ parameters, while the bottom part of
ig. 19 shows the scenarios under the ‘high mitigation ambition’ hy-
othesis, as discussed in Section 4. 

The first clear difference is that, under the ‘low mitigation ambition’
olicy framework, the targets can be met using considerable amounts
f oil. Except in NOCCS ∗ , where the use of oil is negligible, the rest of
cenarios use between 4.1 EJ ( HVRES ∗ ) and 5 EJ ( LONSH 

∗ ) of oil. Inter-
stingly, with ‘high mitigation ambition’ policies, the use of natural gas
s, in general, slightly higher than under ‘low mitigation ambition’ poli-
ies. Overall, and as expected, ‘low mitigation ambition scenarios’ have
 considerably higher contribution of fossil fuels in their energy mixes
36% vs 26% in REF , 34% vs 25% in HBIO , 33% vs 24% in HVRES ,
5% vs 28% in LONSH , 10% vs 9% in NOCCS ). 

It is also noticeable that the total primary energy demand is around
 EJ higher under ‘high mitigation ambition’ scenarios. The main reason
s the massive adoption of e-fuels to (partially) substitute oil based prod-
cts. Under the ‘low mitigation ambition’ parameters, oil is directly used
n refineries to produce oil based products, with relatively low energy
osses. In the case of e-fuels, the whole PtL process entails considerable
nergy losses. 

The nuclear contribution is relatively low under both mitigation
trategies, but it is relevant to remark that the figures are higher in the
high mitigation ambition’ scenarios. The reason is, again, that the mas-
ive adoption of e-fuels and PtL pathways increases the system need
or electricity, and in most scenarios the contribution of VRE alone is
ot enough. That is the reason why, in HVRE/HVRE 

∗ , with optimistic
RE projections, the use of nuclear energy is negligible. However, in the

high mitigation ambition’ scenarios without optimistic VRE projection,
he contribution of nuclear is slightly higher, in order to provide low
arbon electricity to produce the aforementioned e-fuels. 

.4. Sensitivity analysis of projected demands in 2050 

One of the shortcomings of the scenarios evaluated throughout this
aper is that, from a macroeconomic point of view, all of them are based
n the REF scenario and rely, mostly, on the POTEnCIA projections of
uture economic growth, energy demand, industry production volumes
nd transport use. The goal of this sensitivity is to explore how variations
f these projected demands in 2050 affect the objective function value,
n order to understand 1) which sector/s have the larger effect on the
otal system cost and 2) how robust is the NSR system to changes in the
nput data. 

In this sensitivity, the demand volumes of four energy sectors have
een modified in the REF scenario. These sectors are the industrial sec-
or (formed by iron and steel, non-ferrous metals, basic chemicals, am-
onia, non-metalic minerals, paper related, machinery and other indus-

rial activities); the transport sector (motorcycles, passenger cars, light
nd heavy duty vehicles, buses, rail, and domestic, intra EU and extra
19 
U aviation and navigation); the built environment sector (electricity
nd heat demand in residential and services sectors) and the agricul-
ure sector (electricity, heat and machinery demands). Table 10 shows
he volumes of the mentioned subsectors in the reference scenario. The
ensitivity explores the effect in the objective function of variations of
hese parameters within the range [ − 20% + 20%]. 

Fig. 20 shows the results of the sensitivity analysis. The largest im-
act in the objective function is observed when the transport sector de-
and is modified. Variations of 20% of the transport demand volumes

ntail variations of around 10% of the objective function value. These
esults, in line with the findings of the scenario analyses of section 4,
oint out the relevance of international transport (i.e. international avia-
ion and navigation) in the future energy system configuration. Industry
nd built environment sectors also show a moderate impact in the ob-
ective function, with an impact of around 4% in the objective function
or variations of 20% in the demand volumes. The impact of the agri-
ulture sector demand variation is negligible, with impacts of less than
% in the objective function in all cases. 

.5. Sensitivity analysis of hydrogen production pathways 

One of the key findings of the scenario analysis of Section 4 is the
arge use of hydrogen in the ‘high mitigation ambition’ scenarios. Under
he assumptions of the aforementioned scenarios, and as shown in Sec-
ion 4.4, the preferred hydrogen production pathway was in all cases
entralized electrolysis. However, there are multiple techno-economic
ncertainties that can affect the optimal system configuration in
050. 

In this sensitivity analysis we explore the effect of different electrol-
ser and natural gas reforming costs in 2050. We use the REF scenario as
he starting point and define three levels of costs for all hydrogen pro-
uction pathways: reference, high and low. The values of these three
evels for the three technologies included in this sensitivity are shown
n Table 11 . 

With these three price levels, we generate nine scenarios, in which
e evaluate all possible combinations of electrolyser cost development
ersus natural gas reforming (with and without CCS) price development.

Table 12 shows the share of hydrogen generation via electrolysis
centralized and decentralized) in all the scenarios evaluated. It is highly
nteresting to notice that even in an unfavourable scenario for green hy-
rogen production (i.e. high electrolyser cost projection versus low nat-
ral gas reforming cost projection) the overall hydrogen supply is still
ominated by electrolysis processes (76%). The difference between the
ost extreme cases (high electrolyser-low NG / low electrolyser-high
G) is only 7%. The main reasons to justify this prevalence of electroly-

is versus natural gas reforming are the stringent mitigation policies in
he REF scenario in 2050, the large deployment of cheap VRE generation
which reduces the hydrogen production cost via electrolysis), the mas-
ive need for flexibility from the system perspective (which makes the
lectrolyser deployment attractive even at higher costs, due to its abil-
ty to provide load shedding), the high estimated costs of natural gas in
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Fig. 19. Primary energy mix in the NSR for selected scenarios in 2050 under ’low mitigation ambition’ (top) and ’high mitigation ambition’ (bottom). 

20 



R. Martínez-Gordón, M. Sánchez-Diéguez, A. Fattahi et al. Advances in Applied Energy 5 (2022) 100080 

Table 10 

Demand volumes used in the reference scenario. 

Sector Activity Units The Netherlands Germany The United Kingdom Denmark Sweden Norway Belgium 

Industry Iron and steel Mton 6.55 31.00 9.38 0.68 3.38 0.56 6.41 
Industry Non-ferrous metals Mton 0.96 6.59 1.39 0.00 0.83 1.10 2.91 
Industry Basic chemicals Mton 17.02 31.28 8.79 0.00 2.58 3.24 6.63 
Industry Ammonia Mton 2.72 3.44 1.00 0.00 0.00 0.30 1.02 
Industry Non-metalic minerals Mton 8.69 86.80 99.84 1.53 7.04 5.40 24.96 
Industry Paper related Mton 4.18 32.51 7.22 18.59 30.44 1.10 5.52 
Industry Machinery PJ 35.78 365.47 184.26 0.79 31.25 8.90 22.52 
Industry Other non-ETS Indexed 1.22 1.18 1.53 11.54 1.29 1.47 1.44 
Transport Motorcycles Gvkm 7.20 19.47 13.76 1.59 1.97 1.59 3.19 
Transport Passenger cars Gvkm 117.35 632.33 489.37 62.15 104.99 48.00 90.96 
Transport Light-duty vehicles Gvkm 32.31 61.65 128.93 9.26 15.57 13.50 17.24 
Transport Heavy-duty vehicles Gvkm 8.77 58.00 28.43 3.53 8.31 3.50 5.15 
Transport Buses Mvkm 650.56 3884.22 2235.67 697.82 1044.23 400.00 869.95 
Transport Rail Mvkm 248.51 1634.59 1037.78 125.16 286.98 85.07 164.81 
Transport Domestic aviation Mvkm 0.00 219.77 165.90 5.46 91.51 98.63 0.00 
Transport Intra-EU aviation Mvkm 432.23 1245.59 1189.11 140.03 285.30 81.85 254.11 
Transport Extra-EU aviation Mvkm 848.15 2736.47 2835.56 161.78 268.60 74.06 327.47 
Transport Domestic navigation Mvkm 92.89 102.29 49.72 3.78 2.67 1.86 25.83 
Transport Intra EU navigation Mvkm 17.63 10.06 10.83 3.45 7.69 5.36 4.93 
Transport Extra-EU navigation Mvkm 128.65 18.81 19.95 6.85 18.11 12.62 57.22 
Residential Electricity (appliances) PJ 83.43 346.71 263.63 41.37 73.29 50.00 53.39 
Residential Heat PJ 279.88 1740.91 1409.87 152.17 264.11 127.30 273.05 
Services Electricity (appliances) PJ 126.00 393.56 306.26 38.81 76.62 57.60 46.95 
Services Heat PJ 134.08 736.27 454.95 40.23 105.13 60.43 135.33 
Agriculture Electricity PJ 37.65 35.85 18.43 10.31 7.02 10.71 6.57 
Agriculture Heat PJ 107.46 14.87 22.71 24.72 12.11 21.42 22.37 
Agriculture Machinery PJ 29.82 5.17 12.46 16.07 4.84 11.19 6.36 

Fig. 20. Relative variation of the objective function value versus changes in projected demand. 

Table 11 

CAPEX used in the different scenarios of the sensitivity analysis. 

Units CAPEX 

Reference scenario Low cost High cost 

Alkalyne electrolyser M €/PJ/y 10 7 13 
Natural gas reforming M €/PJ/y 14.91 10 20 
Natural gas reforming with CCS M €/PJ/y 15.99 11 21 

21 
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Table 12 

Share of hydrogen produced via electrolysis in the different sensitivity scenarios. 

Electrolyser-based generation (%) Low electrolyser Reference electrolyser High electrolyser 

Low NG reforming 81% 78% 76% 

Reference NG reforming 81% 79% 76% 

High NG reforming 83% 80% 77% 

Fig. 21. Total system cost across the scenarios and sensitivities for the whole NSR. 
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050, and the limited availability of CO 2 storage, which is mainly used
o provide negative emissions via bioenergy with CCS. In any case, ad-
itional sensitivities should be carried on to evaluate the role of natural
as reforming in intermediate steps towards the 2050 targets. 

. System cost analysis 

In this section, we compare the system costs between the analysed
cenarios to evaluate not only the technological aspects of the energy
ystem but also the cost impacts of these scenarios. Fig. 21 shows the
otal system costs across all the scenarios (both the Section 2 scenarios
nd the sensitivity analyses), disaggregated in capital costs, fixed oper-
tional costs, variable operational costs, and trading costs (i.e., the net
alance of imports and exports of commodities, such as electricity, oil or
atural gas), while Table 13 shows the definitions of the different cost
erspectives included in the IESA-NS model. 

Regarding the scenarios of Section 4, higher availability of renew-
bles and/or biomass entails a reduction of the system costs, as expected.
ompared to REF , the HBIO system cost reduction of 2% (27 bn €) while
he reduction in HVRE is of 4% (46 bn €). The scenario LONSH presents
pproximately the same system costs as the REF scenario, while the
OCCS one is around 1% more costly (10 bn €). However, it is impor-

ant to remark that NOCCS includes a high potential of biomass and VRE
combination of values of HBIO and HVRE ), and therefore the bench-
ark to compare the total system cost should be a scenario combining
BIO and HVRE and allowing CCS. 

It is also interesting to analyse the cost difference between the
high mitigation ambition’ scenarios ( REF, HBIO, HVRE, LONSH

nd NOCCS ) and ‘low mitigation ambition’ scenarios ( REF ∗ , HBIO 

∗ ,

VRE ∗ , LONSH 

∗ , NOCCS ∗ , LBIO, LVRE ). ‘Low mitigation ambition
cenarios’ are between 7% and 10% more expensive in terms of sys-
22 
em cost than their analogous ‘high mitigation ambition’ ones. This dif-
erence highlights the huge efforts required from a system perspective
o effectively decarbonise the international transport and industry feed-
tock. 

There is also an interesting hint in the hydrogen cost sensitivity anal-
ses. Under very cheap import assumptions (i.e., REF10 ) the system
osts are reduced dramatically (14%, 184 bn €), due to the massive adop-
ion of imported hydrogen (1.2 €/kg) in multiple sectors. At more con-
ervative import costs the cost reductions are reduced, but still consid-
rable ( REF20 4%, REF30 2%). At higher costs, the effect in the system
osts compared to REF is negligible, due to the low share of imported
ydrogen in the total use (see Fig. 17 ). 

It is important to remark that, since all the scenarios are run only for
he year 2050, the system costs plotted and analysed do not consider
he transition pathways towards the final system configuration. This is
elevant because certain scenarios might entail competitive system costs
aused by the optimistic cost projections of certain technologies. In or-
er to gain additional insights on the total system costs plotted in this
ection, future research should also include intermediate time steps (i.e.,
030, 2040) in order to understand the effect of intermediate emission
argets and the learning process of novel technologies. 

. Discussion and conclusions 

This paper synthesized the main results and findings of the differ-
nt scenarios for the North Sea region as a whole, without intensively
igging into national and subnational implications. The high number of
cenarios analysed provides a plethora of results for each country, in-
luding a detailed breakout of all the energy sectors and national scale,
nd the hourly operational details of hundreds of technologies and net-
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Table 13 

Definitions of the different cost perspectives included in the IESA-NS model. 

Cost perspective Definition 

Objective function (Problem perspective) This cost perspective directly reflects the planning and operational decisions in the mathematical 
problem. Hence, it reflects annualised (and discounted) investments for new and retrofitted 
technologies, fixed costs of having a technology in the system, capital recovery (if any) of premature 
decommissioning, and variable operational costs (fuel consumption and other variable costs). 

Energy prices (Market perspective) The energy prices are reflected by the dual variables of the energy balance constraints. Therefore, they 
reflect the market value of a commodity in the model and are used to account for the energy costs of 
imports and exports as well as for sectoral costs analyses. 

System costs (National perspective) System costs are obtained after post-processing planning and operational decisions as considered in the 
objective function. Here, the distinction between the national system and “problem appendices ”is 
made explicit (EU power system, refineries exports, and gas exports). The post-processing accounts for 
the cross-border trading component of electricity, gas, and OBPs. It should be noted that this form of 
reporting keeps track of the capital cost component of the planning decisions based on the costs of the 
decision period and the economic lifetime of the decision. 

Sectoral costs (Users’ perspective) Sectoral costs explicitly account for the fuel prices paid by each sector based on the market perspective of 
the energy costs. This means that the total sum of costs in all sectors will be higher than the system 

costs, as this definition accounts for the hidden added value of the energy prices. Furthermore, the 
trading component mentioned for the national system costs is allocated to each specific sector under 
this definition. Finally, the sectoral cost provides a further disaggregation, as the infrastructure costs 
are explicitly reported here (while they are regarded as capital and fixed operational costs from the 
national perspective), which is also the case for the ETS emission costs (which are regarded as variable 
costs in the system costs definition). 
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orks. All the results derived from the scenario runs can be freely con-
ulted in the interactive IESA-NS model interface [48] . 

In general, most of the results shown across the paper justify the de-
elopment of multinational integrated ESMs, in which the spatial cover-
ge is wider than national models, but more focused on a specific region
han continental (or even global) models. For example, analysis of off-
hore and onshore infrastructure or imports/export dynamics are very
ifficult to study in detail in continental models. In contrast, these fea-
ures can be widely analysed in national energy models, but at the cost
f underestimating the interactions with surrounding countries. In the
SR these interactions are crucial, because NSR countries are highly in-

erconnected and share large amounts of offshore space. Therefore, the
se and development of models such as the IESA-NS adds value to the
odelling landscape. 

Out of the analysis of the results provided in this paper, some general
nsights can be drawn. 

• Most of the base scenarios hinted that a more interconnected off-
shore infrastructure (e.g. power, hydrogen and CCS offshore grids)
can be beneficial for the system. In constrained scenarios, the Nether-
lands and Germany invest heavily in far from shore offshore wind,
deploy large amounts of HVDC infrastructure and reach their tech-
nical potential limits, whereas the rest of the countries never reach
their limits. A sensitivity analyses was carried out allowing HVDC
offshore interconnectors between the United Kingdom, the Nether-
lands and Germany. In scenarios with high offshore potential ( HVRE

and LONSH ), investments in considerable offshore HDVC intercon-
nector capacity are cost-optimal (up to 76 GW in the link NL-UK
and 120 GW in the link DE-UK) and allow for extra investments of
offshore wind (122 GW and 191 GW of additional offshore wind ca-
pacity in the analysed scenarios). 

• The role of biomass is crucial in order to meet the mitigation targets.
Most of the countries use all their available biomass resource in all
scenarios. The share of biomass in the primary energy reaches 20%
in the scenarios with high availability of biomass, 15% in scenarios
with a reference value, and 8% when biomass is constrained to a
pessimistic availability. Biomass is a very versatile resource and it
is used across multiple sectors: biofuel production for aviation and
navigation is relevant when targets on international transport are
imposed (in the ‘high mitigation ambition scenarios’ this use is be-
tween 1.4 EJ and 3.5 EJ). Biomass is also used to provide high tem-
23 
perature heat in industry when natural gas is displaced (up to 2.5 EJ
of biomass used in constrained scenarios). Most of the time the heat
production is complemented with CCS in order to reach negative
emissions. Biomass is also widely used as feedstock in the chemical
industry, permitting the system to reach, again, negative emissions
(up to 2 EJ used as feedstock). Biomass is also used in CHPs and
boilers for residential and services heat, especially in Scandinavian
countries (up to 600 PJ). Biomass is also used in the power sector as
a peak generator (up to 900 PJ of biomass used, mainly in Germany).

• There is a large use of hydrogen in the scenarios with ‘high miti-
gation ambition’, ranging from 5.6 EJ to 7.3 EJ. This hydrogen is
crucial in order to decarbonise the international aviation and navi-
gation, via the production of synthetic fuels, and the industry feed-
stock. In these scenarios, electrolysis is the preferred hydrogen pro-
duction route (4.5. EJ to 6.4 EJ), while natural gas reforming is only
an attractive option when VRE potentials are low (2.2 EJ in LONSH ).
In the scenarios with ‘low mitigation ambition’ the use of hydrogen is
considerably lower (1.6 EJ in LBIO and 690 PJ in LVRES ). As shown
in the dedicated sensitivity analyses, the availability of imported hy-
drogen can heavily affect the optimal system configuration. If hydro-
gen can be imported at costs below 3.6 €/kg, the imported hydrogen
is dominant compared to national production, and the total hydro-
gen use is considerably increased compared to the base scenarios
(9.2 EJ in REF20 and 11 EJ in REF10 ) 

• Power to liquids is a key technology in order to reduce the depen-
dency on crude oil. Additionally, the PtL pathway with green hy-
drogen allows to integrate large amounts of VRES in a cost-effective
manner, while providing the system with considerable flexibility. In
the ‘high mitigation ambition’ scenarios 4.1 EJ to 5.3 EJ of liquids
were produced via PtL pathways. 

• One of the relevant conclusions of the analysis of national results
(which is not fully covered in this section, but can be consulted in
[48] ) is the contrast between the Scandinavian countries (Denmark,
Sweden and Norway) and the rest of the NSR (i.e. Germany, the
Netherlands, Belgium and the UK). In general, across all the scenar-
ios, Scandinavian countries can meet their targets without a high
increase of system costs, with relatively low CO 2 shadow prices and
low energy costs. In contrast, the rest of the NSR, notably Germany,
pays a higher price, especially in constrained scenarios. The main
reason is that Scandinavian countries have to satisfy a lower energy
demand, while they have high VRE potentials (due to the low density
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of population the space availability is relatively high), high biomass
resources and enough hydro capacity is used as a valuable flexibility
source. In contrast, the rest of the NSR presents very high energy
demands, large energy intensive industrial clusters, less space avail-
able for VRE deployment and a lower biomass availability compared
to the size of the energy system. 

• Another relevant benefit of the IESA-NS model that can be deduced
from the results is the importance of combining hourly resolution
with a decent representation of all the sectors of the energy system.
Since the IESA-NS is an integrated energy model, different resources
can compete across many different sectors to provide the cheapest
configuration. The use of biomass exemplifies this competition: if
we evaluate the NSR using a model with only power coverage the
biomass availability should be defined exogenously, and the model
might determine that using biomass turbines as a peak generator
is optimal. In contrast, if all the sectors of the energy system are
modelled, biomass might be better used in alternative sectors with
fewer decarbonisation options. 

The IESA-NS model also includes some limitations. First, it is very de-
anding from the computational side, requiring long computing times

2 to 3 h for one year time span, 6 to 8 h for 2 years, and over 30 h for
hree years). Further work is required in order to lighten it without los-
ng accuracy. As a consequence of these computational limitations, some
ectors and streams are simplified: biomass resources are aggregated,
nd therefore the model cannot differentiate between different biomass
ources, such as manure or wood. When large availability of biomass is
onsidered this is not a big issue, but in scenarios with low availability
his assumption can overestimate the use of biomass in certain sectors
e.g., biomass might be fully allocated as feedstock for industry while
n reality some biomass streams cannot be used for that purpose). An-
ther simplification is that the IESA-NS model only includes one voltage
evel per country, and therefore conversion losses and use of different
ransmission grids are not included in the analysis. So far, the IESA-
S model has not been used to optimize scenarios under uncertainty.

ncorporating uncertainty in optimization (e.g. by means of stochastic
ptimization) has been proved in the literature as a relevant method-
logy, especially in energy systems with a large amount of VRES, or in
cenarios with a long time span, where for example cost development of
ertain technologies are highly uncertain [57 , 58 , 59 , 60] . These features
an be modelled in the IESA-NS framework and might be a relevant
uture research pathway. Finally, even though all industrial processes
re described with multiple alternatives and decarbonisation options,
ome promising processes are not fully integrated. Future research work
hould improve these limitations providing a better representation of the
nergy system while improving the computational requirements to run
he IESA-NS model. 
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PPENDIX A. IESA-NS model description and calibration 

The IESA-NS model has been developed based on the IESA-Opt
ramework, which was thoroughly described in [24] . The IESA-Opt
 t  

24 
odel was initially developed to cover in detail the energy system of
he Netherlands, filling multiple knowledge gaps that most integrated
nergy system models in the literature present [19] . For the purpose of
his paper, the IESA-Opt model is enhanced, in order to cover the whole
SR with a high level of detail, including a detailed representation of

he energy system of the Netherlands, Germany, Denmark, Sweden, Nor-
ay, the United Kingdom and Belgium. 

Additional information and more details about assumptions, back-
round and relevant sources can be found in the IESA-Opt methodolog-
cal publication [47 , 24] . The goal of this section is to summarize the
ain capabilities of the new-built IESA-NS and to briefly describe its
ata inputs and outputs. 

The IESA-NS model is a cost-optimization model, formulated as a
inear problem (LP), that, in short, optimizes the long term invest-
ent planning and short term operation of the NSR energy system.
he model can optimize multiple periods simultaneously (and therefore
an be used to analyse single year optimization scenarios or transition
athways towards 2050), accounts for all the national GHG emissions
nd includes a thorough representation of all the sectors of the energy
ystem. 

Fig. 22 shows a brief flowchart summarizing the methodological el-
ments and steps followed by the IESA-NS model. As seen, there are
ainly 6 different required inputs: activity demands, driven by macro-

conomic data; technology data in order to create the technology portfo-
io; available potentials of multiple resources and technologies; primary
nergy prices; national mitigation targets and specific technology bans;
nd finally data for the European power system, which is also endoge-
ously represented in the system. 

As mentioned, the IESA-NS model is formulated as an LP, whose ob-
ective function comprises the minimization of investments, retrofitting
osts, decommissioning costs and both fixed and variable operation
osts. The formulation presents a wide range of constraints to ensure
hat the optimal system configuration is feasible and respects different
hysical and theoretical boundaries. 

One of the interesting features of the IESA-NS model is that its for-
ulation includes different temporal resolutions. The power sector and

he heat networks are optimized with hourly resolution, allowing to
roperly capture the intermittency of variable renewable sources, and
he dynamics of short and long term energy storage, among others.
he multiple cross-sectoral flexibility options that the model includes
e.g. demand shedding, load shifting, flexible CHPs) are also formulated
ith hourly resolution. The gas and hydrogen network are modelled
sing daily resolution. Finally, some other constrains are formulated
ith yearly resolution, like the activity balance (i.e. the system should

atisfy all the exogenous demands driven my macro-economic trends),
ertain system capacities, retrofitting decisions or the technology
ifetimes. 

The optimization process provides a plethora of direct results, like
he optimal objective function value, all the technology stocks and their
peration levels, the investment, retrofitting and decommissioning de-
isions, the operation of the flexible technologies, including their devia-
ion from their reference profiles, the different energy prices, and all the
O 2 shadow prices. Moreover, the IESA-NS model includes a thorough
ost processing that permits to analyse, among others, the energy bal-
nces, system costs, use of renewables, emissions, levelized costs of elec-
ricity (LCOE), hourly power dispatch in every node of the system, im-
orts and exports dynamics, curtailment and electrification levels, and
any more. All the data can be visualized in the tailor-made online user

nterface of the model [48] . 
As mentioned, the IESA-NS model is defined by activities and tech-

ologies. The activities are exogenous parameters, linked to macro-
conomic data and estimations, while the technologies are the tools that
he model has to satisfy these activities. The whole list of activities and
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Fig. 22. Methodological elements in the IESA-NS framework. 
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echnologies can be found in the different databases attached as supple-
entary material or in [48] . 

Fig. 23 describes the list of activities that is part of each country of
he NSR in the IESA-NS model. The driver activities are the exogenous
emand volumes corresponding to the residential, services, agriculture,
ndustry and transport sector, together with aggregated emissions not
ully contained in the energy system (and modelled with MACC curves).
he model, with these demand volumes, decides which of the avail-
ble technologies should be used to satisfy these demands. The use of
echnologies entails (sometimes) direct CO 2 emissions, and certain en-
rgy requirements (either primary energy or processed energy). This
rocessed energy has to be provided by endogenous energy activities,
nd the model has also to select which process is optimal to do so. For ex-
mple: if there is an exogenous transport demand, and the model decides
25 
o satisfy it with an electric car, there will be an endogenous demand for
lectricity to power this car. Therefore, the model has to decide which
rocess is optimal in order to supply this electricity. 

The IESA-NS model has been calibrated following multiple differ-
nt reliable sources, in order to align the outcomes of the base year
2020) with real data. Data sources used for calibration included the
EA and the Eurostat energy balance sheets. The latest calibration of the
ESA-NS model took place in spring 2021, with real data from 2019.
ig. 24 shows the comparison between the IESA-NS power generation
utcomes in the base year compared to the real values provided by the
EA. Fig. 25 shows the same comparison with the electricity demand of
ifferent end sectors. Additional calibration results can be consulted in
48] . 
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Fig. 23. Energy system representation of activities considered within the IESA-NS framework. 
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Fig. 24. Observed power generation values in the reference year (2020) of the IESA-NS model versus realized values (2019) from the IEA. 
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Fig. 25. Observed electricity demand values in the reference year (2020) of the IESA-NS model versus realized values (2019) from the IEA. 
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APPENDIX B: Model formulation 

Nomenclature of the model 

Indexes 

𝑆𝑦𝑚𝑏𝑜𝑙 Description 

𝑝 Index of the set conformed by all the modelled periods 
ℎ Index of the set conformed by all the hours in a year 
𝑑 Index of the set conformed by all the days in a year 
𝑛 Index of the set conformed by all the nodes representing 

integrated energy systems 
𝑎 Index of the activities set 
𝑎𝑒 Index electricity related activities subset, 𝐴 𝑒 

𝑎ℎ Index of the national heat related activities subset, 𝐴 ℎ 

𝑎𝑔 Index of the gas related activities subset, 𝐴 𝑔 

𝑡, t 𝑖 , 𝑡 𝑗 Indexes of the technologies set 
𝑡𝑒 Index of the technologies representing air released emissions in 

the considered target scope. 
𝑡𝑑 Index of the dispatchable technologies subset 
𝑡𝑝 Index of the operation technologies subset 
𝑡𝑓 Index of the flexible technologies subset 
𝑡 𝑓 𝑏 Index of the flexible technologies of the battery type subset 
𝑡𝑐 Index of the flexible CHP technologies subset 
𝑡𝑠 Index of the shedding technologies subset 
𝑡𝑖 Index of the infrastructure technologies subset 

Parameters 

𝑆𝑦𝑚𝑏𝑜𝑙 Description 

𝑉 𝐶 𝑡,𝑝 The variable cost of a technology in a period 
𝛼𝑡 Annuity factor of a technology (or in this case the inverse) 
𝐼 𝐶 𝑡,𝑝 Investment cost of a technology in a period 
𝐷 𝐹 𝑡 Fraction of the capital cost of a technology that remains after 

premature decom 

𝑅 𝐶 t 𝑖 , 𝑡 𝑗 ,𝑝 Retrofitting cost from one technology to another 

𝐹 𝐶 𝑡,𝑝 Fixed operational cost of a technology in a period 
𝐴 𝑃 𝑡,𝑎,𝑝 Activities inputs and outputs profile of a technology 
𝑉 𝑎,𝑝 Exogenous required activity volumes in a period 
Γ𝑡 Available use of a technology per unit of capacity 
𝐸 𝑝 Absolute CO 2 emission target in a certain period. 
𝑅 𝑀 𝑡 𝑖 , 𝑡 𝑗 

Binary matrix specifying which technologies can be retrofitted 
into others 

𝑆 𝑚𝑖𝑛 𝑡,𝑝 , 𝑆 
𝑚𝑎𝑥 

𝑡,𝑝 

Minimum and maximum allowed installed capacities of a 
technology in a year 

𝑃 ℎ,𝑡𝑝 Hourly availability or reference operational profile of a 
technology 

𝐴 𝐸 𝑡,𝑎 Binary parameter indicating the hourly electricity activities of 
a technology 

𝑅 𝑑𝑤 
𝑡𝑑,𝑝 

, 𝑅 
𝑢𝑝 

𝑡𝑑,𝑝 
Ramping up and down limits of hourly dispatchable 
technologies 

𝜂𝑡𝑐 Only-heat reference efficiency of a flexible CHP 
𝜀 𝑡𝑐 Only-power reference efficiency of a flexible CHP 
𝑆 𝐶 𝑡𝑠 Power shedding of a technology per unit of capacity 
𝑈𝑡 𝑃 𝑡𝑠,𝑝 Use-to-power ratio of a shedding technology in a period 
𝑆 𝐹 𝑡𝑠 Maximum allowed shedding fraction of a shedding technology 
𝐴 𝐺 𝑡𝑓 ,𝑎 Binary parameter indicating the gas activities of a technology 
𝐹 𝐶 𝑡𝑓 Flexibility capacity in terms of the impact on the corresponding 

network of a technology. 
𝑁 𝑁 𝑡𝑓 Non-negotiable load of flexible technologies. 
𝐶 𝐶 𝑡𝑓 Charging (or discharging) capacity of a storage technology. 
𝐶 𝑇 𝑡𝑓 Charging time of a storage technology. 
𝑉 𝑈 𝑡𝑓 Hourly profile of the usage of a flexible vehicle (not connected 

to the grid). 
𝐴 𝑆 𝑡𝑓 Average speed of a flexible vehicle. 
a  

29 
Variables 

𝑆𝑦𝑚𝑏𝑜𝑙 Description 

𝑢 𝑡,𝑝 Use of a technology in a period 
𝑖 𝑡,𝑝 Investments in a technology in a period 
𝑑 𝑝𝑟𝑒 𝑡,𝑝 Premature decommissioning of a technology in a period 
𝑟 𝑡 𝑖 , 𝑡 𝑗 ,𝑝 Retrofitting from one technology to another in a period 
𝑠 𝑡,𝑝 Stock (installed capacity) of a technology in a period 
𝑑 𝑐𝑢𝑚 𝑡,𝑝 Cumulative decommissioning of a technology in a period 
𝑑 𝑙𝑡 𝑡,𝑝 Decommissioning of a technology in a period due to lifetime 

expiry 
𝑢 ℎ,𝑡𝑑,𝑝 Hourly use of a dispatchable technology in a period 
Δ𝑞 𝑢𝑝 ℎ,𝑡𝑓 ,𝑝 Increase in electricity demand from a flexible technology in an 

hour in a period 
Δ𝑞 𝑑𝑤 ℎ,𝑡𝑓 ,𝑝 Decrease in electricity demand from a flexible technology in an 

hour in a period 
Δ𝑢 ℎ,𝑡𝑐,𝑝 Deviation in use of a flexible CHP technology in an hour in a 

period 
Δ𝑝 ℎ,𝑡𝑐,𝑝 Deviation in power output of a CHP technology in an hour in a 

period 
Δ𝑢 ℎ,𝑡𝑠,𝑝 Decrease in use of a shedding technology in an hour in a period 
𝑙 ℎ,𝑡𝑓 ,𝑝 Losses from deviations in use of flexible technologies in an 

hour in a period 
Δ𝑞 𝑚𝑎𝑥 ℎ,𝑡𝑓 ,𝑝 Maximum increase limit of power demand of a flexible 

technology in an hour 
Δ𝑞 𝑚𝑖𝑛 ℎ,𝑡𝑓 ,𝑝 Maximum decrease limit of power demand of a flexible 

technology in an hour 
𝑣 𝑚𝑎𝑥 ℎ,𝑡𝑓 ,𝑝 Upper saturation limit from shifted volume in an hour in a 

period 
𝑣 𝑚𝑖𝑛 ℎ,𝑡𝑓 ,𝑝 Lower saturation limit from shifted volume in an hour in a 

period 
𝑢 𝑑 ,𝑡𝑑 ,𝑝 Daily use of a dispatchable technology in a period 
Δ𝑞 𝑢𝑝 𝑑,𝑡𝑔,𝑝 Upwards deviation in use of a daily storage technology in a 

period 
Δ𝑞 𝑑𝑤 𝑑,𝑡𝑔,𝑝 Downwards deviation in use of a daily storage technology in a 

period 

Sectoral integrated cost-optimized energy system towards de-

arbonisation targets 

As described in the IESA-NS conceptual framework, sectoral integra-
ion in IESA-NS turns around two main axes, activities and technologies
analogously to the commodities and processes nomenclature in TIMES).
hus, under a richly described technological landscape, there are many
echnology use combinations able to satisfy a desired volume of activi-
ies. From such a broad domain, the model simultaneously determines
he optimal configuration and use of technologies to satisfy the required
ctivities’ volumes. It does so by minimizing system costs resulting from
he set of decision variables confirmed by use, investments, decommis-
ioning, and retrofitting of technologies accordingly with the following
xpression. 

in 

[ ∑
𝑡,𝑝 

𝑢 𝑡,𝑝 𝑉 𝐶 𝑡,𝑝 + 𝑖 𝑡,𝑝 𝛼𝑡 𝐼 𝐶 𝑡,𝑝 + 𝑑 𝑝𝑟𝑒 𝑡,𝑝 𝐷 𝐹 𝑡 𝛼𝑡 𝐼 𝐶 𝑡,𝑝 + 𝑟 𝑡 𝑖 , 𝑡 𝑗 ,𝑝 𝛼𝑡 𝑗 𝑅 𝐶 𝑡 𝑖 , 𝑡 𝑗 ,𝑝 + 𝑠 𝑡,𝑝 𝐹 𝐶 𝑡,𝑝 

] 
(1) 

Subject to ensure that the use of technologies meets at least the re-
uired exogenous activities drivers, as described by 

𝑡 

𝑢 𝑡,𝑝 𝐴 𝑃 𝑡,𝑎,𝑝 ≥ 𝑉 𝑎,𝑝 (2)

Also subject, as shown in (3), to the available installed capacities
f the technologies and the particular activity-to-capacity ratio for each
echnology, Γ𝑡 . 

 𝑡,𝑝 ≤ 𝑠 𝑡,𝑝 Γ𝑡 (3) 

Every single technology can affect one of the five accounts of emis-
ions considered as activities: CCUS network, national ETS, national
on-ETS, external ETS, and international transport emissions. Most tech-
ologies increase the net volume of the emitting activity and some tech-
ologies decrease it (such as carbon capture and direct air capture). To
eep the emission activities balanced there are four ‘technologies’ who
atch their net account, which are named: CO 2 released to air in the na-

ional ETS, national non-ETS, external ETS and international transport
ccounts. The emission constraint is therefore enforced by ensuring that
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8 The profiles are normalized and extracted from historical datasets such as the 
wind and solar availability in the NSR countries and the other 20 considered EU 

regions; the load profile of the NSR and EU regions; reference EV charging and 
connection profiles; temperature profiles; and a flat profile. Due to availability 
of data, so far only 84 hourly profiles have been included, but every technology 
is assigned to one of them, which means that many technologies share profiles. 
However, if more data becomes available the model is already enhanced to easily 
include it into the database, and would not result in increased computational 
times. 
he CO 2 released to air in the national ETS and non-ETS accounts does
ot exceed the national targets of each node defined for the different
eriods as described by the following constraint: 

𝑡𝑒 

𝑢 𝑡𝑒,𝑝,𝑛 ≤ 𝐸 𝑝,𝑛 (4)

Nevertheless, it is important to mention that not all the sources of
missions considered within the scope of the targets are included within
he activities that are covered by IESA-NS. To be precise roughly 85% of
he emissions considered within the national inventories of NSR coun-
ries are covered by the activities included in the energy system frame-
ork, then for the remaining 15% (mostly agricultural activities), a less
etailed approach is used. Here, the emissions resulting from activities
uch as enteric fermentation, manure management, use of fertilizers and
se of refrigeration fluids are input to the model as driving activities, and
heir potential reductions and costs are addressed with MACC curves
extracted from the IMAGE model database). 

Next to the previous formulation, other aspects must be included to
etter represent the feasible operation of the energy system. These as-
ects are an adequate multi-year transitional path representation, the
ourly representation of the European power system dispatch, includ-
ng the flexibility representation and technical limits in the operation
f flexible demand and generation technologies, the consideration of
aseous networks operation and the impact of available infrastructure
n the intra-year operation of technologies. 

Transition path 

The transitional capability of the model derives from the fact that it
an plan for the optimal system configuration for the different periods
overed in the transition, at the same time that it determines the opti-
al intra-year operation of the stocks. The transitional elements are de-

cribed by the investment, premature decommissioning, and retrofitting
ecisions that give shape to the technological stock accordingly with the
ollowing formulation: 

 𝑡,𝑝 = 𝑠 𝑡,𝑝 −1 + 𝑖 𝑡,𝑝 + 𝑟 𝑡 𝑖 ,𝑡,𝑝 − 𝑟 𝑡, 𝑡 𝑖 ,𝑝 − ( 𝑑 𝑐𝑢𝑚 𝑡,𝑝 − 𝑑 𝑐𝑢𝑚 𝑡,𝑝 −1 ) (5)

eing: 

 

𝑐𝑢𝑚 
𝑡,𝑝 = 𝑑 𝑐𝑢𝑚 𝑡,𝑝 −1 + 𝑑 𝑝𝑟𝑒 𝑡,𝑝 + 𝑑 𝑙𝑡 𝑡,𝑝 (6)

It is important to ensure that premature decommissioning can freely
appen at any period if convenient, but to avoid that decommissioned
echnologies cannot be decommissioned in a year and recommissioned
ack in a subsequent period. Simultaneously, the model must be able to
ddress the costs of premature decommissioning. For this purpose, the
ollowing constraint together with (5) and (6) ensure both requirements
o be satisfied: 

 

𝑐𝑢𝑚 
𝑡,𝑝 ≥ 𝑑 𝑐𝑢𝑚 𝑡,𝑝 −1 (7)

Also, as part of the scenario descriptions, some technologies are de-
ned within a certain bandwidth of deployment. This same constraint,
epicted in (8), is used to set the adoption potentials for technologies
nd to cap system emissions. 

 

𝑚𝑖𝑛 
𝑡,𝑝 ≤ 𝑠 𝑡,𝑝 ≤ 𝑆 𝑚𝑎𝑥 𝑡,𝑝 (8)

Lastly, the retrofitting of technologies is constrained by the avail-
ble stocks of the original technology, and by an input binary parame-
er which determines which are the possible retrofitting relations. This
esults in the following formulation: 

 𝑡 𝑖 , 𝑡 𝑗 ,𝑝 
≤ 𝑠 𝑡,𝑝 −1 𝑅 𝑀 𝑡 𝑖 , 𝑡 𝑗 

(9)

European hourly power sector dispatch 

Modelling power dispatch within ESMs asks for choices to be made
o avoid enormous computational requirements. To start with, the study
61] concluded that considering poor temporal resolutions negatively
ffects outcomes reliability for scenarios with moderate and high pres-
nce of VRES, and greatly recommend to prioritize using at least hourly
esolution. Also, adopting a sequential description of the power dispatch
nables to retain the chronological order in the variability of the events,
30 
hich is key for short and long term storage technologies. Thus, IESA-
S adopted an hourly resolution of the complete year operation (8760

equential points per year). 
Furthermore, the same study [61] also mentions that operational de-

ailing, namely unit commitment, increases reliability as the presence of
RES start to increase. However, it also states that adopting unit com-
itment loses relevance after a certain level of VRES penetration, as

ewer thermal units affect the system dynamics. This observation is fur-
her reinforced by another study which states that MIP unit commitment
erforms better in scenarios with low presence of VRES, but for scenar-
os with high levels of VRES an LP approach suffices to provide reliable
esults [62] . Also, there is plenty of evidence that increasing the geo-
raphical scope of the model to consider European cross-border interac-
ions has a significant impact on the outcome reliability of the models
63] . Therefore, in this model we exclude the unit commitment formu-
ation (MIP) and rather include the whole European power system rep-
esented in 20 nodes. This penalizes the ability of the model to reliably
nalyse low VRES scenarios with a high presence of thermal generators
as unit commitment is excluded), but keeping the convenient LP formu-
ation enables IESA-NS to simultaneously solve the EU power dispatch
nd the integrated national energy system within the same formulation
hile considering a high temporal resolution and a moderate and high
resence of VRES. Thanks to such modelling choice it is possible to anal-
se the interaction of storage, flexible demand technologies, VRES, and
ross-border interconnection within the sector-coupled energy system
f the Netherlands. 

The following linear formulation is used to include the previously de-
cribed concepts within the IESA-Opt framework. First, the fundamental
onstraint that supply and demand of electricity must remain balanced
t every hour is included. For this purpose, we divide technologies into
ve main groups: dispatching technologies, 𝑡 𝑑 , technologies with flexi-
le, 𝑡 𝑝𝑓 , and non-flexible operation, 𝑡 𝑝𝑛 , flexible CHPs, 𝑡 𝑐 , and shedders,
 𝑠 . For each of the 24 different electricity networks considered in the
odel, conforming the set 𝐴 

𝑒 , the hourly balance is represented with
he following constraint: 

 ℎ,𝑡𝑑,𝑝 𝐴 𝑃 𝑡𝑑,𝑎,𝑝 = 

 𝑡 𝑝 ,𝑝 
𝑃 ℎ,𝑡𝑝 𝐴 𝑃 𝑡𝑝,𝑎,𝑝 + (Δ𝑞 𝑢𝑝 ℎ,𝑡𝑓 ,𝑝 + Δ𝑞 𝑑𝑤 ℎ,𝑡𝑓 ,𝑝 ) 𝐴 𝐸 𝑡𝑓 ,𝑎 

( 𝑢 𝑡𝑐,𝑝 𝑃 ℎ,𝑡𝑐 + Δ𝑢 ℎ,𝑡𝑐,𝑝 ) 𝐴 𝑃 𝑡𝑐,𝑎,𝑝 + Δ𝑝 ℎ,𝑡𝑐,𝑝 𝐴 𝐸 𝑡𝑐,𝑎 

( 𝑢 𝑡𝑠,𝑝 𝑃 ℎ,𝑡𝑠 + Δ𝑢 ℎ,𝑡𝑠,𝑝 ) 𝐴 𝑃 𝑡𝑠,𝑎,𝑝 ∀ 𝑎 | 𝑎 ∈ 𝐴 

𝑒 (10)

This equation can be read as supply is equal to reference hourly de-
and, plus flexible demand variations ( Δ𝑞 𝑢𝑝 ℎ,𝑡𝑓 ,𝑝 and Δ𝑞 𝑑𝑤 ℎ,𝑡𝑓 ,𝑝 ), plus

he bi-dimensional CHP flexibility variations ( Δ𝑢 ℎ,𝑡𝑐,𝑝 and Δ𝑝 ℎ, 𝑡 𝑐 ,𝑝 ), and
lus the shedding demand variations ( Δ𝑢 ℎ,𝑡𝑠,𝑝 ) , for each interconnected
ode. 

Another major determinant for the dispatch of electricity is resource
vailability, and this turns relevant for two reasons: the installed ca-
acities of generation technologies and the intermittency of renewable
nergy sources. Every single technology in the model is described with
n hourly operation 𝑃 ℎ,𝑡 . For the dispatching technologies, this profile
epresents the hourly availability of the resource, and for the other tech-
ologies, it represents the hourly reference operation. 8 The following
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9 There is a fifth archetype considered by the model: load recovery for passive 
or latent thermal storage [79,94] . However, as it plays no role in the results 
obtained in this scenario, it was excluded from this description. 
onstraint ensures that supply occurs accordingly with the existent in-
talled capacity and to the extent at which the hourly resource avail-
bility allows it: 

 ℎ,𝑡𝑑,𝑝 ≤ 𝑠 𝑡𝑑,𝑝 Γ𝑡𝑑 𝑃 ℎ,𝑡𝑑 (11)

Also, ramping constraints are considered for dispatchable generation
ccordingly with the following constraint: 

 𝑅 

𝑑𝑤 
𝑡𝑑,𝑝 

≤ 

(
𝑢 ℎ,𝑡𝑑,𝑝 − 𝑢 ℎ −1 ,𝑡𝑑,𝑝 

)
≤ 𝑅 

𝑢𝑝 

𝑡𝑑,𝑝 
(12)

Lastly, the European representation, the dispatch architecture, the
ata on profiles and operational parameters are strongly based on the
ame modelling structure used as input by COMPETES model [64] . 

Hourly flexible operation in coupled sectors 

Next to the power dispatch description, the representation of possi-
le deviations from reference hourly operation profiles are paramount
or the dispatch and to adequately represent sector coupling. With this
im, IESA-NS considers three different types of intra-year operational
ecisions: flexible CHPs, shedding technologies, and demand technolo-
ies with flexible operation. 

Flexible CHPs 

CHPs are modelled as operation technologies, which means that their
ourly operation profile is fixed, and the changes in their use affect
uch profiles proportionally. However, some CHPs, known as extraction-
ondensing steam turbines, can extract a fraction of the condensed steam
efore (or during) the expansion phase (the power turbine) to be used
o provide heat [65] . Such enhancement allows these turbines to ad-
ust their power-to-heat ratio, which in combination with the amount
f steam generated before the expansion, gives the technology a huge
otential to modify its power and heat outputs and fuel inputs to adapt
o electricity price events (among other externalities [66] . The resulting
i-dimensional flexibility (the fuel inputted into the boiler, and the ex-
raction flow of the condensed steam) is considered by IESA-NS using a
onvenient LP simplification (resembling other ESMs [9] ). 

In a linear representation of a flexible CHP, the fuel requirement,
 , is assumed to be determined by the heat and power outputs, 𝐻 and
 , accordingly with 𝐹 = 

𝐻 ∕ 𝜂 + 

𝑃 ∕ 𝜀 . Where 𝜂 and 𝜀 represent the CHPs’
fficiencies when producing only heat and power respectively. For this,
ESA-NS considers two dimensions in which flexibility takes place: the
ourly deviations in the fuel input representing the deviations in use,
𝑢 ℎ, 𝑡 𝑐 ,𝑝 

; and the hourly deviations in the power output, Δ𝑝 ℎ, 𝑡 𝑐 ,𝑝 . This
eads to the following constraint to ensure satisfying heat the heat de-
and provided by the CHP, in a specific time window: ∑
ℎ ∈ 𝑇 𝑊 𝑡𝑐 

[
( 𝑢 𝑡𝑐,𝑝 𝑃 ℎ,𝑡𝑐 + Δ𝑢 ℎ,𝑡𝑐,𝑝 ) 𝐴 𝑃 𝑡𝑐,𝑎,𝑝 − 

𝜂𝑡𝑐 ∕ 𝜀 𝑡𝑐 Δ𝑝 ℎ,𝑡𝑐,𝑝 
]

= 

∑
ℎ ∈ 𝑇 𝑊 𝑡𝑐 

𝑢 𝑡𝑐,𝑝 𝑃 ℎ,𝑡𝑐 𝐴 𝑃 𝑡𝑐,𝑎,𝑝 (13) 

As the model distinguish from different temperature levels and dif-
erent sectors, 𝐴 

ℎ represents the set of activities corresponding to the
ifferent heat forms that can be produced by the different CHPs in the
odel. 

Shedding technologies 

The upcoming energy transition will deliver a set of technologies
hat could provide sector coupling via the conversion of electricity into
ther energy forms (such as heat [67] , hydrogen [68] , methanol [69] ,
ethane [41] , hydrocarbons [42] , chlorine [70] , ammonia [71] , and

ther chemicals [72] ) via the means of technologies such as heat pumps
r electrolyzers. We use the word shedding to refer to the action taken
y abovementioned technologies of cutting down operations in a crit-
cal hour to decrease electricity consumption and help to alleviate the
ystem. This opens the door to foreseeable scenarios where these type
f technologies could be interruptedly operated to avoid high electricity
rice events and decrease their operational costs [72] . However, extra
apacity must be installed to be able to satisfy demand while sacrificing
perational times [73] . Summarizing, shedding technologies in IESA-
31 
S can selectively operate in specific hours in exchange for overinvest-
ents. 

The representation of these technologies in the model assumes they
an shed their hourly activities by the means of an hourly decision vari-
ble which represents the decrease in use for each hour. This variable is
apped by the installed capacity of the technology, as shown below: 

𝑢 ℎ,𝑡𝑠,𝑝 ≤ 𝑠 𝑡𝑠,𝑝 𝑆 𝐶 𝑡𝑠 𝑈𝑡 𝑃 𝑡𝑠,𝑝 (14)

Because, as stated in (2), the model must ensure sufficiency in the
ctivities balances, it will determine the required technological stock,
etermining in this way the necessary excess capacity to cope with such
hedding. 

Furthermore, technologies might not have a flat operational profile
nd might be subject to specific sectoral dynamics, or perhaps a certain
echnology may require a minimum level of operation. For these cases
he following constraint is imposed: 

𝑢 ℎ,𝑡𝑠,𝑝 ≤ 𝑢 𝑡𝑠,𝑝 𝑃 ℎ,𝑡𝑠 𝑆 𝐹 𝑡𝑠 (15)

here 𝑆 𝐹 𝑡 𝑠 represents the assumed potential shedding fraction of each
hedding technology. And the profile is flat for technologies without
pecific sectoral dynamics. 

Conservative flexibility 

The last element presented here consists of the formulation used for
echnologies that allow for deviations in the reference profile without
ompromising the technology output and with or without paying an
fficiency penalty. We call these options here as conservative flexibil-
ty, as all the up or down flexibility must be eventually recovered with
n action in the opposite direction. Some examples of these technolo-
ies are some residential and services appliances such as dishwashers,
ashing machines, fridges or freezers [74 , 75] ; electric heating appli-
nces with active or passive storage [76 , 77 , 78] ; electric vehicles with
mart charging or vehicle-to-grid enhancements 79] ; industrial pro-
esses with opportunities for flexible programming of their operations
74 , 80 , 81 , 82] ; and all sort of different kind of batteries and storage tech-
ologies 83 , 84 , 85] . 

To be able to model such a vast group of technologies, they were
rouped into 4 different archetypes 9 : load shifting for typical demand
esponse and active thermal storage; smart charging of electric vehicles;
ehicle-to-grid; and storage technologies. Each of these groups is repre-
ented under a specific formulation in the model and can be applied to
ll of the technologies considered under each category. However, all of
he formulations share three elements in common: a balance constraint,
 capacity constraint, and a saturation constraint, and each of the ele-
ents is interpreted differently for each archetype. 

The energy balance states that the net energy demand should remain
onstant for the considered time window, and the use of time windows
s adopted to maintain a linear formulation of the balance. This implies
hat the net balance of the upwards and downwards gross shifted load
ithin the time window should be equal to the corresponding losses if
ny, as follows: ∑
 ∈ 𝑇 𝑊 𝑡𝑓 

Δ𝑞 𝑢𝑝 ℎ,𝑡𝑓 ,𝑝 + 

∑
ℎ ∈ 𝑇 𝑊 𝑡𝑓 

Δ𝑞 𝑑𝑤 ℎ,𝑡𝑓 ,𝑝 = 

∑
ℎ ∈ 𝑇 𝑊 𝑡𝑓 

𝑙 ℎ,𝑡𝑓 ,𝑝 (16)

Both upward and downward shifts are subject to a physical capacity
onstraint determining the minimum and maximum boundaries of the
easible rescheduling capacity. For instance, this constraint in flexible
eat-pumps sets the maximum available upward shift equal to the dif-
erence between reference profile and heat-pump’s maximum capacity.
hese limits can be asymmetrical to each other and can be hourly vari-
bles. This second element is illustrated in the two following equations:

𝑞 𝑢𝑝 ℎ,𝑡𝑓𝑝 ≤ Δ𝑞 𝑚𝑎𝑥 ℎ,𝑡𝑓 ,𝑝 (17) 
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10 There are different types of balancing actions designed accordingly with the 
size of the imbalance. As reference of the magnitude, no balancing action is 
required for hourly imbalances of ∼2% of the daily market volume. In average, 
3 balancing actions per day were required between November 5 th 2019 and 
December 4 th 2019 (high demand season) [87] . 
11 Methanation, as an electricity consumer, is already subject to hourly shed- 

ding constraints. Thus, the daily gas dispatch formulation further restricts its 
operation. 
𝑞 𝑑𝑤 ℎ,𝑡𝑓 ,𝑝 ≥ Δ𝑞 𝑚𝑖𝑛 ℎ,𝑡𝑓 ,𝑝 (18)

Finally, a saturation constraint ensures that the shifted volume does
ot violate a feasible operational limit, such as the storage capacity of
n active storage unit or a latent heat requirement of a built environ-
ent system. These saturation limits can be either fix or represented by
 combination of parameters and variables depending on the archetype
nvolved, therefore the third type of constraints follow the below struc-
ure: 

 

𝑚𝑖𝑛 
ℎ,𝑡𝑓 ,𝑝 ≤ 

∑
ℎ ∈ 𝑇 𝑊 𝑡𝑓 

[
𝐵 

𝑢𝑝 Δ𝑞 𝑢𝑝 ℎ,𝑡𝑓 ,𝑝 + 𝐵 

𝑑𝑤 Δ𝑞 𝑑𝑤 ℎ,𝑡𝑓 ,𝑝 
]
≤ 𝑣 𝑚𝑎𝑥 ℎ,𝑡𝑓 ,𝑝 

(19) 

𝐵 

𝑢𝑝 and 𝐵 

𝑑𝑤 are two conceptual binary parameters used to illustrate
hat the saturation constraint can be imposed independently on both
hift directions. 

The interpretation of these three forms of constraints is presented
elow for all the 4 presented archetypes. 

Demand Response 

This form of flexibility assumes that the application of flexibility is
apped by the installed capacity of the technology. This directly affects
he capacity constraint interpretation stating that the maximum upward
eviation available is given by the difference between the installed ca-
acity and the use of the technology determined by the hourly profile
n the following way: 

𝑞 𝑢𝑝 ℎ,𝑡𝑓 ,𝑝 ≤ ( 𝑠 𝑡𝑓 ,𝑝 𝐹 𝐶 𝑡𝑓 − 𝑢 𝑡𝑓 ,𝑝 𝑃 ℎ,𝑡𝑓 ) 𝐴 𝐸 𝑡𝑓 ,𝑎 (20)

nd the maximum upward deviation is given by the ability of the tech-
ology to decrease it’s reference hourly consumption given by 

𝑞 𝑑𝑤 ℎ,𝑡𝑓 ,𝑝 ≤ (1 − 𝑁 𝑁 𝑡𝑓 ) 𝑢 𝑡𝑓 ,𝑝 𝑃 ℎ,𝑡𝑓 𝐴 𝐸 𝑡𝑓 ,𝑎 (21)

The volume constraint ensures that the reallocated energy consump-
ion within a time window does not exceed the original total consump-
ion of the time window, nor upwards nor downwards as shown below.∑
 ∈ 𝑇 𝑊 𝑡𝑓 

Δ𝑞 ℎ,𝑡𝑓 ,𝑝 ≤ 

∑
ℎ ∈ 𝑇 𝑊 𝑡𝑓 

𝑢 𝑡𝑓 ,𝑝 𝑃 ℎ,𝑡𝑓 𝐴 𝐸 𝑡𝑓 ,𝑎 (22)

Storage 

The interpretation of the capacity constraint for storage is given by
he (dis)charging capacity. The maximum amount of flexibility that any
torage technology can provide is determined by the following con-
traint: 

𝑞 ℎ,𝑡𝑓 ,𝑝 ≤ 𝑠 𝑡𝑓 ,𝑝 𝐶 𝐶 𝑡𝑓 (23)

The interpretation of the volume constraint for storage is marked by
he storage capacity as described by the theoretical charging time of a
attery accordingly with the following constraint. 

𝑖 ≤ ℎ 

Δ𝑞 𝑖,𝑡𝑓 ,𝑝 ≤ 𝑠 𝑡𝑓 ,𝑝 𝐶 𝐶 𝑡𝑓 𝐶 𝑇 𝑡𝑓 (24)

Smart Charging and Vehicle-to-Grid 

The main characteristic of these forms of flexibility is that they are
ependent on the number of vehicles connected to the grid in a given
oment. Thus, the upward capacity is capped by the difference between

he charging capacity of connected EV’s and the reference charging pro-
le as given by: 

𝑞 𝑢𝑝 ℎ,𝑡𝑓 ,𝑝 ≤ 𝐶 𝐶 𝑡𝑓 

( 

𝑠 𝑡𝑓 ,𝑝 − 

𝑢 𝑡𝑓 ,𝑝 𝑉 𝑈 ℎ,𝑡𝑓 

𝐴 𝑆 𝑡𝑓 

) 

− 𝑢 𝑡𝑓 ,𝑝 𝑃 ℎ,𝑡𝑓 𝐴 𝐸 𝑡𝑓 ,𝑎 (25)

While the downwards flexibility is constrained by the reference con-
umption and the non-negotiable load for smart charging: 

𝑞 𝑑𝑤 ℎ,𝑡𝑓 ,𝑝 ≤ 

(
1 − 𝑁 𝑁 𝑡𝑓 

)
𝑢 𝑡𝑓 ,𝑝 𝑃 ℎ,𝑡𝑓 𝐴 𝐸 𝑡𝑓 ,𝑎 (26)

And by the discharging capacity of connected vehicles for vehicle-
o-grid flexibility: 

𝑞 𝑑𝑤 ℎ,𝑡𝑓 ,𝑝 ≤ 𝐷 𝐶 𝑡𝑓 

( 

𝑠 𝑡𝑓 ,𝑝 − 

𝑢 𝑡𝑓 ,𝑝 𝑉 𝑈 ℎ,𝑡𝑓 

𝐴 𝑆 𝑡𝑓 

) 

(27)
32 
The volume constraint for both Smart Charging and V-to-G is given
imilar to the storage, where the cumulative application of flexibility
annot exceed the difference between the available storage capacity of
onnected vehicles and the minimum required stored energy for the
ourneys of the vehicles departing in that hour given by: 

𝑖 ≤ ℎ 

Δ𝑞 𝑖,𝑡𝑓 ,𝑝 ≤ 𝐶 𝐶 𝑡𝑓 𝐶 𝑇 𝑡𝑓 

( 

𝑠 𝑡𝑓 ,𝑝 − 

𝑢 𝑡𝑓 ,𝑝 𝑉 𝑈 ℎ,𝑡𝑓 

𝐴 𝑆 𝑡𝑓 

) 

− 

∑
ℎ ≤ 𝑖 ≤ ℎ + 𝐴𝐽 

𝑢 𝑡𝑓 ,𝑝 𝑃 𝑖,𝑡𝑓 𝐴 𝐸 𝑡𝑓 ,𝑎 

(28) 

Operation of gaseous networks 

Integrated electricity and gas models usually focus on designing a
roper nodal representation of the network based on pressure tolerances
nd Bernoulli equations, intending to provide detailed planning and op-
ration optimization [86] . Because of the large scope of the problem
nd specific goals of the methodology, IEM often ignores any type of de-
ailed description of the gas system. However, because we aim to address
easonality, buffer opportunities, and infrastructure costs, IESA-NS in-
ludes a simplified representation of gaseous networks operation based
n a daily balance dispatch approach. This representation is presented
elow. 

Gas networks, as transporters of a compressible fluid, are inherently
rovided with a buffer which allows for damping (i.e. the temporal dis-
oordination between the input and output flows to the gas network)
87] . However, operation of the network must occur within safety pres-
ure boundaries, meaning that the size of the buffer has limits (and
egions), thus requiring intra-day balancing actions to keep networks
unctional. 10 There is no specific balancing period in this scheme. The
mbalances are corrected when the magnitude of the imbalance reaches
 certain predefined level [88] . 

A daily balancing approach was selected for activities distributed by
he network of gaseous pipelines. This approach was selected first due
o the previously described damping characteristic, and second, due to
 typical daily flat price profile resulting from models with the hourly
alancing of gas dispatch [89] . Such modelling choice allows for dis-
atching national wells and imports, considering the daily operation
f the buffers (e.g., gas storage chambers), and describing other gen-
ration processes with particular sectoral dynamics such as fermenta-
ion, (bio)gasification, and methanation. 11 However, this representation
annot provide network planning or operation of circulating compres-
ors. Finally, the same approach is used for all the gases transported in
ipelines, namely, natural gas, hydrogen, and sequestered carbon diox-
de for CCUS. 

Similar to the electric balancing description, the gas dispatch is de-
cribed for each day accordingly with: 

 𝑑 ,𝑡𝑑 ,𝑝 𝐴 𝑃 𝑡𝑑,𝑎,𝑝 = 𝑢 𝑡𝑝,𝑝 𝑃 𝑑,𝑡𝑝 𝐴 𝑃 𝑡𝑝,𝑎,𝑝 + (Δ𝑞 𝑢𝑝 𝑑,𝑡𝑔,𝑝 + Δ𝑞 𝑑𝑤 𝑑,𝑡𝑔,𝑝 ) 𝐴 𝐺 𝑡𝑔,𝑎 

(29) 

Also, the daily dispatch technologies, analogously to the power dis-
atch, are bounded by their daily availability profiles and installed ca-
acities accordingly with: 

 𝑑 ,𝑡𝑑 ,𝑝 ≤ 𝑠 𝑡𝑑,𝑝 Γ𝑡𝑑 𝑃 𝑑,𝑡𝑑 (30) 

Infrastructure description 

The infrastructure imposes a limitation to the system in terms of the
xtent an activity can be carried out within a certain time-frame and
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eographical area. This restriction provides an extra incentive for flex-
bility as it can avoid network reinforcement costs [86] . Furthermore,
nfrastructure descriptions help to provide a better representation of the
xpected transitional costs, as the energy system must adapt to enable
he deployment of infrastructure intensive technologies, such as CCUS,
ydrogen, and district heating. 

The activities constrained by available infrastructure are described
ith daily and hourly timeframes. For the hourly ones, infrastructure

imits the volumes of the activity in a time frame accordingly with: 

 𝑢 𝑡,𝑝 𝑃 ℎ,𝑡 + Δ𝑢 ℎ,𝑡𝑠,𝑝 ) 𝐴 𝑃 𝑡,𝑎,𝑝 + (Δ𝑞 𝑢𝑝 ℎ,𝑡𝑓 ,𝑝 + Δ𝑞 𝑑𝑤 ℎ,𝑡𝑓 | 𝑡𝑓 ≠ 𝑡 𝑓 𝑏 ,𝑝 
) 𝐴 𝐸 𝑡𝑓 ,𝑎 ≤ 𝑠 𝑡 𝑖 ℎ ,𝑝 

Γ𝑡

𝑎 | 𝑎 ∈ 𝐴 

𝑒 & ∀ 𝑡 |𝐴 𝑃 𝑡,𝑎,𝑝 > 0 (31)

Very similarly, the model considers the following constraint for the
aily described infrastructure technologies, 𝑡 𝑖 𝑑 : 

 𝑢 𝑡𝑝,𝑝 𝑃 𝑑,𝑡𝑝 + Δ𝑢 ℎ,𝑡𝑐,𝑝 + Δ𝑢 ℎ,𝑡𝑠,𝑝 ) 𝐴 𝑃 𝑡𝑝,𝑎,𝑝 + (Δ𝑞 𝑢𝑝 𝑑,𝑡𝑓 ,𝑝 ) 𝐴 𝐺 𝑡𝑓 ,𝑎 ≤ 𝑠 𝑡 𝑖 𝑑 ,𝑝 
Γ𝑡 𝑖 𝑑 

𝑎 | 𝑎 ∈ 𝐴 

𝑔 & ∀ 𝑡 |𝐴 𝑃 𝑡,𝑎,𝑝 > 0 (32)

Other elements of the energy infrastructure, such as transformers
nd buffers, are considered as operational technologies. Thus, both their
nvestment and operational costs are determined as for any other op-
rational technology within the model. Therefore, the formulation pre-
ented in this section only refers to infrastructure which exerts no action
ther than enabling the flow of an activity to a certain volume. 

APPENDIX C: Scenario definition 

Reference scenario 

In the reference scenario all the NSR countries must meet their GHG
mission targets (i.e. targets summarized in Table 1 ). Most of the data for
he energy drivers and some cost assumptions are derived from the JRC
OTEnCIA Central scenario for all the NSR countries. The POTEnCIA
entral scenario assumes a business as usual economic development,
ith the European GDP growing accordingly to the ‘2018 Ageing report’

i.e. around 1.38% growth per year until 2050), a growth of population
nd households based on EUROSTAT data, and projections of industry
ased on the sectoral Gross Value Added (GVA) values. Therefore, the
mpact of different demographic projections in the future energy de-
and is not considered in the set of scenarios of this paper, as it does
ot fall within the scope of the paper. Future research should address
his topic, as the impact in the modelling outcomes can be relevant. All
he input data used for the reference scenario (i.e. drivers for energy de-
and, techno-economic parameters and commodity costs disaggregated
er country) can be consulted in [48] together with the whole database
f the model. 

Fig. 26 shows some relevant input data of the reference scenario
ggregated for the whole NSR. All the industry production volumes
 Fig. 26 top left) are increased during the period 2020–2050, except the
mmonia production, which is assumed to remain constant. The pro-
uction of non-metallic minerals increases by around 40%, the produc-
ion of iron and steel increases by 10%, while the production of basic
hemicals, paper related industry, non-ferrous metals and other indus-
rial products is increased around 25%. Regarding electricity demand 12 

 Fig. 26 top right) there is a steady growth in the residential and ser-
ices sector (around 6% growth) and in the agriculture sector (roughly
1%). Regarding heat demand ( Fig. 26 bottom left), the POTEnCIA cen-
ral scenario assumes a 25% increase of the demand in the agriculture
ector. In order to estimate the space heating demands for residential
nd services sector, a methodology is developed. The scenario assumes
 steady growth of housing stock in the NSR, and a high increase of effi-
iency and better insulations from 2030, resulting in a slow increase of
12 Note that here electricity demand includes only appliances and electric de- 
ices of the residential, services and agriculture sector, i.e. end-uses that can 
nly be satisfied by electricity. Electricity used for other end uses, e.g. space 
eating or industrial processes is not quantified here. 

w
T

33 
he heating demand from 2020 to 2035, and a decline from 2035 until
050, where both heat demands are reduced around 3% compared to
020 levels. The transport sector also increases its volume ( Fig. 26 bot-
om right), with motorcycles and light-duty vehicles increasing around
0% their kilometres served, while trains, buses heavy-duty vehicles and
assenger cars increase their volume between 10 and 30% in 2050. 

The input data related to fuel and commodity costs are based on
ultiple sources, mainly the POTEnCIA central scenario, the ENSPRESO
atabase and different TNO factsheets. Table 14 shows values of a selec-
ion of key parameters and their evolution during the transition 2020–
050. Note that some of the values are common to the whole NSR (e.g.
oal or crude oil), while others are country dependent (e.g. biomass, in
hich each country has different biomass sources and therefore different

osts). Additionally, extra costs of import/export of fuels are not consid-
red in these figures (e.g. tariffs or infrastructure costs when importing
atural gas from abroad). 

The IESA-NS includes around 250 technologies per country, in or-
er to provide multiple alternatives to supply the activity demands per
ector. Each technology requires, among others, techno economic data
i.e. CAPEXfixed and variable O&M costs and lifetimes), operation and
exibility profiles, and energy balances (i.e. energy inputs and outputs
f each technology). 

Regarding wind and solar PV energy, all the relevant technological
ata is extracted from the JRC technical report ‘Cost development of
ow carbon energy technologies’. The scenario used is the ‘ProRES’, in
hich the world moves towards decarbonisation reducing fossil fuel use,

enewables account for 93% of electricity demand, and as a consequence
he learning process in renewable technologies is moderate. Regarding
ffshore interconnectors, it is assumed that HVDC becomes competitive
eyond 100 km from shore, which is in line with most studies in the lit-
rature [90] . Therefore, offshore wind potential in areas beyond 100 km
s allocated to the offshore nodes of the system (i.e. Fig. 3 ), which are
onnected to shore via HVDC. The cost for the HVDC lines is calculated
ollowing the methodology of [91] . Offshore wind potential in areas up
o 100 km are directly connected to shore via cheaper HVAC intercon-
ectors. 

Most of the remaining data is compiled from the ENSYSI model, and
ertain specific technologies are based on data from POTEnCIA, JRC and
NO factsheets. The input data of all the technologies included in the
eference scenario can be consulted in [48] . 

The wind, solar and biomass potentials of the reference scenario are
aken from the ENSPRESO reference scenario. Regarding onshore wind,
he ENSPRESO scenario assumes that current legal requirements for ex-
lusion zones and setback distances are respected. This results in a po-
ential of 4710 GW from the EU, and 634 GW for the NSR, excluding
orway. 13 Regarding offshore wind, ENSPRESO assumes that current le-
al requirements for exclusion zones are maintained, offshore can only
e installed in zones with a depth of 50 m or lower, and the shipping
ensity is assumed to be lower than 1000 ships per year. This results in
24.2 GW for the whole EU, and 239.4 GW for the NSR, excluding Nor-
ay. For solar PV, the ENSPRESO scenario selected assumes a density of
70 MW/km 

2 , with a 3% of the non-artificial areas available for PV de-
loyment. This results in a potential of 10,127 GWe for the whole EU,
nd of 2213 GWe for the NSR, excluding Norway. Biomass potentials
re also derived from the ENSPRESO medium scenario, which includes
ore than 30 different types of biomass feedstocks. 

Regarding CO 2 storage, in the NSR there are multiple studies at na-
ional and multinational level assessing the total storage potential. For
his reference scenario, we use the numbers from the EU GeoCapacity
roject, in which 66 GtCO 2 storage availability are estimated using deep
aline aquifers, hydrocarbon fields and coal fields in the NSR [92] . Other
13 The JRC POTEnCIA database excludes Norway. Therefore, in all the cases 
here Norway data is not available, we use the data from the well-known 
IMES-NORWAY model [95] . 
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Fig. 26. evolution of different input data compared to 2020 levels: industry production volumes (top left), electricity demand per sector (top right), heat demand 
per sector (bottom left), kilometres per type of transport (bottom right). 

Table 14 

Price projections of different commodities considered in IESA-NS. 

Commodity Units Values Source 

2020 2030 2040 2050 

Coal [ €2019 /GJ] 3.0 3.7 4.1 4.4 [47] [24] 
Crude oil [ €2019 /GJ] 11.6 17.0 18.8 19.6 [47] [24] 
Natural gas [ €2019 /GJ] 6 8.74 9.64 10 [47] [24] 
Liquefied natural gas (LNG) [ €2019 /GJ] 7 8 8.5 9 [47] [24] 
Uranium [ €2019 /GJ] 0.8 0.8 0.8 0.8 [47] [24] 
Waste [ €2019 /GJ] 6.9 7.0 7.0 7.0 [47] [24] 
National biomass [ €2019 /GJ] 6.9 6.6 6.2 5.7 [52] 

Average value of all the NSR countries. The disaggregated values per country can be found in the model 
database [48] . 
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tion is banned in all the NSR countries from 2030. Most NSR countries 
tudies in the literature present more ambitious and optimistic poten-
ials (e.g. [93] where 264 GtCO 2 are estimated for the NSR). However,
he conservative value is included in the reference scenario because: 1)
here is not a clear common roadmap around CCUS in the NSR. 2) there
re different political attitudes in the NSR countries (e.g. Sweden, Nor-
ay, UK and Netherlands have a negative view around onshore storage

93] ). The yearly availability of CO storage is assumed to be 1% (i.e.
2 

34 
00 years of availability at maximum yearly injection rate) of the to-
al storage capacity, in order to prevent that in 2050 the systems are
eavily dependent on CCUS and the storage availability is scarce. 

Although the idea of the reference scenario is remain as uncon-
trained as possible, there are two exogenous constraints related that
re imposed to the power generation sector. First, coal power genera-
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scenarios of the section. 

14 The CO2 shadow price reported in Figure 28 corresponds to the arithmetic 
mean of the shadow prices of all the NSR countries in each scenario. 
ave policies and regulations in order to phase out coal generators from
025 to 2030, and seems likely that these efforts will continue in the
ear future. Regarding nuclear generation, Germany and Belgium are
ot allowed to invest in additional capacity or to extend the lifetime of
heir operating plants, due to the fact that both countries have a clear
olitical agenda in order to phase out nuclear power generators during
he 2020 decade. 

As mentioned in the methodological section, the IESA-NS model dis-
atches the power sector of the whole Europe with a hourly resolution,
ut the model does not optimize the capacity expansion or the capacity
ix. For this scenario, the EU projections of European capacities from
020 to 2050 are derived from the Ten Year Network Development Plan
TYNDP) from ENTSOE. 

Biomass availability scenarios 

The biomass potential for the NSR is modified in two scenarios: 

Ø In HBIO the total biomass potential is derived from the ‘ENSPRESO
high scenario for biomass’. This scenario assumes around 22.6 EJ
of biomass potential for Europe in 2050 (compared to 13 EJ in the
reference scenario), and a potential of 6.25 EJ in the NSR (3.6 EJ in
the reference scenario). Biomass imports are limited to a 33% of the
total national biomass production of each country, therefore limiting
dependence on external sources. 

Ø In LBIO the total biomass potential is derived from the ‘ENSPRESO
low scenario for biomass’. This scenario assumes around 8.67 EJ of
biomass potential for Europe in 2050 (compared to 13 EJ in the
reference scenario), and a potential of 2.25 EJ in the NSR (3.6 EJ in
the reference scenario). Imports of biomass are not allowed in this
scenario. 

High solar and wind availability scenario 
Two scenarios are drawn with different potential ranges for wind

nd solar PV: 

Ø In HVRES , the most optimistic ENSPRESO scenarios for solar PV
and wind are considered. Regarding onshore wind, the ‘ENSPRESO
wide low restrictions’ is used, in which the exclusion of surfaces for
wind converges in all countries to a low level, and the setback dis-
tance is set to 400 m. This results in a potential of 1253 GW for the
NSR, compared to the 634 GW of the reference scenario (both num-
bers excluding Norway). Regarding offshore wind, the same ‘wide
low restriction scenario’ is used, in which floating wind is allowed,
low buffer zones are assumed and there is a shipping density of less
than 5000 ships per year. In this case, the potential for fixed bottom
offshore wind is 556 GW, compared to the 239 GW of the reference
scenario, while there is a floating wind potential of 1707 GW, mainly
in deep waters of United Kingdom and, again, potentials of Norway
are not included. Regarding solar PV, a density of 300 MW/km 

2 is
assumed, together with a 3% of available non artificial areas. This
results in a potential of 3905 GW, compared to the 2213 of the ref-
erence scenario, again without considering Norway. 

Ø In LVRES , the most pessimistic ENSPRESO scenarios for solar PV
and wind are considered. For onshore wind and solar PV the same
assumptions than in the LONSH scenario are considered (i.e. 394
GW for onshore wind and 1106 GWe for solar PV). Regarding off-
shore wind, the ‘ENSPRESO EU-Wide high restrictions’ is adopted, in
which exclusion of surfaces for offshore wind converges in all coun-
tries to a high level, offshore wind can only be installed in areas with
a depth lower than 50 m, and the shipping density is assumed to be
lower than 500 ships per year. Therefore, the offshore wind potential
is assumed to be 55.9 GW, compared to the 239 GW of the reference
scenario. 

Low onshore solar and solar availability scenario 

The LONSH limits the availability of onshore wind and solar power:

Ø Onshore wind is constrained by using the ‘ENSPRESO EU-Wide high
restrictions’, in which the exclusion of surfaces for wind converges
35 
in all countries to a high level, and the setback distance is set to
1200 m. In this scenario, the potential of onshore wind in the NSR
is 394 GW, compared to the 634 GW of the reference scenario, with
Norway excluded. 

Ø Solar PV potential is constrained by using the ‘ENSPRESO solar PV ’
scenario and assuming a density of 85 MW/km 

2 and an availability
of 3% of the available non-artificial areas. In this scenario, the solar
PV potential of the NSR is 1106 GWe, compared to the 2213 GWe of
the reference scenario, with Norway excluded. 

Ø Due to the reduction of offshore deployments, we assume higher
investments in offshore wind, and therefore a faster learning rate
and cost reduction. Therefore, the cost estimate for offshore wind
in 2050 is assumed to be around 20% cheaper than the reference
scenario. 

Low CCUS and no CO 2 storage scenario 
The NOCCS scenario adds two extra constraints to the reference sce-

ario: 

Ø CO 2 storage is not allowed in any of the NSR countries. 
Ø CO 2 can be captured only if it is used in another activity of the en-

ergy system. Therefore, the CCUS network can operate, and the net-
work buffers permit a certain flexibility (i.e. CO 2 does not need to be
captured and used instantaneously), always respecting that the net
balance of CO 2 captured and used is zero. 

Ø In order to alleviate the system, the VRE availability is increased to
the values of the HVRES scenario, and the biomass availability is
increased to the values of the HBIO scenario. 

APPENDIX D: Additional scenario results 

CO 2 storage 

As seen in previous figures, the availability of CCUS highly affects
ow is the optimal configuration of the system. The question that arises
s which processes are using the available CO 2 storage, and how different
s the CO 2 storage use across different scenarios. 

Fig. 27 shows the available CO 2 storage in each scenario, and which
re the processes that are using this CCS capacity. It looks clear that,
cross all scenarios using CCS, the industry sector is the highest contrib-
tor to the CCUS network. There are two main reasons to explain this
rend: first, as mentioned in the previous section, biomass is heavily used
n the industry sector to provide heat. Therefore, if the system wants to
each to negative emissions, it needs to add CCS to the biomass boilers
nd CHP plants used to provide heat to the industrial sector. Second,
here are some industrial processes, like ammonia or steel production,
hat are very difficult to decarbonise. Therefore, a cheap solution from a
ystem perspective is to maintain the existing technologies and include
CS in them. 

One interesting conclusion of the scenarios (with the exception of
OCCS ) is that CO 2 storage is, as biomass, a resource that the model
ses at almost full capacity, especially in Germany, the Netherlands,
elgium and United Kingdom, where the total energy demand is rela-
ively high and the space available is relatively low (and therefore the
RE potentials are limited). Therefore, exploring alternative scenarios
ith higher CO 2 storage might be relevant to analyse to what extent the

ystem can be benefited if such storage is available. 
Emissions 

Due to the fact that the IESA-NS model includes a very detailed de-
cription of all the GHG emissions of the energy system (divided in
TS emissions and non-ETS emissions), different mitigation pathways
owards the climate targets can be analysed for different scenarios. This
s precisely what Fig. 28 shows: the CO 2 equivalent emissions of the
TS and non-ETS sectors, and the CO 2 shadow prices 14 across ass the
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Fig. 27. use and availability of CO2 storage in all the scenarios for the whole NSR in 2050. 

Fig. 28. ETS and non-ETS emissions across all the scenarios for the whole NSR. 
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Table 15 

CO 2 shadow price per country in all the scenarios analysed. 

CO 2 shadow price ( €/ton) REF HBIO HVRES LONSH NOCCS LBIO LVRES 

The Netherlands 469 467 423 471 463 441 414 
Germany 303 293 224 319 635 512 1417 
United Kingdom 194 194 178 194 593 200 197 
Denmark 156 120 155 167 548 196 306 
Sweden 90 81 89 90 368 103 100 
Norway 144 97 114 144 289 194 153 
Belgium 194 193 188 222 278 336 390 

Fig. 29. Marginal electricity prices of the NSR countries in the REF scenario. 
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As it can be seen, for all scenarios the net emissions are net-zero, fol-
owing the up to date European targets and policies as explained in the
ntroduction of this paper. In all scenarios the ETS sectors reach neg-
tive emissions in order to compensate the non-ETS emissions. These
rend is motivated by the fact of CO 2 abatement in ETS sectors is usu-
lly cheaper, the ETS sector has more alternatives to reach to negative
missions via the use of biomass or PtL, and the non-ETS sector includes
ome activities that are very difficult or even impossible to mitigate (e.g.
nternational aviation or some other non-energy related emissions such
s CH 4 emissions from enteric fermentation). 

It can be seen that biomass availability is a key enabler to reach to
igh negative emissions. The HBIO scenario reaches to over 450 Mton
f negative emissions in the whole NSR, while the LBIO can only reach
o around 100 Mton. Same trend can be observed with the availability
f VRES, which opens the door to the use of PtL, and therefore gives
oom to negative emissions. That is why the ETS sectors of HVRES and
OCCS reach between − 400 and − 600 Mton of CO 2 equivalent, while

he LVRES and LONSH remain between − 170 Mton and − 380 Mton. 
The CO 2 shadow price is a very good indicator to compare how diffi-

ult (expensive) is to meet the climate targets in different scenarios. The
an of CO 2 storage, lower availabilities of biomass, and lower availabil-
ties of wind and solar resources increase the abatement costs consid-
37 
rably, being LVRES and NOCCS the extreme cases with an average
hadow price of 450 €/ton of CO 2 . 

Another interesting analysis is to compare the CO 2 shadow prices
f each country across all the scenarios, to understand in which coun-
ries the abatement is more challenging. This information is shown in
able 15 . Similar to what happened in the previous section, there is
 clear gap between Scandinavian countries and the rest, mainly Ger-
any, the Netherlands and Belgium. While Scandinavian shadow prices

re relatively low and stable across all scenarios, Germany faces large
O 2 shadow prices when the biomass potential is not high, when CCS is
ot allowed and when VRE availability is low. Similar trends, although
ess pronounced, can be seen in the Netherlands and Belgium. These
umbers, together with the insights from the power sector, point out that
ermany should carefully assess their national and imported biomass
otentials, and work in policies to incentivise and promote the deploy-
ents of onshore and offshore VRES in order to achieve their targets in
 more cost-effective way. 

Marginal electricity prices 

Analysing the marginal electricity prices is a good exercise to under-
tand the system behaviour in 2050. Fig. 29 shows the marginal elec-
ricity prices of all NSR countries in the REF scenario. It is interesting to
ee that the Netherlands, Germany and Belgium have quite similar price
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Fig. 30. Imports, exports, net load and average energy cost of the NSR countries in the REF scenario. 
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urves. The main reason of this similarity is that these three energy sys-
ems are heavily interconnected. The United Kingdom, Denmark, Nor-
ay and Sweden present, on average, lower marginal electricity prices,
ue to the larger penetration in their energy systems of low bidding
ower generators, such as onshore and offshore wind, solar PV or hy-
ro. 

Electricity load, imports and exports 

Another interesting result that the IESA-NS model provides is the
alance between power imports, exports and net load. These results are
hown in Fig. 30 for the REF scenario. It is interesting to see that, in
his scenario, the Netherlands, Germany and Belgium are net importers
f electricity, Denmark and Sweden are net exporters, while the United
ingdom and Norway have similar imports and exports. 
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