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A B S T R A C T

Acoustic wave propagation in ultrasonic flow measurements is typically assumed to be linear and reciprocal.
However, if the transmitting transducer generates a sufficiently high pressure, nonlinear wave propagation
effects become significant. In flow measurements, this would translate into more information to estimate the
flow and therefore a higher precision relative to the linear case. In this work, we investigate how the generated
harmonics can be used to measure flow. Measurements in a custom-made flow loop and simulations using the
Khokhlov–Zabolotskaya–Kuznetsov (KZK) equation will show that the second harmonic component provides
similar transit time differences to those obtained from the fundamental component, their linear combination
results in more precise flow measurements compared to the estimations with the fundamental component
alone.
1. Introduction

Ultrasound is a common modality to measure flow in an industrial
setting [1–5]. There are two types of ultrasonic flow sensors: in-line
sensors and clamp-on sensors. The first configuration usually consists
of a perforated pipe section with aligned pairs of transducers in direct
contact with the flow (Fig. 1a), and the second configuration typically
consists of a pair of single element transducers that are fixed on the
outside of the pipe wall (Fig. 1b). In either configuration, the propaga-
tion direction of the acoustic waves generated by the transducers has a
component parallel to the pipe axis, which makes the travel time of the
waves sensitive to the flow [6]. As a result, the acoustic wave with a
propagation component in the direction of the flow (downstream) trav-
els faster than the one that propagates with a propagation component
in the opposite direction of the flow (upstream). The ultrasonic flow
meter system (including acoustic waves, transducers, and electronics)
is assumed to be reciprocal, which means that, in the absence of flow,
the system response remains unchanged when the role of transducers A
and B are interchanged [7]. Moreover, linear flow theory is assumed,
i.e. the transit time difference or phase difference between upstream
and downstream waves is directly proportional to the flow speed [8].

Provided that both upstream and downstream time pulses 𝑠u(𝑡) and
𝑠d(𝑡) have the same shape but show a relative time difference, their
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cross-correlation will have a peak at a time instant that corresponds
to the delay between both signals [9]. The cross-correlation algorithm
is often implemented to measure flow speed [10–13] because it has a
low sensitivity to the random (thermal) noise occurring in the flow, the
electrical components, and the transducers in typical ultrasonic flow
meter systems [3,13].

However, the precision of cross-correlation algorithms in estimating
transit time differences is limited by factors such as the total available
bandwidth of the system, and the length and signal-to-noise ratio (SNR)
of the applied time pulses [14]. In practice, the bandwidth of the system
cannot be increased since it depends on the properties of the installed
transducers. Also, the frequency dependent amplitude behavior of the
system causes challenges in generating long coded excitations that
perform favorable with cross-correlation algorithms, e.g. chirps.

It is often implicitly assumed that during ultrasonic flow mea-
surements acoustic wave propagation is linear (this should not to be
confused with linearity of the flow speed metering). However, it is well
known from the acoustic literature that wave propagation is actually a
nonlinear phenomenon [15]. At sufficiently high pressures, nonlinear
wave propagation effects become significant and the resulting har-
monics may be recorded when these fall within the bandwidth of the
system. In practice, from each recorded time signal two versions can be
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Fig. 1. Ultrasonic (a) in-line and (b) clamp-on flow meter configuration. A liquid moves
from left to right with a flow speed 𝑣𝑚 within a pipe with an inner diameter 𝐷. The
solid red and dashed blue arrows indicate the downstream and upstream travel paths of
the acoustic beams generated by transducers A and B, respectively. Modified from [16].

extracted by filtering: one with a frequency band centered around the
fundamental (transmitted) frequency, and another one with a frequency
band centered around the second harmonic (twice the transmitted)
frequency. To the best of the authors’ knowledge, the extra frequency
band generated by nonlinear wave propagation is not used in current
ultrasonic flow meter designs.

In this paper, we will show that in a realistic flow metering system
a higher pressure in the fundamental frequency band will lead to
nonlinear wave propagation. Furthermore, we also test the hypotheses
that the second harmonic frequency band may also be used to esti-
mate the flow speed, and that this increases the total number of flow
estimates, which improves flow measurement precision. Also, we will
discuss some challenges that are imposed by applying nonlinear wave
propagation.

The paper is structured as follows. Section 2 describes the theory
and the parameters used to simulate nonlinear wave propagation in
an ultrasonic flow metering scenario. Section 3 describes and dis-
cusses experiments done to measure flow speeds of water up to 0.5m∕s
in a system showing nonlinear wave propagation. The measurement
scenario has been simulated for flow speeds up to 200m∕s, and the
obtained results are shown and discussed in Section 4. The practi-
cal usefulness of the method is discussed in Section 5. Finally, main
conclusions are summarized in Section 6.

2. Theory

In this section, linear ultrasonic flow metering theory is presented.
Moreover, the KZK equation for modeling nonlinear acoustic wave
propagation is described. In ultrasonic flow metering, acoustic waves
propagate under an angle relative to the flow direction (see Fig. 1).
In contrast, the KZK equation provides the acoustic wavefield parallel
to the propagation axis of the wave. Therefore, the assumptions and
approximations that make it possible to use the KZK equation to model
nonlinear wave propagation in an ultrasonic flow metering scenario are
also presented.
2

2.1. Linear ultrasonic flow metering

A typical configuration of a flow metering system is shown in
Fig. 1a. Two single-element transducers, in direct contact with the flow
and facing each other under a certain angle 𝜃 relative to the direction
of the flow, i.e. the pipe axis, are excited [17,18] and the transit time
of the respective upstream (𝑡𝑢) and downstream (𝑡𝑑) acoustic waves is
given by [8]:

𝑡𝑢 =
𝐷

sin 𝜃
1

𝑐0 − 𝑣𝑚 cos 𝜃
,

𝑡𝑑 = 𝐷
sin 𝜃

1
𝑐0 + 𝑣𝑚 cos 𝜃

,
(1)

where 𝐷 represents the inner diameter of the pipe, 𝑐0 represents the
small-signal sound speed of the fluid, and 𝑣𝑚 represents the flow speed.
Combining the expressions of Eq. (1), a linear relation between the flow
speed, and the transit time difference 𝛥𝑡 is obtained:

𝑣𝑚 = 𝐷
sin 2𝜃

𝑡𝑢 − 𝑡𝑑
𝑡𝑢𝑡𝑑

≈
𝑐20 tan 𝜃 𝛥𝑡

2𝐷
. (2)

In the last step a quadratic term in 𝑣𝑚 has been neglected because
it can be assumed that 𝑣𝑚 ≪ 𝑐0 (see Appendix).

2.2. Nonlinear acoustic wave propagation

Diffraction, absorption and nonlinearity effects of a beam-like wave
generated by a transducer can be simulated using the parabolic approx-
imation of the wave equation provided by the Khokhlov–Zabolotskaya–
Kuznetsov (KZK) equation. In Cartesian coordinates, the 3D-KZK equa-
tion can be expressed as:

𝜕𝑝
𝜕𝑧

=
𝑐0
2 ∫

𝑡′

−∞

(

𝜕2𝑝
𝜕𝑥2

+
𝜕2𝑝
𝜕𝑦2

)

𝑑𝑡′′ + 𝛿
2𝑐30

𝜕2𝑝
𝜕𝑡′2

+
𝛽

2𝜌0𝑐30

𝜕𝑝2

𝜕𝑡′
. (3)

In Eq. (3), 𝑝 = 𝑝(𝑥, 𝑦, 𝑧, 𝑡′) represents the acoustic pressure in
the medium, 𝑧 the axial coordinate (perpendicular to the transducer
surface), 𝑥 and 𝑦 the lateral coordinates (parallel to the transducer
surface), 𝑡′ = 𝑡 − 𝑧

𝑐0
the retarded time with 𝑡 begin the actual time,

𝛿 the diffusivity of sound of the medium, 𝜌0 the density of mass of the
medium, and 𝛽 the coefficient of nonlinearity of the medium, defined
as:

𝛽 = 1 + 𝐵
2𝐴

, (4)

where 𝐵∕𝐴 is known as the parameter of nonlinearity.
Different methods to solve Eq. (3) have been proposed [19–23].

Usually, a transformation of Eq. (3) is performed [22]:

𝑃 = 𝑝∕𝑝0, 𝜒 = 𝑥∕𝑟, 𝜓 = 𝑦∕𝑟, 𝜎 = 𝑧∕𝑑, 𝜏 = 𝜔0𝑡
′, (5)

where 𝑝0 is the maximum pressure at the surface of the transducer, 𝑑
is the characteristic range length (for which we have taken 𝑑 = 1m),
𝑟 is the characteristic transverse length (for which we have taken the
transducer aperture), and 𝜔0 is the central angular frequency of the
transmitted pressure pulse. Substituting the expressions of Eq. (5) into
Eq. (3) yields:

𝜕𝑃
𝜕𝜎

= 1
4𝐺 ∫

𝜏

−∞

(

𝜕2𝑃
𝜕𝜒2

+ 𝜕2𝑃
𝜕𝜓2

)

𝑑𝜏′ + 𝐴𝜕
2𝑃
𝜕𝜏2

+𝑁𝑃 𝜕𝑃
𝜕𝜏
, (6)

where the dimensionless coefficients 𝐺, 𝐴 and 𝑁 follow as:

𝐺 =𝑧0∕𝑑, 𝐴 =𝛼0𝑑, 𝑁 =𝑑∕𝑧̄, (7)

where 𝑧0 = 𝜔0𝑟2∕2𝑐0 represents the Rayleigh distance, 𝛼0 = 𝛿𝜔2
0∕2𝑐

3
0 is

the attenuation coefficient of the medium and 𝑧̄ = 𝜌0𝑐30∕𝛽𝜔0𝑝0 is the
plane wave shock formation distance. The first term at the right-hand
side of Eq. (6) accounts for diffraction, the second term for absorption,
and the third term for nonlinear behavior of the acoustic wave.

Here, the time-domain numerical approach developed by [22] to
solve Eq. (6) was implemented.



Ultrasonics 116 (2021) 106476J. Massaad et al.
2.2.1. Modeling assumptions and approximations
The propagation speed of a progressive nonlinear wave, propagating

in the 𝑧-direction in a medium without flow is given by [15] as:
𝑑𝑧
𝑑𝑡

= 𝑐0 + 𝛽𝑢, (8)

where 𝑢 is the particle velocity, i.e. the velocity of the medium due to
the acoustic wave. Substituting Eq. (4) into Eq. (8), we get:
𝑑𝑧
𝑑𝑡

= 𝑐0 +
(

1 + 𝐵
2𝐴

)

𝑢 =
(

𝑐0 +
𝐵
2𝐴

𝑢
)

+ 𝑢. (9)

As reported in [15], assuming an isentropic (i.e. adiabatic) fluid, the
term in parenthesis at the right-hand side of Eq. (9) is the large-signal
sound speed of the medium, 𝑐, so:
𝑑𝑧
𝑑𝑡

= 𝑐 + 𝑢. (10)

Here we see that the propagation speed of the nonlinear wave is
the sum of the large-signal sound speed and the motion of the medium
induced by the acoustic wave. The latter can be compared to the ‘wind
effect’ in outdoor sound propagation. In this work, we assume that
the flow speed 𝑣𝑚 adds linearly to the ‘wind effect’ term, so the total
propagation speed of the wave is given by:
𝑑𝑧
𝑑𝑡

= 𝑐 + 𝑢 + 𝑣𝑚 cos 𝜃 = (𝑐0 + 𝑣𝑚 cos 𝜃) + 𝛽𝑢, (11)

where 𝜃 represents the angle of propagation of the acoustic beam
relative to the direction of the flow (i.e. the pipe axis). Comparison
of Eqs. (8) and (11) shows that the flow of the medium can be
accounted for by adding a correction term to the small-signal sound
speed of the medium.

2.2.2. Simulation settings
The following medium parameters were considered for the simula-

tion of nonlinear wave propagation in water: 𝜌0 = 1000 kg∕m3, 𝛼0 =
0.002 dB∕MHz.cm, and 𝛽 = 3.5. To account for the flow of the medium,
the small-signal wave speed of the medium was taken to be:

𝑐′0 = 1500m/s ∓ 𝑣𝑚 cos 𝜃, (12)

with 𝜃 = 45◦ being the angle of the transducer axis relative to the
flow direction. Furthermore, upstream and downstream wave propaga-
tion was considered by either taking the − or the + sign, respectively,
in Eq. (12).

As source signature, a 5-cycle Gaussian-modulated sine wave, with
a center frequency of 𝑓0 = 2.3MHz, was used. Moreover, a spatial
discretization of 𝛥𝜎 = 0.06 (equivalent to ≈10 points per wavelength)
was defined and found to be sufficient to discard potential numerical
dispersion effects in the solution of the KZK equation.

Considering a rectangular transducer aperture, the range of validity
of the implemented solution of the KZK equation was reported in [24]:

𝑧 >

√

𝑎2 + 𝑏2
2

(

𝑘

√

𝑎2 + 𝑏2
2

)1∕3

, (13)

where 2𝑎 and 2𝑏 are the dimensions of the rectangular aperture, and
𝑘 represents the wavenumber. Here we have chosen a transducer
aperture of 12mmx16mm, which is equal to our design of a transducer
for generating nonlinear waves in an ultrasonic flow meter. In this
case, the range of validity of the KZK equation starts at a depth of
𝑧 > 29.8mm. For a pipe with an inner diameter of 𝐷 = 40mm,
the implementation of [22] for solving the KZK equation is valid for
simulating the ultrasonic flow measurement in the setting of Fig. 2.

3. Experimental study

3.1. Flow setup

A custom-made flow loop was built and filled with water (Fig. 2).
Moreover, a custom flow sensor was built. It consisted of two single-
element transducers (V382, Olympus, Tokyo, JP) with a diameter of
3

Fig. 2. Our custom-made flow loop for ultrasonic flow measurements. The custom-
made flow sensor is installed in an acrylic pipe with an inner diameter of 40mm. Flow
moves through the sensor from left to right.

12.7mm, a center frequency of 𝑓𝑐 = 3.5MHz, and a −6 dB bandwidth
between 2.24 − 4.42MHz. The transducers were placed 45◦ relative to
the axis of a pipe with an inner diameter of 𝐷 = 40mm. Furthermore,
a gear pump was used to hold-off air bubbles within the loop during
flow measurements, because bubbles would have an adverse scattering
effect on the ultrasound waves. With this configuration, it was possible
to achieve flow speeds up to 𝑣𝑚 = 0.5m∕s. Flow speed was also mea-
sured by a reference ultrasonic flow meter (Optosonic 3400, KROHNE
Nederland B.V., Dordrecht, NL).

3.2. Data acquisition

A 5-cycle Gaussian-modulated sine wave with a center frequency of
𝑓𝑐 = 2.3MHz and a peak-to-peak voltage of 0.6V was generated using
an arbitrary waveform generator (AWG; Agilent 33521 A, Keysight
Technologies, Santa Rosa, CA, USA), and amplified by a 50 dB amplifier
(2100L RF Amplifier, Electronic Navigation Industries, Rochester, NY,
USA), to achieve a signal with a peak-to-peak voltage of 180V. For
larger voltages, nonlinearities of the electronic equipment were no
longer negligible. The amplified signal was directed to a custom printed
circuit board (PCB) that was built to perform a fast 50ms switching
between upstream and downstream flow measurements. The same
amplified signal was also directed to an attenuator (Bench Top Atten-
uator, JFW Industries Inc., IN, USA) and then recorded simultaneously
with the received signal by an acquisition card (M3i.4142 Spectrum
Instrumentation GMbH, Großhansdorf, DE).

Five flow speeds were measured, and 1000 upstream and down-
stream signal pairs were recorded for each considered speed.

3.3. Signal processing

A flowchart of the signal processing algorithm developed to extract
transit time differences is shown in Fig. 3, which includes the filtering
of the bandwidth around the fundamental (𝑓1 = 2.3MHz) and second
harmonic (𝑓2 = 4.6MHz) of the recorded signals. This processing
scheme was implemented on the 1000 upstream–downstream signal
pairs recorded for each flow speed. Finally, an average transit time dif-
ference was estimated from the fundamental frequency band (1000𝛥tf1
values), the second harmonic frequency band (1000𝛥tf2 values), and
the combined fundamental and second harmonic bands (1000𝛥tf1 and
1000𝛥tf2, i.e. 2000 values).

3.4. Results and discussion

A typical measured signal is shown in Fig. 4a. Furthermore, the
magnitude of its Fast Fourier Transform (FFT) in Fig. 4b clearly shows a
second harmonic component centered at 4.6MHz generated by nonlin-
ear wave propagation, with an amplitude approximately 24 dB below
that of the fundamental component. If the fundamental frequency is
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Fig. 3. Signal processing scheme implemented to extract transit time difference
from the 1000 upstream–downstream measured time signal pairs recorded for each
considered flow speed.

Fig. 4. (a) A measured nonlinear time signal during flow measurements (blue), as well
as its fundamental (red) and second harmonic (green) components. (b) Magnitude of
the Fast Fourier Transform (FFT) applied on the time signal shown in (a).
4

Fig. 5. (a) Measured linear relation between transit time difference and flow speed,
for both the fundamental and the second harmonic of the time signals. (b) Standard
deviations of the computed transit time differences for the fundamental, the second
harmonic, and their combination.

chosen in the lower part of the frequency band of the transducer, the
second harmonic frequency could be recorded in the upper part of
the frequency band of the same transducer. This approach has been
followed for our measurements.

For upstream and downstream time signals related to the second
harmonic, the only non-reciprocal factor was the flow speed. Thus,
regardless of their difference in amplitude and in transit time of the
second harmonic components relative to the unfiltered time signals,
it was expected for their relative transit time difference (𝛥tf2) to be
similar to that associated with the fundamental components (𝛥tf1). This
approach has been followed for our measurements. Results in Fig. 5a
show that the transit time differences computed from the second har-
monic are indeed similar to those of the fundamental. Therefore, when
both estimates are used, the standard deviation of the flow estimate
becomes lower than the one obtained using only the fundamental or
the second harmonic, as confirmed by Fig. 5b. The linear fit on the
measured data reported a coefficient of determination of 𝑅2 = 0.9999.

In ultrasonic flow metering of high flow speeds, i.e. when 𝑣𝑚 is
comparable to 𝑐, the upstream and downstream effective wave speeds
are different, as seen from Eq. (11). Therefore, it is expected that
each signal would distort differently relative to the other. Moreover,
the quadratic term discarded in Eq. (2) may no longer be omitted
(see Appendix), and the transit time difference estimations would not
follow the expected linear trend with flow speed observed in Fig. 5a.
Since it was not possible to achieve higher flow speeds in our flow loop,
nonlinear wave propagation simulations were performed to cross-check
the linear results of Fig. 5a, and to study the effect of very high flow
speeds on transit time difference estimations.

4. Simulation study

In the simulations, the parameter 𝑝0 had to be chosen properly to
achieve a good correspondence between the measured and simulated
pressures. The value of this parameter was determined by comparing
the magnitude of the FFT of a measured time signal with that of a
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Fig. 6. Magnitude of the FFT performed on received signals for the measured (blue)
and simulated (red) waveforms, for the simulation parameter 𝑝0 = 0.2MPa that gives
the best overlap.

Fig. 7. Simulation results of transit time difference as a function of flow speed, as
obtained from the fundamental (dots) and the second harmonic (circles). The black
line represents the theoretical nonlinear relation between both quantities, given by
Eq. (A.7).

simulated one. The best possible overlap of both spectra was achieved
with a value of 𝑝0 = 0.2MPa (Fig. 6).

Using this value and the previously defined simulation parameters,
low and high flow speed scenarios were simulated. In view of the
considered pipe diameter and the flow speeds able to be reached with
our flow loop, values of 𝑣𝑚 > 0.5m∕s were labeled as high flow speeds.

4.1. Low flow speeds

Five flow speeds between 𝑣𝑚 = 0.1m∕s and 𝑣𝑚 = 0.5m∕s were con-
sidered, which covers the range of the measurements in Fig. 5a. After
applying the same signal processing scheme as for the measurements,
similar results were obtained (see Fig. 7). The transit time differences
estimated using cross-correlation, and the flow speeds computed via
Eq. (A.7) reported deviations (relative errors) from the theoretically
expected values of less than 0.04% (see Fig. 8).

4.2. High flow speeds

When the flow speed is of the same order of magnitude as the
small-signal sound speed, it is be expected from Eq. (12) that the
upstream and downstream waves will undergo a different amount of
nonlinear deformation. The question would then be whether Eq. (A.7)
still holds for the fundamental and the second harmonic. To simulate
this scenario, flow speeds of 6m∕s, 10m∕s, 50m∕s, 100m∕s, 150m∕s and
200m∕s were considered.

Similarly to the scenario of low flow speeds, the transit time dif-
ferences estimated via cross-correlation and the computed flow speeds
using Eq. (A.7) reported comparable deviations, which were also below
0.04% (see Fig. 8). Due to the nonlinear relation between Δt and 𝑣 ,
5

𝑚

Fig. 8. Relative error between theoretically expected values and those extracted from
(a) the fundamental and (b) the second harmonic band of the time signals obtained
from KZK simulations. Blue bullet points and red circles represent the errors of the
transit time difference and the flow speed, respectively.

the error in the flow speed for the highest considered value (i.e. 𝑣𝑚 =
200m∕s) is slightly lower than the error in the transit time difference.

Furthermore, it was also observed that for increasing flow speed, the
nonlinear distortion increases for the upstream wave and decreases for
the downstream wave (see Fig. 9, particularly the increase (decrease)
in the magnitude of the Fourier spectra associated to the upstream
(downstream) time signals obtained when considering 𝑣𝑚 = 200m∕s,
relative to their spectra when considering low flow speeds). We thus see
that this effect is non-reciprocal for upstream and downstream signals.

4.3. The effect of nonlinear wave propagation

Already from Fig. 8 it may be interpreted that the nonlinearity due
to wave propagation has an insignificant contribution in the discrep-
ancy of Δt and 𝑣𝑚 with the ground truth. Nevertheless, we performed
KZK simulations considering the same range of flow speeds, an initial
pressure of 𝑝0 = 0.2 kPa (i.e. 1000x smaller than in previous simula-
tions), and did not consider the nonlinear term of Eq. (3). As expected,
the obtained errors in Δt and 𝑣𝑚 were comparable to those shown in
Fig. 8a.

5. Discussion

Nonlinear wave propagation applied to ultrasonic flow measure-
ments is beneficial because the second harmonic upstream and down-
stream signals provide additional flow speed estimations that can in-
crease the precision of the measurement. However, nonlinear propaga-
tion is non-reciprocal for upstream and downstream waves at nonzero
flow because these experience a different wave speed. This becomes
manifest when the flow speed cannot be considered small relative to the
small-signal sound speed. Moreover, for these higher flow speeds linear
flow theory, i.e. the linear relation between transit time difference Δt
and flow speed 𝑣𝑚 given in Eq. (2), no longer holds.

Next, we further elaborate on the limitations of the method pre-
sented in this paper, and also discuss how it could be implemented in
practice.
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Fig. 9. Simulated upstream and downstream nonlinear time signals considering flow
speeds of (a) 𝑣𝑚 = 0.5m∕s and (b) 𝑣𝑚 = 200m∕s. (c) Magnitude of the Fourier spectra
of the signals shown in (a) and (b).

5.1. Transit time difference between non-reciprocally distorted signals

Cross-correlating two signals, e.g. an upstream and a downstream
flow measurement, to estimate their transit time difference is usually
performed under the assumption that the correct arrival time difference
is obtained, provided both signals have the same shape. This is not
generally true, though, as may be demonstrated by the case of nonlinear
wave propagation.

In a practical situation, the recorded signals will always show a
reciprocal time shift between the fundamental and the second har-
monic. This will be caused by the frequency dependent phase behavior
of the receiving transducer and the electronics. Using the whole re-
ceived waveform (i.e. the one that contains both the fundamental
and the second harmonic bandwidth) in a cross-correlation approach
will in theory make the transit time difference between upstream
and downstream signals dependent on this time shift. This unwanted
dependence is caused by the cross-correlation between the downstream
fundamental and the upstream second harmonic, as well as the cross-
correlation between the upstream fundamental and the downstream
second harmonic. The effect causes an error in the transit time dif-
ference. However, if we perform the cross-correlation between the
separate downstream and upstream fundamental or the separate down-
stream and upstream second harmonic, the time shift between funda-
mental and second harmonic will not play a role, and both correlation
results will show the exact transit time difference between upstream
and downstream signals.
6

As we observed from our measurements, the amplitudes associated
to the second harmonic are about 16 times smaller than the amplitudes
associated to the fundamental (see Fig. 4a). On the one hand, this
makes that by keeping the fundamental and second harmonic together,
the above error was not noticeable even for high flow speeds (𝑣𝑚 =
200m∕s) for which the waveform distortion is different for upstream
and downstream signals. On the other hand, we also did not see that
the larger spectrum yields a better result. In fact, the reported flow
speed values were very similar to those reported for the fundamental
bandwidth.

5.2. SNR and standard deviation

In most acoustic flow measurement systems, the signal-to-noise
ratio (SNR) is limited by the thermal noise of the transducers and the
electronic components. Because the fundamental and second harmonic
frequency bands do not overlap, the noise in these frequency bands
can be considered as being uncorrelated. Moreover, the transit time
difference between upstream and downstream fundamental signals is
the same as the transit time difference between the second harmonic
signals. This also holds when there is a reciprocal time shift between
the fundamental and second harmonic signals. The foregoing implies
that separation of the fundamental and the second harmonic signals
effectively doubles the amount of data, and although the second har-
monic signal has a lower SNR than the fundamental signal, adding
the second harmonic data will improve the measurement precision, as
demonstrated in this paper. Because of the lower SNR of the second
harmonic, the precision will not increase by

√

2, and it is still up
for debate how much precision is gained by addition of measurement
points derived from the second harmonic. To answer this question, the
trade-off between the SNR of the fundamental and that of the second
harmonic should be investigated in more detail to further delineate the
conditions under which useful flow measurements may be performed
with separate consideration of the second harmonic.

At high flow speed conditions, the flow-related noise also becomes
significant, which ultimately reduces the SNR of the received signal
and thus, limits the usefulness of the second harmonic. Moreover, the
flow may partially or entirely ‘‘wash-up’’ the beam and also modify its
trajectory during propagation, making it difficult to measure it or even
identify it upon reception.

Given that the standard deviation of an acoustic measurement is
proportional to the available system bandwidth and the length of the
pulse [25], it could be argued that, instead of using the fundamental
and second harmonic in a system with nonlinear wave propagation,
spikes or chirps could be used in a linear system to achieve the
same standard deviation. However, the inherently limited bandwidth
of ultrasound transducers and a further bandwidth reduction caused
by the frequency content of the flow noise and the attenuation of
the medium [26], make it challenging to achieve broadband input
signals such as spikes (e.g. a Dirac 𝛿 pulse) or chirps in practice. Also,
it becomes challenging to produce a chirp with practical amplifiers
that always show some degree of nonlinear behavior and a frequency-
dependent amplification factor. Furthermore, for such amplifiers the
complexity, and therefore the cost, is proportional to the bandwidth.

5.3. Practical implementation

Generally, there is a high difference between the acoustic
impedance of the transducer and the flowing medium, especially in a
gas flow metering setting [27]. Therefore, the main practical measure
being taken to achieve the required SNRs, is to increase the input
voltage on the transducers [28]. By doing so, the amplitude of the
fundamental could increase to such a level that a second harmonic is
generated due to nonlinear wave propagation. As a consequence, more
information is retrieved with the same transducers, provided these have
sufficient bandwidth to record both the fundamental and the second
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harmonic. It is also important to mention that, in contrast to liquid
flow, practical flow speeds achieved during gas flow metering may
reach values in the same order of magnitude as the sound speed and,
thus, upstream and downstream signals may deform very differently.

Ultrasonic flow meters are designed for the most attenuating liq-
uid/gas that can be expected in the pipeline. Therefore, in less extreme
situations, the electric system of the sensor is actually overdimensioned
and, within the typical safety limits, is able to provide increased
amplitudes of the fundamental that will induce significant nonlinear
wave propagation. Hence, in practice it seems feasible and beneficial
to use nonlinear wave propagation to extract more information from
the measurements and thus achieve more precise flow estimates than
with the fundamental signal alone.

Finally, even though the idea presented here has been implemented
with in-line flow meters, considering the same assumptions, it could be
implemented in clamp-on flow meters as well.

6. Conclusion

In this paper, we have introduced a method to employ nonlinear
wave propagation for measuring flow speed in liquids. Using nonlinear
wave propagation, the number of flow estimates per measurement, and
thus the measurement precision, can be increased. At low flow speeds,
good agreement was obtained between measurements and simulations.
At high flow speeds, the simulations showed a deviation from the
linear relation between the transit time difference and the flow speed,
which was caused by the nonreciprocal behavior of the upstream and
downstream nonlinear waves.

Declaration of competing interest

The authors declare that they have no known competing finan-
cial interests or personal relationships that could have appeared to
influence the work reported in this paper.

Acknowledgments

This work is part of the research programme FLOW+, which is
financed by the Dutch Technology Foundation STW, The Netherlands
(project 15031) and industrial partners Bronkhorst, The Netherlands
and KROHNE, The Netherlands.

Appendix. Derivation of the equation for the flow speed — linear
and nonlinear version

In an in-line flow meter, the upstream and downstream transit times
are:

𝑡𝑢 =
𝐷

sin 𝜃
1

𝑐0 − 𝑣𝑚 cos 𝜃
,

𝑡𝑑 = 𝐷
sin 𝜃

1
𝑐0 + 𝑣𝑚 cos 𝜃

.
(A.1)

We can combine these expressions into:
1
𝑡𝑑

− 1
𝑡𝑢

=
𝑡𝑢 − 𝑡𝑑
𝑡𝑢𝑡𝑑

= sin 𝜃
𝐷

(𝑐0 + 𝑣𝑚 cos 𝜃 − 𝑐0 + 𝑣𝑚 cos 𝜃)

= 2 sin 𝜃 cos 𝜃
𝑣𝑚
𝐷

= sin 2𝜃
𝑣𝑚
𝐷
,

(A.2)

from which it follows that:

𝑚 = 𝐷 𝑡𝑢 − 𝑡𝑑 = 𝐷 𝛥𝑡 . (A.3)
7

sin 2𝜃 𝑡𝑢𝑡𝑑 sin 2𝜃 𝑡𝑢𝑡𝑑
However, this does not yet give a linear relation between the flow
speed 𝑣𝑚 and the transit time difference 𝛥𝑡, because 𝑡𝑢𝑡𝑑 still depends
n 𝑣𝑚:

𝑡𝑢𝑡𝑑 =
( 𝐷
sin 𝜃

)2 1
(𝑐0 − 𝑣𝑚 cos 𝜃)(𝑐0 + 𝑣𝑚 cos 𝜃)

=
( 𝐷
sin 𝜃

)2 1
𝑐20 − 𝑣

2
𝑚 cos2 𝜃

.
(A.4)

.1. Low flow speed

If 𝑣𝑚 ≪ 𝑐0, we can neglect the 𝑣2𝑚 cos2 𝜃 term in the denominator of
q. (A.4), and substitution into Eq. (A.3) then yields:

𝑚 = 𝐷
sin 2𝜃

( sin 𝜃
𝐷

)2
𝑐20𝛥𝑡 =

𝑐20 tan 𝜃
2𝐷

𝛥𝑡, (A.5)

which is the linear relation between 𝑣𝑚 and 𝛥𝑡 given in Eq. (2) of
he main text.

.2. Large flow speed

If 𝑣𝑚 ≪ 𝑐0 no longer holds, we can directly substitute Eq. (A.4) into
q. (A.3) and obtain:

𝑣𝑚 = 𝐷
sin 2𝜃

( sin 𝜃
𝐷

)2
𝛥𝑡(𝑐20 − 𝑣

2
𝑚 cos2 𝜃)

= tan 𝜃
2𝐷

𝛥𝑡(𝑐20 − 𝑣
2
𝑚 cos2 𝜃).

(A.6)

The inverse of this relation is:

𝑡 = 2𝐷
tan 𝜃

𝑣𝑚
𝑐20 − 𝑣

2
𝑚 cos2 𝜃

. (A.7)

Eqs. (A.6) and (A.7) are nonlinear relationships between 𝑣𝑚 and 𝛥𝑡.
The solutions for 𝑣𝑚 are:

𝑣𝑚 = 𝐴(−1 ±
√

1 + 𝐵), (A.8)

with:

= 2𝐷
sin 2𝜃𝛥𝑡

, (A.9)

𝐵 =
(

𝑐0𝛥𝑡 sin 𝜃
𝐷

)2
. (A.10)

For the physically valid solution, we have chosen the + sign in
Eq. (A.8).
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