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a b s t r a c t 

Improving energy system modeling capabilities can directly affect the quality of applied studies. However, some 
modeling trade-offs are necessary as the computational capacity and data availability are constrained. In this 
paper, we demonstrate modeling trade-offs resulting from the modification in the resolution of four modeling 
capabilities, namely, transitional scope, European electricity interconnection, hourly demand-side flexibility de- 
scription, and infrastructure representation. We measure the cost of increasing resolution in each capability in 
terms of computational time and several energy system modeling indicators, notably, system costs, emission 
prices, and electricity import and export levels. The analyses are performed in a national-level integrated energy 
system model with a linear programming approach that includes the hourly electricity dispatch with European 
nodes. We determined that reducing the transitional scope from seven to two periods can reduce the computa- 
tional time by 75% while underestimating the objective function by only 4.6%. Modelers can assume a single 
European Union node that dispatches electricity at an aggregated level, which underestimates the objective func- 
tion by 1% while halving the computational time. Furthermore, the absence of shedding and storage flexibility 
options can increase the curtailed electricity by 25% and 8%, respectively. Although neglecting flexibility options 
can drastically decrease the computational time, it can increase the sub-optimality by 31%. We conclude that 
an increased resolution in modeling flexibility options can significantly improve the results. While reducing the 
computational time by half, the lack of electricity and gas infrastructure representation can underestimate the 
objective function by 4% and 6%, respectively. 
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Increasing the share of VRES is one of the pathways to meet long-
erm decarbonization targets. As the share of VRES increases, the fine
emporal resolution and detailed technological representation of ESM
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em increases the need for analyzing sector coupling technologies such
s P2Heat, P2Gas [1] , P2Hydrogen [2] , P2Chemicals, and P2Mobility
3] . Moreover, centralized or decentralized [4] infrastructural con-
traints can considerably affect long-term energy system planning [5] . 

Optimization ESMs have been used extensively in the energy model-
ng community, focusing either on the planning or operational aspects
f the energy system. However, high temporal granularity (e.g., hourly
ime steps) and operational details (e.g., ramping constraints) are usu-
lly neglected in these long-term energy system models [6] . Therefore,
hey cannot adequately address operational constraints for long-term
lanning problems; for instance, the effect of flexibility options on en-
rgy system investment decisions. 

The analysis of flexibility options in the energy system requires
nhanced modeling capabilities. However, enhancements can be con-
trained by several factors, such as data availability and computational
apacity. Consequently, based on the focus of the model, modelers
ave to make various simplifications in parameters such as the tem-
oral resolution, technological details, spatial constraints, and underly-
ng methodology. These simplifications can have a substantial impact
n the energy system analysis in terms of feasibility and sub-optimality
f results and calculation times. Therefore, a modeling trade-off should
e made to maintain the balance between available resources and the
equired accuracy of the results. 

Although several studies have investigated energy system modeling
rade-offs, each of them neglects some energy system parameters that
an affect the results. For instance, one study shows that increasing the
emporal resolution in a power system model with high penetration
f intermittent renewables can result in increased power system costs
7] . Similarly, another study shows a substantial reduction in baseload
ower investment as the temporal resolution increases from coarse time
lices to hourly [8] . Another realizes the spatial trade-offs in power sys-
em modeling [9] . However, these studies neglect the interdependencies
f the power system and other energy sectors. Another study quantifies
he impact of improving the temporal resolution and operational details
or varying penetration levels of intermittent renewable energy sources
IRES) [10] . However, it disregards the grid and cross-border trade. An-
ther study illustrates the impact of temporal resolution on the share
f renewables and CO 2 emissions using three different energy models
11] ; however, it neglects the interconnection with neighboring nodes
nd countries. Other studies show that the absence of operational con-
traints in an energy system model underestimates wind curtailment and
verestimates baseload plants [12] ; however, it links a power system
odel with an energy system model by soft-linking method, neglecting

eal-time energy system interdependencies. 
The novelty of this study lies in the quantification of some model-

ng trade-offs by employing an applied energy system model that cov-
rs the mentioned gaps, namely, covering all energy sectors, including
rid infrastructure, and integrating a transnational linear power system
epresentation that includes cross-border trade. We apply a reference
cenario of the Netherlands as a case study, while the results can be
nterpreted for other similar national energy systems. 

We use the IESA-Opt model, which is part of the IESA modeling
ramework [13] and can be used to quantify the value of flexibility
n long-term energy system analysis. Among all the modeling capabili-
ies of IESA-Opt, four are discussed in this paper. First, the transitional
cope (i.e., multi-period solve) allows the incorporation of multi-period
actors such as technological lifetime, decommissioning, technological
earning, and efficiency improvements, in energy models. At the ex-
ense of a higher computational load, the transitional model enables
athway conclusions to be drawn, such as optimal periods to invest in
ertain technologies. Second, integrating European electricity dispatch
ith the national ESM provides cross-border trade flexibility at hourly

ime-steps. Several national ESMs represented the power generation sec-
or of neighboring countries by including their dispatch decisions (e.g.,
14] ). In highly interconnected systems (e.g., northwest Europe), ne-
lecting cross-border trade or having a static representation of cross-
2 
order flows can lead to inaccurate technology portfolio and system
ost estimates [15] . Third, a detailed description of flexibility options
t hourly time-steps is necessary for modeling the integration of high
hares of VRES [16] . Moreover, modeling all energy system flexibility
ptions such as P2Heat, P2Mobility, P2Liquid, and P2Gas is necessary
o accurately estimate energy storage needs [17] . IESA-Opt includes a
etailed list of flexibility options (fully described in Table 4 ) divided
nto six main groups: flexible CHPs (11 technologies), shedding (6 tech-
ologies), demand response (2 technologies), storage (3 technologies),
mart charging (3 technologies), and V2Grid (1 technology). Finally, the
nclusion of infrastructural constraints allows the system to account for
nfrastructure development costs. The existing infrastructure is not fully
ompatible with a low-carbon energy system mainly due to the lack of
CUS and hydrogen networks [18] . All four capabilities can have major
ffects on the long-term planning of the energy system. 

This study aims to measure the cost of increasing resolution in each
odeling capability in terms of computational time and energy system
odeling indicators, notably, system costs, emission prices, electricity

eneration, and import and export levels. 
With this aim, in Section 2, we provide a brief introduction to the

odel, followed by the reference scenario description in Section 3. Then,
n Section 4, we generate several cases for each of these four capabilities.
ection 5 demonstrates the impact of enabling and disabling each of
hese capabilities on system configuration indicators. Finally, we draw
 conclusion on modeling choices for a low-carbon energy system based
n project aims and available computational resources. 

The model’s source code, along with its database and all the results,
s accessible through the online portal of the model [19] . 

rief introduction to the IESA-Opt model 

This open-source national model uses the linear programming (LP)
ethod to simultaneously optimize the short-term hourly operation and

ong-term 5-year interval planning problems from 2020 to 2050. The
odel includes multi-period techno-economic data of more than 700

echnologies, in which 335 technologies represent all energy sectors
f the Netherlands (as well as key cross-sectoral technologies such as
2Heat, P2Gas, P2Hydrogen, P2Liquids, P2Mobility, and V2Grid), and
65 technologies represent the electricity dispatch of EU countries in
0 nodes. The model accounts for emissions from non-energy sources
uch as enteric fermentation, fertilizers, manure management, and re-
rigeration fluids, as well as emissions from energy sources divided into
ational and European ETS, and non-ETS emissions. The energy infras-
ructure is modeled in ten networks for different pressures of natural gas,
ydrogen, CCUS, and heat, and different voltage levels of electricity. 

The main goal of IESA-Opt is to quantify the cost-optimal path for an
ntegrated energy system transition towards a highly decarbonized fu-
ure in which country-specific emission reduction targets are met. In ad-
ition, the model must be able to select from a very rich technology pool
f options and be able to deal with the operational complexity of VRES.
his means that the tool output consists of two main components. First,
he optimal planning of the technology stocks that the system requires
o satisfy economic activities in the transitional period. Second, the op-
imal intra-year operation of such a technological stock. This interaction
etween the short- and long-term decisions at an integrated level for the
ntire energy system makes it possible to simultaneously provide high
emporal and technological granularities, which is the main contribu-
ion of the model to the scientific sphere. 

IESA-Opt uses the LP approach and saves the computational capacity
or increasing temporal and technological details of the energy system.
onventional large-scale long-term planning energy system models fre-
uently use LP methodology to avoid excessive computational loads. Op-
rational energy system models, especially power system models, tend
o employ mixed-integer linear programming (MILP) methodology to
ccount for binary or integer variables such as investment and unit-
ommitment decisions. The choice of LP over MILP methodology can



A. Fattahi, M. Sánchez Diéguez, J. Sijm et al. Advances in Applied Energy 1 (2021) 100009 

Fig. 1. Conceptual framework of the IESA-Opt model. 
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onsiderably reduce the computational time while having a negligible
mpact on the modeling results, especially in energy systems with high
hares of VRES [20] . The computational time of the LP formulation can
e significantly lower than that of the MILP approach while providing
elatively high precision in modeling relevant flexibility options [21] . 

The conceptual representation of IESA-Opt is illustrated in Fig. 1 . The
odeling framework differentiates between driver activities and energy

ctivities. Driver activities indicate the energy demand in the system
e.g., the production of steel or the use of passenger cars), while energy
ctivities correspond to specific forms of energy carriers (e.g., electricity
r hydrogen). The model requires the projected volumes of the driver
ctivities as input to endogenously determine the optimal portfolio of
echnologies to meet the energy demand. 

eference scenario 

To facilitate the analysis of the impact of considering detailed Euro-
ean interconnectivity, cross-sectoral flexibility, and infrastructure rep-
esentation in IESA-Opt, the reference scenario used for this paper fo-
uses on the adoption of a large share of VRES to produce electricity.
ere, we present a brief description of the reference scenario, including

he Netherlands’s energy demand and seasonal and daily power loads of
U nodes in 2050. 

cenario storyline 

The projected development and part of the resource costs are ex-
racted from JRC’s POTEnCIA central scenario for the Netherlands [22] ,
rawn accordingly with GDP growth rates presented in the 2018 age-
ng report [23] . Such projections lean towards business-as-usual eco-
omic development, which would fall within the narrative of the second
hared socioeconomic pathway (SSP2) [24] . The costs of biomass were
xtracted from the reference storyline of the ENSPRESO database [25] ,
s well as most of the considered potentials for renewable technologies
n the Netherlands. 
3 
The environmental policy landscape of the Netherlands is presented
y the Dutch government in the National Energy and Climate Plan
NECP) [26] and sets targets of 49% and 95% emission reductions for
030 and 2050, respectively, as compared with 1990 levels. Further-
ore, there seem to be no short or mid-term plans to further expand
uclear power and it will most probably disappear from the energy mix
fter 2033 [27] . In addition, the climate agreement voids the use of coal
or power generation after 2030, although it is not yet fully clear if it
ill be allowed in combination with CCUS. Therefore, coal power plants
re not allowed after 2030 in the scenario, while investment in coal with
CUS remains an option. 

The technology-specific parameters refer to the activity inflows and
utflows of each technology (energy or commodity balance) and the
ost levels of the technologies (investment, fixed operational, and vari-
ble operational costs). The reference scenario uses data from central
cenario descriptions of different sources. Most of the technologies de-
cribed in IESA-Opt are based on the reference scenario of the ENSYSI
odel [28] , where low-carbon technologies experience a learning rate

f at most 20%. Technology data projections of the transport sector are
btained from the POTEnCIA central scenario [22] . In addition, data
rojections for technologies such as P2Liquid alternatives, electrolyz-
rs, and direct-air-capture units are obtained from TNO’s technology
actsheets [29] . The complete technology data assumptions, as well as
he link to the sources, can be found in the online portal of the model. 

As IESA-Opt dispatches electricity for the entire EU, the climate tar-
ets of EU member states’ power systems can also influence national
ower system development. Member states must cope with EU targets,
ut further voluntary contributions might vary, and such a variety of
esponses might strongly influence the outcome of the model, as the
evel of discrepancy in national policies might result in price differ-
nces and therefore highly imbalanced import and export flows. To cope
ith this, the reference scenario considers EU generation assets from the
AF 2016, and the sustainable transition scenario runs until 2035 [30] ,
hich is then complemented with updated data from the national trends
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Table 1 

Activity volumes considered in the reference scenario. 

Sector Driver Units 
Values 

Source 2020 2030 2040 2050 

General Heat degree days [HDD] 2900 2800 2700 2600 [32] 

Residential Appliances electricity demand [PJ] 66.0 68.7 70.6 71.8 [33] 

Number of houses [Mhouses] 8.2 8.8 9.2 9.6 [ 33 , 28 ] 

Services Appliances electricity demand [PJ] 138.4 137.6 138.9 143.9 [33] 

Used space [Mm 

2 ] 513.0 538.7 554.5 559.1 [33] 

Agriculture Appliances electricity demand [PJ] 29.0 30.2 31.2 32.6 [33] 

Heat demand for horticulture [PJ] 106.9 111.2 115.4 123.0 [ 33 , 28 ] 

Heat demand for agriculture [PJ] 8.4 8.7 9.0 9.6 [ 33 , 28 ] 

Machinery consumption [PJ] 27.1 27.8 28.5 30.2 [33] 

Industry Steel production [Mton] 6.9 6.7 6.8 7.3 [33] 

Aluminum production [Mton] 0.2 0.2 0.2 0.2 [ 33 , 28 ] 

Ammonia production [Mton] 3.2 3.4 3.6 3.8 [34] 

High value chemicals production [Mton] 8.5 9.4 9.7 10.0 [ 33 , 28 ] 

Other ETS chemical industry [Index] 1.1 1.3 1.4 1.7 [ 33 , 28 ] 

Other ETS industry [Index] 1.0 1.1 1.1 1.2 [ 33 , 28 ] 

Other non-ETS industry [Index] 1.0 1.0 1.0 1.0 [ 33 , 28 ] 

Machinery consumption [PJ] 24.5 27.4 28.6 29.4 [33] 

Waste Waste incineration [Mton] 7.6 9.1 10.6 12.3 [ 33 , 28 ] 

Waste sewage [PJ] 3.7 4.3 4.9 5.6 [28] 

Waste landfill [PJ] 0.4 0.0 0.0 0.0 [28] 

Transport Motorcycles [Gvkm] 5.1 5.8 6.5 7.2 [33] 

Passenger cars [Gvkm] 103.4 107.0 111.7 117.4 [33] 

Light-duty vehicles [Gvkm] 21.2 24.3 27.4 32.3 [33] 

Heavy-duty vehicles [Gvkm] 7.0 7.4 7.8 8.8 [33] 

Buses [Mvkm] 617.2 606.0 616.1 650.6 [33] 

Rail [Mvkm] 168.7 195.2 221.1 231.9 [33] 

Intra-EU aviation [Mvkm] 211.5 264.2 344.5 432.2 [33] 

Extra-EU aviation [Mvkm] 668.5 740.5 794.0 848.2 [33] 

Inland-domestic navigation [Mvkm] 54.6 70.1 81.0 92.8 [33] 

International navigation [Mvkm] 112.9 124.7 135.3 146.3 [33] 

Power EU EU electricity demand [EJ] 11.7 11.8 12.0 11.9 [30] 
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YNDP scenario 2020 for the year 2040 [31] . Based on this configura-
ion, we then run a highly decarbonized capacity expansion plan for all
f Europe for the years 2040, 2045, and 2050 to ensure that the EU’s
ssets are aligned with the Netherlands’ assets. In this way, we avoid
ighly unbalanced electricity import and export situations due to mod-
ling discrepancies. 

nergy demand in the Netherlands 

The energy demand in IESA-Opt is derived from certain economic
rivers, which require an energy supply. The model considers national
conomic activities for the residential, services, agricultural, industrial,
nd transport sectors, as shown in Table 1 These activities are endoge-
ously translated to energy requirements by the model, based on the
hoice of technology. For instance, there is an exogenous requirement
o produce 7.3 Mton of steel in 2050. This amount of steel can be pro-
uced using several technologies such as blast furnaces, blast furnaces
ith CCS, Hisarna, Hisarna with CCS, and Ulcowin. Each of these tech-
ologies has a different energy balance. The model optimally decides
hich technology is the best to be used, considering several parameters

uch as its costs, efficiency, and emissions. 
In addition to national economic activities, the model requires the

xpected demand for electricity in European countries as an input. The
odel requires electricity demand data on the following European coun-

ries: United Kingdom, Norway, Denmark, Germany, Belgium, Ireland,
weden, France, Switzerland, Austria, Poland, Czech Republic, Slovakia,
pain, Portugal, Italy, and Finland, as well as aggregated figures on
altic countries, Balkan countries within the EU, and Balkan countries
utside the EU. 

ssumed fuels and resources costs 

The model satisfies the need for energy demands by the combina-
ion of primary energy supply, conversion of primary energy in final
4 
nergy and final energy imports. Therefore, the costs assumed for the
rimary assets supplied to the system are direct input to the model and
ey part of the scenario definition. These primary assets can be distin-
uished as conventional fuels, biomass sources, and the ETS allowances
rojected costs. The data for the reference scenario used in this paper is
omposed of the following sources and presented in Table 2 . First, con-
entional fuels prices projections are retrieved from POTEnCIA’s Central
cenario database [33] . Then, the price projections of the bio-resources
re based on ENSPRESO-BIOMASS reference scenario [25] . Finally, the
TS allowance cost projections are retrieved from two sources, the 2019
etherland’s Climate Energy Outlook [34] for the 2020–2030 period,
nd the CPB high-efficiency scenario projections [35] for the period
030–2050. 

ransition potentials 

The potential assumed for technologies to develop has a large influ-
nce on the definition of the scenario. These potentials determine the
aximum allowed installed capacity of each technology in the transi-

ional period. Many of these assumed potentials have an important in-
uence in the determination of transitionary costs, notably potentials

or renewable energy sources (including biomass), and for storage of
arbon dioxide. The reference scenario bases the storylines of these po-
entials accordingly with the ENSPRESO reference scenario for biomass
25] and the TNO’s OPERA model reference scenario. Table 3 shows
ssumed potentials for the reference scenario. 

aily and seasonal power load curves 

The electricity demand is an endogenous parameter in IESA-Opt, giv-
ng the model the ability to decide the optimal level of electrification.
owever, the model distributes the demand based on an exogenous nor-
alized load profile. The total national load profile is endogenously cal-

ulated in the post-processing as the sum of the hourly profile of all elec-
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Table 2 

Fuel and resource cost assumptions for the whole transitional period considered in the 
reference scenario. 

Commodity Units 
Values 

Source 2020 2030 2040 2050 

Coal [ €2019 /GJ] 3.0 3.7 4.1 4.4 [33] 

Oil [ €2019 /GJ] 11.6 17.0 18.8 19.6 [33] 

Natural Gas [ €2019 /GJ] 6.5 9.3 10.3 10.7 [33] 

Uranium [ €2019 /GJ] 0.8 0.8 0.8 0.8 [34] 

Waste [ €2019 /GJ] 6.9 7.0 7.0 7.0 [36] 

Manure [ €2019 /GJ] 0.1 0.1 0.1 0.0 [36] 

Dry Organic Matter [ €2019 /GJ] 4.5 4.2 4.1 4.0 [36] 

Grass Crops [ €2019 /GJ] 9.5 8.7 8.4 8.2 [36] 

Wood (crops, and others) [ €2019 /GJ] 8.2 7.4 6.9 6.4 [36] 

Sugars [ €2019 /GJ] 4.3 4.6 4.6 4.6 [36] 

Starch [ €2019 /GJ] 15.9 21.3 21.5 21.9 [36] 

Vegetable Oil [ €2019 /GJ] 26.5 38.1 38.0 38.0 [36] 

ETS Allowance [ €2019 /tonCO 2 ] 22 47 105 160 [ 34 , 35 ] 

Table 3 

Key technological potentials assumed for the whole transition period in the reference 
scenario. 

Potential Units 
Values 

Source 2020 2030 2040 2050 

Nuclear power [GW] 0.48 0.48 0 0 {TNO} 

Offshore wind [GW] 3 15 55 97 {TNO} 

Onshore wind [GW] 5.5 8 8 8 {TNO} 

Solar PV fields [GW] 1 3 9 15 {TNO} 

Industrial Solar PV [GW] 1.5 9 17 25 {TNO} 

Residential Solar PV [GW] 3 12 21 30 {TNO} 

Geothermal Energy [PJ/y] 10 50 125 200 [36] 

Waste [PJ/y] 42.4 50.6 58.9 68.5 [36] 

Wet organic matter [PJ/y] 4.3 4.9 5.7 6.5 [36] 

Manure [PJ/y] 48.7 48.9 48.9 48.9 [36] 

Dry organic matter [PJ/y] 5.3 5.3 5.7 6.2 [36] 

Grass Crops [PJ/y] 11.7 21.9 19.6 17.1 [36] 

Wood [PJ/y] 15.0 16.1 18.7 19.8 [36] 

Sugars [PJ/y] 14.2 20.9 17.6 14.4 [36] 

Starch [PJ/y] 0.7 0.8 0.9 1.0 [36] 

Vegetable Oil [PJ/y] 14.2 21.1 17.6 14.4 [36] 

Storage of CO 2 [MtonCO 2 /y] 17 25 25 25 {internal} 
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ricity consumer technologies in the system. Therefore, the load profile
an vary from scenario to scenario. These demand profiles are briefly
escribed as follows. 

In IESA-Opt, the normalized electricity load profile of each country
an vary at each hour of the year. These profiles are exogenous to the
odel and we assume they remain the same for all periods up to 2050.

ig. 2 demonstrates the yearly normalized (i.e., the sum of all hourly
oads in a year is equal to one) electricity load profile for all EU nodes
n the IESA-Opt model. Southern countries such as Italy and Spain are
ssumed to have higher loads in summer, mainly due to the need for
lectrified cooling. We assume northern countries such as Great Britain,
orway, Sweden, and Finland to have strong seasonal variability, while
ther countries have a milder load profile during the year. 

The daily load profile can vary depending on the season and day of
he week. Fig. 3 shows the daily load profile of two random Thursdays
nd two random Sundays in winter and summer. In general, summer
ays have a lighter load compared to winter days. Moreover, the load
an have a second peak in winter days owing to the need for extra heat-
ng and lighting. 

ethod: case descriptions 

To explore the modeling trade-offs, we designed a set of cases in
hich we progressively enable specific capabilities applied to the refer-

nce scenario presented in Reference Scenario Section 3. The families of
ases were named: A, for the cases in which we explore the granularity
f the scope of the transition; B for cases exploring different represen-
5 
ations of the EU power system; C, for cases exploring the enabling of
iverse demand-side flexibility archetypes in the model; and D, for cases
xploring the different levels of infrastructure representation. 

The cases were generated to analyze the granularity level of the sys-
em configuration indicators. Therefore, the focus of this study is on
elative results rather than absolute terms. Moreover, some cases repre-
ent hypothetical scenarios rather than practical scenarios. 

 cases: transitional scope 

To explore modeling capability, the reference scenario was run in
ESA-Opt under four different cases that consider different transitional
copes. Each case varied the years considered for the transition. The
rst case (A1) determined the cost-optimal configuration for 2050; the
econd case (A2) did the same but for the years 2030 and 2050 simul-
aneously, where the remaining stocks from previous investments are
till reflected in 2050; similarly, the third case (A3) did the same but
or the years 2020, 2030, 2040, and 2050; and finally, the last case
A4) corresponded to the full deployment of the IESA-Opt capabilities,
hich covers the years between 2020 and 2050 at intervals of 5 years

7 periods in total). Case A3 was used as the reference case (R-A3) for
amily B and C cases, as it provided good results as an objective com-
arative framework and it required significantly less time than case A4.
his means that all the following groups of cases (B, C, and D) consider
he years 2020, 2030, 2040, and 2050 as the transitional scope. 
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Fig. 2. EU countries’ yearly electricity load profiles. IESA-Opt assumes a high seasonal variability of load profile for northern countries. In addition, a weekly 
variation can be observed for all countries. 

Fig. 3. Electricity load profile of the Netherlands on a random weekday and 
weekend in summer and winter. Weekday loads have a relatively higher degree 
of daily variation compared to weekend loads. 
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 cases: European interconnection 

The impact of including European interconnectivity as a modeling
apability was explored by progressively increasing the resolution of the
nterconnected European power system in five different cases. In the first
ase, B1, the national energy system was isolated as no European power
ystem was represented in the case. In the second case, B2, the national
nergy system was connected to the European node, which had an av-
rage hourly electricity price (extracted from the reference scenario).
he third case, B3, considered that all the demand and generation of EU
egions were aggregated in one node that could trade electricity with
he Netherlands. The next case, B4, provided a more detailed descrip-
ion of the EU power system by considering five interconnected regions
6 
i.e., Belgium, Denmark, Germany, Great Britain, and Norway) as inde-
endent nodes. In the last case, R-A3, the resolution was increased to
nclude 21 interconnected European nodes, as demonstrated in Fig. 4 . 

 cases: demand-side flexibility enhancements 

Demand-side flexibility in IESA-Opt was divided into seven major
roups: flexible CHPs, shedding technologies, demand response, stor-
ge technologies, smart charging of electric vehicles, and vehicle-to-grid
torage. Table 4 presents the list of technologies that were considered
nder each archetype for this paper. To explore the impact of flexibility
nhancements in the model, nine different cases were used: one where
o flexibility was allowed to occur in model (C1), one that applied the
ull flexibility description of IESA-Opt (R-A3), and seven intermediate
ases in which all forms of flexibility were allowed except for one: with-
ut flexible CHPs (C2), shedding technologies (C3), demand response
C4), storage technologies (C5), EV smart charging (C6), and vehicle-
o-grid (C7). It is important to mention that further descriptions are still
ossible; for instance, more industrial activities could apply shedding,
ome other industrial activities could apply demand response to resched-
le their production lines, residential demand response can be disaggre-
ated in specific technologies, and more storage technologies could be
nalyzed. However, data availability is limited in this topic and the main
bjective was to test the capabilities of the different archetypes. 

 cases: infrastructure representation 

IESA-Opt represents the infrastructure of certain commodity net-
orks such as electricity, natural gas, hydrogen, district heating, and

aptured CO 2 (CCUS). The infrastructure representation imposed time-
rame and distance constraints with certain costs in the form of transport
ines (such as pipes and cables), transformers, and compressors to adjust
o the required operational level of voltage or pressure of the lines. To
easure the relevance of including such representations into the energy
odel, eight cases were designed in which the infrastructure capabilities

f IESA-Opt were disabled. The first case disabled infrastructure repre-
entations of cables, pipelines, transformers, and compressors of elec-
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Fig. 4. European interconnection representation in IESA-Opt; from left to right: Cases B3, B4, and R-A3. 

Table 4 

Flexible technologies considered within each flexibility archetype. 

Archetype Sector Technology 

Flexible 

CHPs 

Waste CHP from waste 

CHP from waste with CCUS 

Services Mini CHP from gas 

CHP from gas 

CHP from hydrogen 

Industry CHP from gas 

CHP from gas with CCUS 

CHP from solid biomass 

CHP from solid biomass with CCUS 

CHP from liquid biomass 

CHP from liquid biomass with CCUS 

Shedding Ammonia Solid state ammonia synthesis 

Hydrogen Alkaline electrolyzer 

Refineries Methanol from electrolysis and DAC 

Methanol from electrolysis and external CO2 

Fischer Tropsch from electrolysis and DAC 

Fischer Tropsch from electrolysis and external CO2 

Demand 

Response 

Residential Flexible residential demand 

Electric heat pumps with water storage tanks 

Storage Power Compressed air aboveground storage 

Compressed air underground storage 

Heat Network Hot water storage tank 

Smart 

Charging 

Cars Electric vehicle with SC 

LDVs Electric vehicle with SC 

HDVs Electric vehicle with SC 

Vehicle-to-grid Cars Electric vehicle with V2G 
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ricity, gas, hydrogen, heat, and CCUS (D1). The second case disabled
nly the representation of transmission cables and voltage transformers
or the transport of electricity (D2). The third and fourth cases ignored
ipelines and compressors for the transport of natural gas (D3) and hy-
rogen (D4), respectively. The fifth and sixth cases ignored the presence
f pipelines for district heating (D5) and CCUS (D6), respectively, as
nly one form of transport is used for their descriptions. Finally, the last
ase corresponded to the reference case in which all the infrastructure
apabilities were enabled in the model (R-A3). 

The resulting 25 cases used to explore the level of detail used to de-
cribe the four aforementioned modeling capabilities are summarized
n Table 5 . Different IEMs have different objectives and it is quite com-
on for certain features to be sacrificed for more focus in other areas

wing to the limited availability of computational resources. The intent
ehind testing the four capabilities in a range between the lack of their
epresentation to the most detailed representation available in IESA-Opt
as to determine if it was relevant to invest modeling resources to de-

cribe them. This could provide valuable guidance for modelers when
eciding which capabilities could be sacrificed for the sake of their own
odeling goals. 
e  

f  

7 
esults 

In this section, first, we present an overview of the energy system
nder the reference case and then demonstrate the changes in modeling
apabilities in the coming sub-sectors. 

rief system view under the reference case (i.e. A3-R) 

The focus of the paper is on measuring modelling trade-offs; there-
ore, only a few energy-related results are presented here. The aim is
o provide a holistic view of the energy system under the reference sce-
ario. The presented figures can be accessed with higher quality through
he model’s interactive online user interface [19] . 

inal energy 

The model requires to satisfy energy requirements of system activi-
ies, which are described in Table 1 in Reference scenario Section 3. The
odel optimally provides the required energy for each activity based on

echno-economic constraints. As a result, the final energy consumed by
ach sector in 2050 can be tracked in Fig. 5 . The Industry sector accounts
or more than half of the final energy in the Netherlands. Almost half of



A. Fattahi, M. Sánchez Diéguez, J. Sijm et al. Advances in Applied Energy 1 (2021) 100009 

Table 5 

The summary of cases used to explore modeling capabilities. Note that all cases are compared to the R (reference) case, which is the same as A3. 

Transitional Scope European Interconnection Flexibility Enhancements Infrastructure Representation 

A1: 

- Cost-optimal configuration of year 

2050. 

A2: 

- Simultaneous cost-optimal 

configuration of years 2030 and 2050. 

A3: 

- Simultaneous cost-optimal 

configuration of years 2020, 2030, 

2040, and 2050. 

A4: 

- Simultaneous cost-optimal 

configuration of years 2020, 2025, 

2030, 2035, 2040, 2045, and 2050. 

B1: 

- No European interconnection at all. 

B2: 

- Simplified-single European 

interconnection with average EU 

electricity price. 

B3: 

- Single interconnection with a 

European node assuming copper plate 

among all surrounding countries. 

B4: 

- Connection with 5 interconnected 

countries surrounded by one large 

European node. 

R-A3: 

- Complete IESA-Opt EU power system 

representation with 20 surrounding 

nodes. 

C1: 

- Without flexibility. 

C2: 

- Without CHP’s flexibility. 

C3: 

- Without shedding of conversion 

technologies. 

C4: 

- Without demand response. 

C5: 

- Without storage technologies. 

C6: 

- Without EV’s flexibility. 

C7: 

- Without vehicle-to-grid flexibility. 

R-A3: 

- All the flexibility forms considered 

in IESA-Opt. 

D1: 

- Without any representation of 

infrastructure. 

D2: 

- Without electricity networks 

description. 

D3: 

- Without gas networks description. 

D4: 

- Without hydrogen networks 

description. 

D5: 

- Without CCUS networks description. 

D6: 

- Without district heating networks 

description. 

R-A3: 

- All the infrastructure represented in 

IESA-Opt. 

Fig. 5. Final energy consumption by sector and energy carrier in 2050. The industrial sector comprises around half of the Netherland’s energy consumption. 
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he energy consumption in Industry is dedicated to feedstock which is
sed in refineries to satisfy export demands. In the Transport sector, al-
hough the model electrifies the whole passenger car fleet, international
viation and navigation transport rely heavily on fossil fuels. The heat
emand in the Agriculture and Residential sectors is met with renewable
ources such as electricity, ambient heat, and solar heat. 
h  

u

8 
ctivities 

The final energy allocation can be represented by sectoral activities
s in Fig. 6 . The main energy consumption in industry is coming from
rocessing high-value chemicals. More than half of the final energy in
he Transport sector is consumed by aviation activities, while interna-
ional navigation stands for only 10%. Not all activities are visible here;
ence, readers are invited to see the interactive graphs on the online

ser-interface of the model. 
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Fig. 6. Final energy consumption by each sector and activity in 2050. Note the considerable share of high-value chemical industry in the final energy consumption. 

Fig. 7. Primary energy mix of the Dutch energy system in 2050. 
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Fig. 8. Renewable energy production transition by source. Wind energy domi- 
nates in all periods. 
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rimary energy mix 

Despite the 95% emission reduction policy in the Netherlands by
050, the primary energy mix in Fig. 7 shows a considerable amount
f fossil fuels. A considerable amount of these fossil fuels are used to
roduce exported chemical products, which are assumed to be at the
ame levesl of fossil exports for 2050 as of 2020. Moreover, fossil fuels
re required to satisfy aviation and navigation activities. The rest of
ossil fuels are being used as an industrial feedstock. 

enewable energy production 

Renewable energy is mainly produced by wind farms, notably off-
hore wind in the North Sea region. Besides, as it is demonstrated in
ig. 8 , solar energy capacity increases considerably. However, due to
he lack of space in the Netherlands, solar energy production growth
9 
tops after 2040. After 2040, the solar thermal technology option starts
o grow, as it can use the rooftops of residential buildings. Also, the am-
ient energy grows considerably that refers to the higher installation of
eat pumps. 

ankey 

A major added value of an integrated energy system model is the
apability to analyze the inter-sectoral effects. The Sankey diagram in
ig. 9 demonstrates the energy flows in 2050. The electricity is mainly
roduced by Wind, Solar, Import from EU, Natural Gas, and Biomass.
he electricity can be used to produce Hydrogen (e.g. electrolysis), Nat-
ral Gas (i.e. P2Gas), Liquids (i.e. P2Liquids), and Heat (i.e. P2Heat).
hemical liquids play a major role in the energy system of the Nether-

ands. These liquids are either Imported (by the reference scenario as-
umption) or produced by (mostly) electricity. 



A. Fattahi, M. Sánchez Diéguez, J. Sijm et al. Advances in Applied Energy 1 (2021) 100009 

Fig. 9. Energy flow Sankey diagram in 2050. Note the high degree of cross-sectoral interdependencies in the energy system. 

Fig. 10. Left: comparison of the system costs at the different years of the transition for the 4 cases used to explore the transitional scope considerations of the model. 
Right: comparison of CO2 ETS price between cases A1-A4. To better demonstrate differences in 2050, the results are reflected on the secondary right axis. 
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ransitional scope 

The impact of the number of periods considered for the transition,
ccording to cases A1, A2, A3, and A4, as introduced in 4.1 is illustrated
n Fig. 10 . It is possible to observe that the number of considered periods
trongly impacts the outcome of the system configuration. For instance,
he system cost in 2050 increases by 9.5% as the considered transitional
eriods increase from 1 to 7 periods (A1 vs. A4). This is an expected
esult, as increasing the number of periods imposes an extra constraint
o the problem which is derived from an intrinsic “inheritance ” of the
xisting technological stock from previous years. The difference between
 and 7 periods (i.e., cases A3 vs. A4) progressively increases with time
ntil it reaches 4.2% for 2050. Furthermore, although less noticeable,
he transitional scope also affects the 2050 shadow price of CO 2 , as
hown in Fig. 10 . The CO 2 price of cases A1 to A3 ranged between 1938
nd 1956 €/ton of CO 2 , while the price in A4 remained at in 1911 €/ton
ith a maximum difference of 2%. The shadow price for A4 was lower as

t already presented a more expensive energy system, thus, if the targets
10 
re reduced by 1 ton of CO 2 , the system has more “cheaper ” options
vailable in comparison to other cases. 

The CO 2 price was extracted as the shadow price of the emission con-
traint, which is the marginal value of the objective function by emitting
ne extra unit of emissions (i.e., ton) in a certain year. Therefore, this pa-
ameter does not necessarily represent the price of CO 2 but rather the
osts of marginal technologies to reduce CO 2 emissions. With stricter
missions targets, the shadow price increases further. 

To explain the differences in costs, we looked at the sectoral cost
omposition of the four cases, as presented in Table 6 . However, be-
ore explaining the differences, it is important to bear in mind that cer-
ain technologies become cheaper due to technological learning. For in-
tance, A4 needs to meet system requirements in previous years; there-
ore, sometimes the investment costs in previous years are more expen-
ive than in 2050. As such, it does not necessarily mean that different
osts represent substantially different system configurations but repre-
ent a reflection of the technology costs of the periods in which the
nvestments were made. However, few conclusions can be extracted be-
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Table 6 

Sectoral decomposition of system costs’ change for the 
four transition cases. 

System Costs’ change relative to A4 [%] 
Sector A1 A2 A3 A4 [B €] 

Residential − 26.0 2.0 − 4.4 22.2 

Services − 45.0 − 35.6 − 32.3 13.9 

Agriculture − 7.9 − 7.9 0.4 2.5 

Industry − 8.2 18.6 3.2 10.6 

Transport − 6.6 − 6.6 − 3.6 75.6 

Power NL 3.7 − 0.3 − 1.6 42.3 

Refineries − 31.1 − 18.8 − 19.4 2.0 

Heat Network − 93.3 − 74.7 − 70.7 0.1 

Final Gas − 34.1 − 32.3 8.0 3.6 

Hydrogen − 17.3 − 24.2 − 8.9 0.7 

Fossil 0.5 3.0 3.9 17.8 

Others − 17.6 − 15.4 − 13.9 1.8 
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Table 8 

Electricity generation in PJ across cases A1 to A4. The overall 
generation mix does not change considerably. 

Electricity mix in 2050 [PJ] A1 A2 A3 A4 

Co-fired Coal wCCS 1.4 1.4 1.4 1.3 

CCGT 21.7 21.7 21.6 21.3 

CCGT wCCS 15.4 15.4 15.3 15.3 

GT 2.8 2.8 2.7 2.6 

Biomass 5.6 5.5 5.1 5.3 

Onshore Wind 57 56.8 56.8 57.2 

Offshore Wind 766.9 767.8 766.5 762.3 

Solar PV Fields 41 40.7 40.8 41.3 

Industrial Solar PV 70 70 70 70 

Residential Solar PV 84 84 84 84 

Hydro 0.9 0.9 0.9 1 

Imports 418.2 417.9 421.5 374.6 

Exports 56.1 56.9 58.5 59.5 
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ore considering sectoral configurations. For instance, it is evident that
aving more periods favors the adoption of district heating networks, as
ell as the role of hydrogen as an energy carrier. 

When we focused on configurational aspects, we found that although
any of the technological configurations remain practically unchanged,

here were notable differences as reported in Table 7 . Most of the dif-
erences occurred in the transport sector and in the selection of heat
echnologies. For instance, in case A1, the model opted to use fuel mo-
orcycles vs a predominant mix of electric motorcycles in A4; A1 adopted
 90/10 ratio of smart charging/vehicle-to-grid enhancements for pas-
enger vehicles, while A4 opted for a 60/40 ratio; the ratio of electric
o hydrogen buses is 1/3 in A1 versus 7/11 in A4; and A1 used only ICE
hips, while A4 distributed the fleet almost evenly between ships using
unker, ICE, and CNG ships. In the residential sector, A4 substituted a
enth of the electric heat pumps with district heating as compared to A1;
n the services sector, A1 adopted hybrid heat pumps while A4 went for
he full electric heat pumps. In the industrial sector, the ratio of hybrid
as boilers with CCUS and hydrogen boilers was 2/9 and 4/9 for cases
1 and A4 to produce high-temperature heat, respectively. In the same
ector, albeit for low-temperature heat, A1 opted for heat pumps while
4 selected geothermal heat. As a consequence, case A4 used 7.3% more
lectrolyzers to satisfy the hydrogen demand than A1. Finally, 11 Mton
f CO 2 of the total emissions were allocated differently as well, where
he ETS sectors further reduced their efforts by 2 Mton of CO 2 in A1

han in A4 to allow for more emissions in non-ETS sectors. a  

Table 7 

Most significant differences in the use of technologie

Activity Technology 

Motorcycles ICE Vehicle - Motorcycle 

Electric Battery Vehicle - Motorcycle 

Passenger 

cars 

Electric Battery Vehicle FLEX - Cars 

Electric Battery Vehicle P2G - Cars 

Buses Electric Battery Vehicle - Bus 

Hydrogen Fuel Cell Vehicle - Bus 

International 

navigation 

Heavy Oil Ship - International 

ICE Ship - International 

CNG Ship - International 

Residential 

heating 

District Heating - LT Heat for Houses A

Electric Heat Pump GW - LT Heat for H

Services 

heat 

Hybrid Heat Pump - LT Heat for Servic

Electric Heat Pump Soil - LT Heat for S

Industrial 

HT 

Heat 

Hybrid Boiler Gas with CCUS - HT Hea

Boiler H2 - HT Heat for Industry 

Industrial 

LT 

Heat 

Heat Pump Electricity - LT Heat for Ind

Geothermal HP - LT Heat for Industry 

Hydrogen Alkaline Electrolyzer - Hydrogen Produ

Emissions ETS sectors 

non-ETS sectors 

11 
The electricity load will increase by almost three times from 340 PJ
n 2020 to 1326 PJ in 2050, mainly due to the increase in the electrifi-
ation rate. The main source to satisfy this substantial demand for the
etherlands will be the installed capacities of offshore wind turbines.

n 2050, the electricity generation mix does not change considerably by
hanging the transitional scope ( Table 8 ). Electricity from solar PV re-
ains an attractive option for the model due to technological learning

nd cost reductions until 2050. Moreover, the model nearly reaches the
0 GW installed wind offshore capacity, resulting in more than 760 PJ of
lectricity generated from mainly the North Sea region. The only major
hange is the reduction in imports in case A4, which can be explained
y the reduction in the electricity load due to more accurate modeling
ssumptions (i.e., modeling the whole transition period). 

We provide an overview of selected modeling elements to analyze
he effect of the transitional capability in IESA-Opt in Table 9 . From
his, we can conclude that depending on the goals of the study, fewer
ransitional periods can be included to save computational time and re-
ources at the expense of providing cost underestimations. The system
onfiguration obtained by the simplified approaches differs only on a
ew activities and can predict CO 2 prices and system costs with under-
stimations of 10% or lower. However, it is important to mention that
he underestimations provided by the simplifications are not only due to
ifetime infeasibilities but also due to the higher effect that technological
earning has on the solution when fewer periods are considered. 

On the other hand, when discussing the requirements of including
 more accurate representation of the transition in IESA-Opt, we can
s between cases A1 and A4. 

Units A1 A4 

Gvkm 7.2 1.0 

Gvkm 0.0 6.3 

Gvkm 36.0 24.1 

Gvkm 3.7 15.4 

Mvkm 162.6 254.0 

Mvkm 488.0 396.6 

Mvkm 0.0 58.1 

Mvkm 146.3 38.8 

Mvkm 0.0 49.5 

 + PJ 0.3 3.5 

ouses A + PJ 33.8 30.5 

es PJ 85.9 0.0 

ervices PJ 0.0 85.8 

t for Industry PJ 60.6 47.2 

PJ 14.3 28.4 

ustry PJ 51.9 0.0 

PJ 0.0 46.8 

ction PJ 198.7 214.3 

MtonCO 2 − 18.3 − 16.3 

MtonCO 2 29.3 27.3 
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Table 9 

Overview of selected modeling elements around the transitional capability in IESA-Opt. 

Case Objective function 
Memory 
needs Run time Data requirements 

Model 
description 

A1 Infeasibility: 9.2% 13 GB 31 min Cost and efficiency parameters of technologies for the 

target year only. 

The transition 

formulation 

can be avoided. 

A2 Infeasibility: 4.6% 28 GB 115 min Cost and efficiency parameters for all the periods. The 

initial existing stock becomes more important as 

more periods are considered. 

The transition 

formulation is 

required. 

A3-R Infeasibility: 3.7% 54 GB 271 min 

A4 – 89 GB 456 min 

Underestimation of 2050 costs as compared with the case with the best representation available (A4). 

Table 10 

Sectoral decomposition of the change in system costs for the five 
EU interconnection cases. 

System Costs’ change relative to R [%] 
Sector B1 B2 B3 B4 R [B €] 

Residential − 3.1 − 2.8 − 0.2 − 0.1 21.2 

Services 84.2 84.8 0.1 0.6 9.4 

Agriculture 0.0 − 6.4 1.5 − 0.3 2.5 

Industry − 0.3 − 1.1 − 0.1 0.0 10.9 

Transport 0.5 0.2 − 0.4 − 0.4 72.9 

Power NL 175.9 4.5 − 1.9 − 2.6 41.6 

Refineries − 22.1 − 26.6 − 1.2 3.0 1.6 

Heat Network − 31.8 − 50.0 4.5 0.0 0.0 

Final Gas − 12.5 − 14.5 0.1 0.2 3.9 

Hydrogen − 6.7 − 9.1 − 12.3 − 17.8 0.6 

Fossil − 4.1 − 5.3 − 0.2 − 0.1 18.5 

Others 41.6 30.0 − 2.1 − 1.7 1.5 
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Fig. 11. Comparison of the 2050 system costs for the 5 different cases used to 
explore the EU power system representation in IESA-Opt. System costs in case 
B1 are considerably higher. 
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onclude that the modeling requirements are not as determinant as the
omputational needs. The model description does not differ depending
n the number of periods considered (unless only the target year is mod-
led) and the data requirements also do not differ greatly (as technolog-
cal learning is usually reported for the whole transition and not only for
 year in particular). However, the scale of the problem can be signifi-
antly affected by the transitional choice, which might not only result
n longer run times but also in the need for a larger RAM capacity and
tronger CPU. 

Furthermore, the transitional configuration of the model could be
urther strengthened by including more intermediate periods or by ex-
ending the scope of the transition further from 2050. This would in-
rease the computational demand, while also requiring the collection of
ata assumptions from beyond 2050, which are not easily available. 

uropean interconnection 

The European power system representation has a more noticeable
ffect on the modeling results. As noted in Fig. 11 , providing a dispatch
epresentation with generation parameters (B3, B4, and B5) has a major
mpact on the system costs. For cases B1 and B2, where no EU intercon-
ection and a simplistic average electricity trading price approach are
sed, respectively, it is possible to overestimate system costs. In addi-
ion, the abnormal difference in variable operation costs between case
Table 11 

Comparison of key indicators for the integration of VRES into the system for th
IESA-Opt. 

Case Average electricity price in 2050 [M €/PJ] Average price variability in 2050 [M

B1 668.44 4.9 

B2 109.44 1.2 

B3 72.43 1.8 

B4 72.50 1.8 

R 76.97 1.8 

The 2050 installed capacities of wind are 112, 112, 102.4, 104.3, and 104.4 GW f

12 
1 and the others is due to the model reaching the most expensive supply
ption to meet the demand. This option does not satisfy the electricity
emand, which leads to the assumed VOLL of 3000 €/MWh (we used
he AEX price cap, although sometimes different values can be found in
iterature) to be a feasible alternative to reach decarbonization when ex-
ernal electricity is not available and when running more thermal units
s not possible owing to the emissions constraint. 

To understand how deeply the power interconnection formulation
an permeate to other sectors, we analyzed Table 10 , which compares
he 2050 sectoral costs for each of the cases. It is possible to observe that,
ther than for cases B1 and B2, costs differ very little for most sectors.
he main exception to the latter is the hydrogen sector, where cases B3
nd B4 underestimated sectoral costs by 12.3% and 17.8%, respectively.
his happens as a less constrained EU power system allows the accom-
e 5 different cases used to explore the EU power system representation in 

 €/EJ-s] Electricity use in 2050 [PJ] Total curtailed electricity in 2050 [PJ] 

1103.82 416.41 

1134.33 178.34 

1341.80 332.97 

1344.22 324.18 

1380.46 347.44 

or scenarios B1, B2, B3, B4, and R-A3, respectively. 
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Fig. 12. Comparison of the import and export flows to explore the EU power system representation in IESA-Opt. Left: The import and export level of each case 
compared to the reference case (i.e. R). Right: The net electricity flow compared to the reference case. 
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Fig. 13. Comparison of flexibility volume applied in each of the archetypes 
considered in IESA-Opt in 2050. In each sub-plot, the R value represents the 
reference case. Values are expressed in PJ of electricity per year. 
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odation of more electricity for “conflictive hours ” from outside the
etherlands. The latter results in the use of only 99 PJ of electrolyzers

or cases B3 and B4, lower than the 136 PJ from the reference case. This
ascades to lower infrastructural needs of only 8 and 7.43 GW networks
or cases B3 and B4, respectively, as compared with R. Interestingly, the
atter infrastructure needs are a consequence of the required capacities
or hydrogen production of 199.5, 180.1, and 232.6 PJ for cases B3,
4 and R respectively, which evidences the amount of hydrogen pro-
uction shedding in the cases. This analysis is a perfect example of the
sefulness of having an IEM able to simultaneously consider flexibility
t an hourly resolution coupled with an EU power system to identify
nd measure cross-sectoral feedbacks. 

The behaviors of the import and export flows, which are greatly af-
ected by the adopted EU representation, help to further visualize the
ifferences. Fig. 12 demonstrates that both import and export flows in
2 greatly differ from other cases; such differences tend to increase with
ime, mostly due to the price split that occurs as a consequence of VRES
eneration in the system. Additionally, the B3 formulation tends to un-
erestimate the import and export flows even when the net difference
f cases B4 and B5 is not substantial. This happens as a consequence
f the European copper plate configuration, which diminishes the need
or trading to alleviate both VRES excess and scarce hours. We can also
otice that, up to 2040, the Netherlands evolves from a net importer to
 net exporter of electricity during the transition due to the acceleration
n VRES deployment in the upcoming two decades, a result which is in
ine with the Climate and Energy Outlook 2019 [34] . However, for the
ear 2050, this situation is completely reversed as a consequence of the
elatively more aggressive decarbonization of the Netherlands Energy
ystem considering other EU countries, 1 where importing electricity is
ccounted for by the system as a clean source of relatively cheap electric-
ty. This is a major consequence of having an IEM that can endogenously
etermine electricity imports and exports. A power system model can-
ot provide such insights as they do not account for the emissions of the
hole energy system. 

Furthermore, the level of detail in the EU power system description
as a direct impact on electricity prices, electrification, and curtailment.
he latter indicators extracted from each case are presented in Table 11 .
1 Note that the assumptions surrounding the EU energy system evolution play 
 key role in this observation. For a complete description of the evolution of the 
U generation assets for each IESA-Opt node assumed for this study, refer to the 
atabase of the Reference Scenario available online [19] . 
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13 
he amount of electricity used in 2050 tends to increase with an increase
n the level of description, where case R presents a 3% higher electrifi-
ation than cases B3 and B4, and over 20% higher than cases B1 and B2.
n addition, the average prices of cases B3, B4, and R are considerably
ower than those of cases B1 and B2, which is in line with the substantial
aps in most of the results obtained for both groups. The curtailment in
ase B1 was 20% higher than in the reference case, while the other three
ere lower by 49%, 4%, and 7% for cases B2, B3, and B4, respectively.
imilarly, the price variabilities follow a similar pattern in which cases
3, B4, and R report similar values, and B1 and B2 significantly over-
nd underestimate variability, respectively. These observations not only
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Table 12 

Electricity generation mix changes significantly across B cases. 

Electricity mix [in PJ] B1 B2 B3 B4 R 

Co-fired Coal wCCS 0 0 1.8 1.7 1.4 

CCGT 0 1.1 14.9 15.8 21.6 

CCGT wCCS 0 0 9.4 10.1 15.3 

GT 0 0 2.5 2.4 2.7 

Biomass 0 0 5.6 5.3 5.1 

Onshore Wind 58 57.3 56.6 56.6 56.8 

Offshore Wind 790.6 774.3 756.6 756.7 766.5 

Solar PV Fields 41.8 41.4 40.4 40.4 40.8 

Industrial Solar PV 70 70 70 70 70 

Residential Solar PV 84 84 84 84 84 

Hydro 1 1 0.9 0.9 0.9 

Imports 0 132.2 403.4 396.6 421.5 

Exports 0 255.8 55.9 49.6 58.5 

Undispatched Electricity (VOLL) 85.8 0 0 0 0 
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2 It is relevant to mention that CO 2 shadow prices refer to the extra system 

costs required to further reduce emissions by 1 Mton of CO 2 , and hence do not 
represent the average abatement cost of CO . 
einforce the importance of describing the generators in the EU power
epresentation but also show that when the focus is the national energy
ystem, acceptable results can be obtained with the simplifications pro-
osed in B3 and B4. 

As a final analysis of this topic, we show how the description of
he EU interconnection impacts the adoption of flexible technologies.
ig. 13 provides the 2050 operational volumes of each of the considered
exibility archetypes in IESA-Opt in the different cases. It is possible to
ee that the EU interconnection description has little to no impact on a
ew archetypes, namely CHP’s flexibility and EV’s smart charging, and a
oderate impact on demand response. However, for shedding, storage,

nd V2G, it is crucial to include the representation of the European gen-
rators, as indicated by the differences between the results obtained by
ases B1 and B2 with respect to cases B3, B4, and R. In the first group
f cases, shedding seems to be significantly overestimated, while stor-
ge plays a minimal role and V2G is not even present. In the second
roup, shedding did not differ between the three cases but storage and
2G did; however, these differences never exceeded 20%. These results
re in line with previous observations, highlighting the importance of
he modeling description of the EU power generators, and showing that
implifications in cases B3 and B4 can yield similar results to the more
omplete representation presented in the reference case. 

The electricity generation mix varies significantly across B cases. In
ase B1, Table 12 shows a substantial amount of undispatched electric-
ty, which is the result of a system-wide phenomenon. The main reason
s the lack of “clean ” electricity, as there is no imported electricity and
ll clean electricity sources such as wind and solar reach the maximum
nstalled capacity constraint. Moreover, producing electricity from fos-
il fuel sources results in CO 2 emissions, which needs to be highly con-
trained by 2050. Therefore, the system cannot serve electricity at cer-
ain hours of the year, resulting in 85.8 PJ of undispatched electricity.
he same situation occurs in case B2. However, owing to the availabil-

ty of the import and export flexibility options, the system can export
Table 13 

Overview of selected modeling elements around the EU power system representa

Case Objective function Memory needs Run time Data requiremen

B1 Sub-optimality: 45% 16 GB 66 min Technology des

national genera

B2 Sub-optimality: 3.7% 16 GB 70 min B1 + average E

prices 

prediction + in
potentials 

B3 Infeasibility: 1.1% 46 GB 114 min B1 + EU genera

installed capac

B4 Infeasibility: 1.2% 48 GB 215 min B3 + interconn

neighboring co

R – 54 GB 271 min B4 + interconn

EU countries 

14 
hen there is excess wind and import when wind and solar profiles are
t their lowest levels. 

In other B cases, as the model can optimally set the electricity price,
t has a higher degree of import and export flexibility. This results in
ubstantial (clean) electricity imports at any required hour of the year,
hich can be used in carbon capture processes such as the P2Liquid
ischer–Tropsch process. Therefore, there is more carbon budget avail-
ble for fossil-based generators such as CCGT or CCGT wCCS. 

A comparison of the EU power system modeling approaches is pre-
ented in Table 13 . Cases B1 and B2 overestimate system costs, while
ases B3 and B4 underestimate them. However, except for case B1, these
eviations are rather small, which does not necessarily mean that the
olutions are good. The main interest in including a proper EU power
ystem representation in a national model description is to correctly cap-
ure the effect that the import and export of electricity have on the op-
ration of local supply and demand technologies. Thus, as the outcomes
f cases B1 and B2 show, when the EU generators are not described
s technologies with an independent (hourly) operation, the resulting
ystem configurations differ considerably from the most detailed rep-
esentation provided in the paper. Furthermore, when the independent
peration of EU generators is considered, the results obtained are not
trongly dependent on the number of nodes described. Nevertheless, a
igher number of nodes might still provide additional insights when ana-
yzing the role of interconnection lines with independent interconnected
ountries. Therefore, using fewer nodes is a viable alternative to reduce
omputational times (although not computational resources) while still
orrectly representing the national energy system configuration. It also
urther poses the advantages that less data must be collected and that
ewer nodes must be represented in the model. However, the most ex-
ensive data requirement persists, as the total EU installed capacities for
ach technology are required. 

lexibility enhancements 

Perhaps the most meaningful results of this study are shown in
ig. 14 , where the 2050 system costs are shown for all eight cases in
hich IESA-Opt flexibility enhancements are explored. Here, it is pos-

ible to see that flexibility helps to decrease system costs of up to €
0.1 billion, or 24.2%, which is different between the case where no
exibility is present (C1) and where all flexibility forms are enabled
R). As mentioned, such a difference only appears for the year 2050, as
efore that, only 2040 shows a noticeable difference that does not ex-
eed 3.5%. Another crucial observation is that only case C3 strongly di-
erges from others where only one form of flexibility is disabled; when
hedding is not allowed system costs rise by € 29.4 billion (~11.8%).
imilar observations can be made for the CO shadow price, 2 which
2 

tion in IESA-Opt. 

ts Model description 

cription of 

tors 

The EU power system description is omitted 

U electricity 

terconnection 

An import and export technology 

tors data + EU 

ity projections 

For each extra country/node, a new activity (energy 

network) is required, together with the description of 

all the technologies in the node. Note that the EU 

technologies also affect the objective function, so post 

processing modifications are required to extract 

national system costs 

ection data with 

untries 

ection data of all 
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Fig. 14. Comparison of system costs (left) and CO2 
price (right) in 2050 with the reference case (i.e. R). 
Eight different cases are used to explore the flexibil- 
ity enhancements in IESA-Opt. By only neglecting 
shedding flexibility options, system costs and emis- 
sion prices increase drastically. 

Table 14 

Sectoral decomposition of change in system costs for the eight flexibility cases. 

System Costs’ change relative to R [%] 
Sector C1 C2 C3 C4 C5 C6 C7 R [B €] 

Residential − 3.1 − 0.2 − 0.2 − 3.8 − 0.6 − 0.3 − 0.1 21.2 

Services 87.8 44.3 56.2 0.8 0.0 0.5 0.0 9.4 

Agriculture − 0.1 1.8 − 1.0 − 0.4 − 4.1 − 2.5 − 0.3 2.5 

Industry − 0.7 − 0.2 − 0.8 0.4 0.0 0.0 0.0 10.9 

Transport 0.2 − 0.3 1.7 0.2 2.4 1.1 − 0.3 72.9 

Power NL 110.2 0.2 46.5 1.2 − 0.6 0.3 0.1 41.6 

Refineries − 31.4 1.6 − 29.7 − 2.9 4.9 2.9 − 1.1 1.6 

Heat Network − 40.9 4.5 − 36.4 295.5 31.8 4.5 13.6 0.0 

Final Gas − 14.6 − 4.4 − 6.4 1.3 1.5 0.1 1.4 3.9 

Hydrogen − 57.1 − 2.9 − 57.1 13.1 18.3 − 1.0 2.9 0.6 

Fossil 2.2 0.2 2.0 − 0.6 − 1.1 0.4 − 0.2 18.5 

Others 52.5 2.9 60.3 0.9 2.4 − 0.2 0.3 1.5 

Table 15 

Changes in the 2050 volumes of flexibility applied from the reference case to each case where a flexibility archetype is disabled. 

disabled archetypes per case 
CHPs (C2) Shedding (C3) DR (C4) Storage (C5) SC (C7) V2G (C8) 

change in 

other 

archetypes [%] 

CHPs − 100 − 13.93 0.50 − 2.99 0.00 0.50 

Shedding 1.20 − 100 2.81 19.94 3.95 1.22 

DR − 0.63 15.12 − 100 0.19 5.71 − 1.19 

Storage − 0.05 42.79 3.80 − 100 1.02 − 0.12 

SC − 0.05 7.81 − 3.53 − 54.01 − 100 6.74 

V2G 0.35 479.93 85.92 1343.31 357.75 − 100 
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ises from 1944 to 8099 €/tonCO 2 by disabling all forms of flexibility,
nd to 5633 €/tonCO 2 when only shedding is disabled. Both arguments
rove the importance of flexibility descriptions into integrated energy
ystem analysis, as they can completely transform the resulting analysis.
hese results also highlight the role of shedding as a crucial flexibility
rchetype to include in the modeling approach. Finally, it is remarkable
hat the absence of most flexibility archetypes barely affects system out-
omes. We can therefore conclude that most archetypes are comparable
n their contribution to accommodate VRES in the system. 

When analyzing the sectoral sources of the differences, we can iden-
ify four sectors in Table 14 where the main cost variations can be found:
ervices, power, hydrogen, and heat networks. The increase in the power
ector arises from the difficulties of the system to accommodate intermit-
ent renewable sources when less cross-sectoral flexibility is available.
n the case of hydrogen, when shedding is disabled, the system invests
ess in electrolyzers and when other flexibility forms are disabled, the
ystem tries to compensate by investing more in hydrogen. The service
15 
ector uses CHPs for a long part of the transition and then substitutes
his technology for hybrid or fully electric heat pumps. Therefore, it is
ery sensitive to changes in the operation of CHP systems and the stabil-
ty of electricity prices. The heat network seems to be very sensitive to
isabling flexibility archetypes and shows a slight correlation with the
mount of hydrogen produced, which is also used as a fuel for industrial
eat in this sector. 

The flexibility volumes were extracted for each of the cases, and their
ifferences with the reference case are reported in Table 15 . Here, we
an observe that the volume of CHP flexibility is not strongly influenced
y changes in other forms of flexibility other than slightly benefiting
rom the presence of shedding. Furthermore, other forms of flexibility
emain unchanged when CHP flexibility is disabled. Similarly, the de-
and response also shows little effect on the disabling of other forms of
exibility, showing a moderate increase in operation when smart charg-

ng and shedding are disabled. In the transport sector flexibility, vehicle-
o-grid plays an important substitutive role for the system, showing sig-
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Table 16 

Comparison of key indicators for the integration of VRES into the system for the 
eight cases exploring flexibility enhancements in IESA-Opt. 

Case Import [PJ] Export [PJ] Electricity Use [PJ] VRES Curtailment [PJ] 

C1 281.2 61.9 1273.2 498.6 

C2 425.2 58.3 1384.4 349.1 

C3 302.2 82.2 1271.1 433.4 

C4 430.8 56.4 1395.9 363.9 

C5 434.2 51.8 1418.5 374.3 

C6 424.8 57.8 1386.7 353.6 

C7 421.4 58.1 1380.2 348.3 

R 421.5 58.5 1380.4 347.5 

Table 17 

Electricity generation in PJ across cases C1 to C7. The overall generation mix can change considerably by 
neglecting flexibility options. In particular, neglecting shedding flexibility technologies can drastically affect 
the generation mix. 

Electricity mix [in PJ] C1 C2 C3 C4 C5 C6 C7 R 

Co-fired Coal wCCS 0 1.4 0 1.5 1.8 1.4 1.5 1.4 

CCGT 47 21.6 36 21.6 21.5 21.4 21.4 21.6 

CCGT wCCS 12.7 15.3 20 15.4 15.3 15.4 15.2 15.3 

GT 0 2.6 0 3.3 3.3 3.1 2.7 2.7 

Biomass 0 5.2 0 6.2 6.4 5.8 5 5.1 

Onshore Wind 52.9 56.8 55.4 57 57 56.8 56.9 56.8 

Offshore Wind 726.2 767 779.9 770.7 768.2 767.9 766.5 766.5 

Solar PV Fields 30.4 40.8 38.3 41 41 40.8 40.9 40.8 

Industrial Solar PV 70 70 70 70 70 70 70 70 

Residential Solar PV 84 84 84 84 84 84 84 84 

Hydro 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 

Imports 281.2 425.2 302.2 430.8 434.2 424.8 421.4 421.5 

Exports 61.9 58.3 82.2 56.4 51.8 57.8 58.1 58.5 

Undispatched Electricity (VOLL) 55.7 0 19.9 0 0.1 0 0 0 

Fig. 15. Comparison of the electricity price and variability histograms for cases 
C1, C3 and R. 
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ificant increments upon the disabling of the other archetypes (except
HPs). In addition, smart charging strongly benefits from the presence of
torage in the system, and further develops when shedding and V2G are
isabled. Finally, storage and shedding show the most pronounced effect
n other forms of flexibility. When shedding is disabled, other forms of
exibility (except CHPs) increase their contribution substantially, and
hen storage is disabled, all other forms of flexibility decrease their

ontribution (except shedding). 
16 
Another relevant aspect to explore is the impact of disabling flexibil-
ty in electricity prices. A considerable difference is not present in price
ehaviors between the reference case and most cases, but cases C1, C3,
nd C5 present significant differences worth mentioning. To further ex-
lore the differences, the histograms of the electricity prices and price
ariability were extracted for cases C1, C3, C5, and R and are presented
n Fig. 15 . Here, it is possible to see that when no flexibility is present in
he system (C1), there is a large amount of extremely low and extremely
igh price events (roughly half of the total events). By applying all forms
f flexibility, the extreme price events decrease to less than 15%, and
rice variability is significantly decreased. When shedding is disabled,
3, there is still a considerable number of extreme price events (roughly
3%), while the price variability histogram still significantly resembles
he reference case with a slight decrease in extreme variability events.

hen storage is disabled, as in C5, the histograms still resemble that of
he reference case, with the difference being a valley of low price events
nder 50 M €/PJ. From these observations, we can notice that shedding
lays a key role in mitigating extreme price events and storage plays a
ey role in distributing the moderate price events more evenly. These
esults highlight the paramount importance of flexible demand in elec-
ricity dispatching. 

The final observation of this section explores the interaction of flex-
bility enhancements with the import and export of electricity and the
mpact on system electrification and VRES curtailment. As shown in
able 16 , similar results are extracted, where the absence of flexibil-

ty impacts the results severely by decreasing imports by 33% and in-
reasing the amount of renewable electricity curtailed by 43%. For cases
here flexibility enhancements are removed progressively, the absence
f shedding (C3) and storage (C5) result in greater deviations from the
eference case by increasing curtailed renewable electricity by 25% and
%, respectively, and changes in the electricity exports of 43% and
 11%, respectively. Higher electrification is achieved when storage is
isabled, followed by the disabling of demand response and CHP flexi-
ility, while lower electrification occurs for cases C1 and C3, with sub-
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Table 18 

Overview of selected modeling elements of the eight cross-sectoral flexibility cases in IESA-Opt. 

Case Objective function Memory needs Run time Data requirements Model description 

C1 Sub-optimality: 31% 43 GB 86 min No further data required No flexibility description 

C2 Sub-optimality: 1.6% 48 GB 168 min All except CHPs operation zones Each capability requires its own 

flexibility formulation accordingly 

with presented in the IESA-Opt paper 

{cite the IESA-Opt paper after the 

revision} 

C3 Sub-optimality: 16% 48 GB 155 min All except shedding capacity and 

non-negotiable loads 

C4 No difference 50 GB 205 min All except share of flexible demand, and 

non-negotiable loads 

C5 Sub-optimality: 0.6% 51 GB 224 min All except charging rates, storage capacities 

and efficiencies 

C6 Sub-optimality: 0.2% 50 GB 150 min All except electric vehicles operation profiles, 

charging and storage capacities 

C7 No difference 50 GB 172 min All except electric vehicles operation profiles, 

charging, storage capacity and efficiencies 

R – 54 GB 270 min All All of the above 

Fig. 16. Comparison of the system costs (left) 
and CO2 piece (right) in 2050 for the seven cases 
used to explore the infrastructure representation 
in IESA-Opt. Assuming a freely connected energy 
network in case D1 can drastically reduce emis- 
sion prices. 
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tantial reductions of 8% for both cases. Disabling other flexibility forms
esulted in a marginal impact on the reference case, except for a slight
ncrease in curtailment of 5% when demand response is absent (C4).
s a general observation, the presence of different forms of flexibility

end to have a low impact on electricity trading, except for shedding and
torage, and contributes significantly to decreasing VRES curtailment. 

The electricity mix in 2050 can change considerably depending on
he consideration of different flexibility options (see Table 17 ). Ne-
lecting flexibility options results in a drastic increase of 55.7 PJ in
ndispatched electricity compared to the reference case. This can be ex-
lained by the inter-sectoral interactions in the energy system. As there
s no flexibility option, the supply and demand for electricity cannot
eviate from a reference profile. Although there are import and export
ptions, the system cannot compensate for all the missing generation
ith these. Moreover, the system cannot use shedding technologies,
hich drastically electrify the industry and reduce emissions. The lack
f shedding technologies pushes the system to choose non-electrified
ubstitutes to meet industrial demand. Therefore, the system is highly
onstrained in the carbon budget and cannot invest enough in fossil
eak shaver generators such as gas turbines. A similar reasoning ap-
lies in case 3, in which the undispatched electricity is lower than C1
ecause other flexibility options can provide supply and demand flex-
bility to some extent. The absence of other flexibility archetypes does
ot considerably affect the generation mix. 

It should be noted that the hourly wind and solar profiles remain the
ame for all cases. This results in very low electricity generation from
ind and solar sources at certain hours of the year. In case of the lack of
b  

17 
exibility options, the system invests in extra peak load capacity, such
s gas turbines, which are expensive and polluting. 

Two main conclusions can be drawn from this experiment. First, rep-
esenting operational flexibility outside the power dispatch is impor-
ant for correctly accounting for technological options that can help to
ake the energy transition substantially more affordable. Second, shed-
ing (mainly represented as electrolyzers for the hydrogen network and
lectrolyzers for ammonia production and refineries) is the key form of
exibility to include in the energy system representation. These conclu-
ions are supported by all results presented in this section, as well as by
he objective function value as presented in Table 18 , and are in line
ith studies pointing towards shedding and shifting as the two more

ost-effective options [37] . It can be observed that the absence of cross-
ectoral flexibility representation often leads to sub-optimal solutions,
eading to overestimations of transitional costs. However, such capabil-
ties come at a high computational price, as they can together increase
omputational times up to 314%, albeit without the need for additional
emory. Nevertheless, if swift solutions are needed and no specific sec-

oral transport analysis is required, we recommend skipping electric ve-
icle flexible capabilities, as they do not have a major influence on the
esults, and they require more time to solve owing to the strong impact
f the variable available capacity inherent to their operational profiles.

Another sensible element of the cross-sectoral flexibility formulation
elates to the availability of data. The IESA-Opt proposed formulation
cite the IESA-Opt paper after the revision} requires extra data rep-
esenting the extent and duration for which the operation of flexible
echnologies is shed or delayed. These data are usually available or can
e reliably inferred only for well-described technologies such as elec-
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rolyzers, batteries, storage tanks, electric vehicles, and some industrial
rocesses. However, some other technologies such as generic demand
esponse in the residential sector require assumptions or further techno-
ogical disaggregation, which might result in either extra uncertainties
r further model complexity. In particular, for IESA-Opt, it is recom-
ended that special attention should be paid to these parameters when

urther developing the model. 

nfrastructure representation 

The impact of considering infrastructure technologies such as trans-
ission lines, transformers, and compressors can be observed in Fig. 16 ,
here the system cost of 2050 is compared for the cases with different

nfrastructure forms considered. The first observation is that the repre-
entation of infrastructure can greatly affect system costs, particularly
he capital component, as a difference of 10% can be observed between
ases D1 and R. The second observation is that only the electricity and
as network representation affect system costs significantly, as the sys-
em results are 3.3% and 5.9% cheaper, respectively. The volume of de-
elopment of hydrogen, district heating, and CCUS networks is consider-
bly lower regarding gas and electricity, which in combination with the
ong economic lifetime of the infrastructure technologies, makes their
mpact on the total system costs of 2050 remain well below one billion
uro per year. 

When evaluating the sectoral costs reported in Table 19 , we found
hat cases D4, D5, D6, and R present almost no differences other than
irect effects in their own sectors. On the other hand, cases D1, D2,
nd D3 present significant differences in costs. We can see that residen-
Table 19 

Sectoral decomposition of system costs’ chan

System Costs’ change relativ
Sector D1 D2 D3 

Residential − 16.6 − 0.1 − 11.7 

Services − 29.9 0.6 − 30.3 

Agriculture − 6.4 0.1 4.0 

Industry − 24.3 1.4 − 28.2 

Transport − 0.2 0.2 − 0.2 

Power NL − 12.5 − 14.3 − 1.5 

Refineries − 43.5 − 19.7 7.2 

Heat Network 886.4 − 4.5 531.8 

Final Gas − 61.5 − 1.0 − 61.5 

Hydrogen 178.2 37.0 − 8.9 

Fossil − 1.8 − 2.1 3.1 

Others − 52.4 − 3.5 − 22.3 

Table 20 

Installed capacities of infrastructure technologies in 2050 f

Carrier Technology Units 

Electricity Transformer from LV to HV GW 

Transformer from MV to HV GW 

Transformer from HV to MV Baseload GW 

Transformer from HV to MV Peaks GW 

Transformer from LV to MV GW 

Transformer from HV to LV GW 

Transformer from MV to LV Peaks GW 

HV Electricity grid cable GW 

MV Electricity grid cable GW 

LV Electricity grid cable GW 

Natural 

gas 

HD to MD natural gas compressor GW 

MD to LD natural gas compressor GW 

Natural gas HD grid pipeline GW 

Natural gas MD grid pipeline GW 

Natural gas LD grid pipeline GW 

Hydrogen HD to LD hydrogen compressor GW 

Hydrogen HD grid pipeline GW 

Hydrogen LD grid pipeline GW 

CCUS CCUS grid pipeline Mm 

Heat LT Heat network pipeline Mm 

18 
ial, service, and industrial sectors present considerably lower system
osts, which is a consequence of adopting district heating and hydro-
en technologies. In addition, the use of gas and electricity is 343 and
556 PJ in D1 and 405 and 1869 PJ in D3, respectively, which, in con-
rast to the 325 and 1557 PJ, respectively, of the reference case, shows
hat omitting the complete infrastructure description might result in an
verestimation of electrification, district heating, gas, and hydrogen as
ecarbonization activities. 

As seen in Table 20 , the most notorious case of feedback on other
nergy carrier infrastructure occurs in the absence of natural gas in-
rastructure description, where the required transformer capacities de-
rease owing to the higher flexibility provided to the system by under-
onstrained gas generators. However, this does not mean that the lack of
nfrastructure representation does not affect the system configuration in
ther sectors. An example of the latter is what happens in the production
f synthetic fuels when the electricity infrastructure is not represented,
s its absence decreases the amount of methanol produced from 188 to
53 PJ as the role of P2Liquid technology for avoiding network conges-
ion events is no longer necessary. Similar examples are found in the
olume of electrolyzers and district heating deployed in 2050, as the
ole of both technologies is greatly overestimated when no infrastruc-
ure representation is provided in the model. 

The electricity generation mix can change drastically if the infras-
ructure constraints are neglected. In case D1, where the national trans-
ission lines are considered as a copper plate, the model invests heavily

i.e., 97 GW) in offshore wind energy because the model does not need to
nvest in transmission lines between the offshore grid and the national
ge for the seven infrastructure cases. 

e to R [%] 
D4 D5 D6 R [B €] 

− 0.1 − 0.3 − 0.3 21.2 

0.5 0.7 − 0.4 9.4 

0.0 2.6 0.8 2.5 

0.1 − 2.4 − 0.2 10.9 

0.0 0.0 0.0 72.9 

0.2 0.1 0.0 41.6 

− 2.0 1.3 0.6 1.6 

4.5 18.2 131.8 0.0 

− 0.4 0.5 0.8 3.9 

− 31.3 − 0.7 − 0.7 0.6 

− 0.3 0.1 0.1 18.5 

− 0.1 − 29.7 0.0 1.5 

or the different cases. 

D1 D2 D3 D4 D5 D6 R 

– – 0.6 0.2 0.1 0.2 0.2 

– – 4.4 5.0 5.2 5.1 5.1 

– – 4.0 4.6 4.4 4.5 4.5 

– – 9.0 9.5 9.4 9.4 9.4 

– – 0.4 0.1 0.1 0.1 0.1 

– – 8.3 7.8 7.9 7.9 7.8 

– – 4.2 4.7 4.7 4.7 4.7 

– – 39.9 39.9 40.1 39.9 39.9 

– – 13.9 14.0 14.0 13.9 13.9 

– – 13.9 13.9 13.9 13.9 13.9 

– 46.1 – 46.7 46.6 46.7 46.7 

– 41.3 – 41.8 41.7 41.8 41.8 

– 81.8 – 81.9 83.1 81.5 81.5 

– 62.5 – 63.3 63.5 63.3 63.3 

– 50.0 – 50.0 50.0 50.0 50.0 

– 0.6 0.6 – 0.6 0.6 0.6 

– 1.8 1.5 – 1.4 1.5 1.5 

– 0.6 0.6 – 0.6 0.6 0.6 

– 2.0 2.0 2.0 – 2.0 2.0 

– 0.7 0.7 0.7 0.7 – 0.7 
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Table 21 

Electricity generation in PJ across cases D1 to D6. The overall generation mix does not change 
considerably, except the considerable change in case D1 where infrastructure is neglected in the 
model. 

Electricity mix [in PJ] D1 D2 D3 D4 D5 D6 R 

Co-fired Coal wCCS 1.45 1.35 1.37 1.4 1.42 1.41 1.41 

CCGT 19.86 20.57 20.41 21.43 21.57 21.59 21.59 

CCGT wCCS 13.91 15.29 14.38 15.28 15.28 15.3 15.31 

GT 1.75 2.32 2.26 2.64 2.63 2.66 2.66 

Biomass 4.92 4.83 4.61 5 5.17 5.07 5.09 

Onshore Wind 58.39 58.4 56.88 56.96 56.88 56.85 56.84 

Offshore Wind 1195.68 767.89 766.21 767.56 767.9 767.1 766.53 

Solar PV Fields 42 42 40.83 40.96 40.78 40.81 40.82 

Industrial Solar PV 70 70 70 70 70 70 70 

Residential Solar PV 84 84 84 84 84 84 84 

Hydro 0.95 0.95 0.92 0.93 0.92 0.93 0.93 

Imports 182.63 427.92 438.71 421.91 420.37 420.88 421.48 

Exports 228.92 59.98 56.84 57.21 57.57 57.4 57.39 

Table 22 

Overview of selected modeling elements of the infrastructure representation in IESA-Opt. 

Case Objective function Memory needs Run time Data requirements Model description 

D1 Infeasibility: 10% 48 GB 161 min No further data required No flexibility description 

D2 Infeasibility: 3.7% 51 GB 179 min Electricity infrastructure and transformers 

costs, efficiencies and potentials 

Each capability requires a supply and 

demand balance in the network for 

the considered dispatch resolution, as 

well as a maximum activity 

constrained by the infrastructure 

installed capacity. The complete 

formulation is presented in the 

IESA-Opt paper {cite the IESA-Opt 

paper after the revision} 

D3 Infeasibility: 5.8% 50 GB 174 min Gas infrastructure and compressors costs and 

potentials 

D4 No difference 51 GB 231 min Hydrogen infrastructure and compressors 

costs and potentials 

D5 Infeasibility: 0.3% 50 GB 189 min CCUS network infrastructure costs and 

potentials 

D6 No difference 50 GB 220 min Heat network infrastructure costs and 

potentials 

R – 54 GB 270 min All of the above All of the above 
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3 By computational affordability, we refer to the ability to solve a computa- 
rid. Moreover, there is no grid loss due to the copper plate assump-
ion. Therefore, investing in offshore wind capacity becomes cheaper
han importing electricity from neighboring countries, which includes
rid losses and investment in transition lines over the imported electric-
ty price. Table 21 shows that apart from case D1, the generation mix
hows negligible differences across other D cases. 

As seen in Table 22 , the main conclusion to be extracted from these
xperiments is that it is extremely important to correctly represent elec-
ricity and natural gas network infrastructure. When their representa-
ion is neglected, the results tend to underestimate system costs signifi-
antly and overestimate the role of key technologies such as electrolyz-
rs. The other infrastructure representations (i.e., hydrogen, CCUS, and
eat distribution networks) present a very limited effect in the system
epresentation. The lack of representation of hydrogen and heat distri-
ution networks results in a slight overestimation of the adoption of
hese technologies. On the other hand, the lack of a CCUS network de-
cription has little to no effect on the system outcome. Owing to the
mission constraint being stringent, even when infrastructure costs are
ccounted for, the full potential of CO 2 storage and captured CO 2 reuti-
ization are already reached. Therefore, if the computational time needs
o be reduced, it is recommended to adopt an approach in which the in-
rastructure costs of the hydrogen, CCUS, and heat distribution networks
re considered without describing the operational constraint imposed
n the system, as this would reduce the problem complexity without
onsiderably sacrificing solution quality. 

Another aspect to consider is that representing infrastructure in a
odel requires an intricate data collection process, as many costs and

perational parameters are spatially sensitive (i.e., a gas pipeline in a
ountain range is more expensive than in a plain). IESA-Opt still has a

arge scope for improvement in this regard, as better data availability
ould enable the representation of intriguing transitional options such as
ndustrial clusters for heat recirculation or district heating purposes, or
t

19 
ven for hydrogen or CO 2 users. However, even when this data is avail-
ble at a sufficient quality, representing the role of these alternatives in
he model to further decrease decarbonization costs would require a tai-
ored formulation according to the specific designs of possible projects.
his type of potential application can allow IEMs to be used as test fields
or clustering and infrastructure design. 

omputational resources 

It is logical to infer that by enabling a larger set of capabilities into
he model, both solving time and computational affordability 3 are fur-
her compromised, both of which are crucial aspects when expanding
roblem analysis. To discuss the latter impact of the cases explored in
his study, we report the computational times, memory requirements,
nd the resulting problem size (after pre-solving) for all the cases in
able 23 . 

For the family of A cases, the memory requirements and problem size
eem to grow linearly with the introduction of each period, as indicated
y the computational times. However, the last observation might be bi-
sed by the size of the RAM used as the number of hard-faults increased
ith larger problems, which made the calculation slower. 

For the family of B cases, the complexity of the problem is not corre-
ated with the problem size, as the problem sizes of B1 and B2, as well
s those of B3 and B4, do not differ greatly. However, as expected, the
omputational times increase with the complexity of the capabilities in-
luded in the cases. From the family of B cases, it is worth highlighting
ase B3, which yields suitable results at a national level and can run
onsiderably faster than cases B4 and R. 
ional problem without the need for out-of-norm processors or memories. 
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Table 23 

Computational requirements of the mathematical problems resulting from the formulation of the 
different cases explored. Bold numbers refere to the reference case. 

Case Time [min] # Variables [1e6] # Constraints [1e6] # Non-zeros [1e6] Memory [GB] 

A1 30.9 2.1 3.4 16.1 13.0 

A2 114.6 4.9 7.3 34.7 27.5 

R-A3 270.7 10.2 14.7 69.1 53.5 

A4 456 18.5 26.1 125.2 88.2 

B1 65.7 4.5 2.6 29.2 16.0 

B2 69.2 4.5 2.7 29.5 16.0 

B3 113.7 9.5 12.0 63.7 45.9 

B4 214.7 9.7 13.2 66.1 47.7 

C1 85.9 7.3 13.1 53.5 43.1 

C2 167.5 8.9 14.1 61.9 48.2 

C3 155.3 9.7 14.5 66.8 48.3 

C4 205.4 10.1 14.6 68.0 50.1 

C5 224.2 9.9 14.5 67.8 50.5 

C6 150 9.8 14.4 66.8 49.7 

C7 172 10.1 14.6 68.3 50.2 

D1 160.6 9.7 14.5 62.6 48.4 

D2 179 10.1 14.7 64.6 51.4 

D3 173.6 10.2 14.7 68.6 50.3 

D4 231.4 10.2 14.7 69.1 51.0 

D5 189.3 10.2 14.7 68.8 50.3 

D6 220.6 10.2 14.7 69.0 50.4 
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Next, for the family of C cases, it is highly noticeable that, by dis-
bling flexibility, the problem becomes smaller and solves faster. One
an perceive that the three flexibility enhancements with the most com-
utational requirements are Shedding, V-to-G, and Smart Charging,
hile storage and demand response have the lowest impact on com-
utational times. 

A similar observation can be extracted for D cases, where disabling
nfrastructure representation decreases problem size and solving times.
or these cases, gas and electricity infrastructures impose the highest
urden on the solution, while hydrogen and district heating infrastruc-
ure affect the problem size and times the least. 

Finally, it is important to mention that IESA-Opt’s mathematical
roblem is formulated in AIMMS [38] . It is solved with the Gurobi 9.01
olver via the barrier method using a laptop with 32 GB of RAM and
n Intel i8750-H processor. It should be noted that we used an average
aptop to perform the analysis. However, with the aid of more powerful
ardware, the computational times can be further reduced, especially
or larger problems. This could allow the further expansion of the prob-
em or the use of multiple runs to perform sensitivity analyses under
ractical timeframes. 

iscussion 

Twenty-one cases were presented in this study to analyze the effect of
he level of granularity in four modeling capabilities on several system
onfiguration indicators. The main takeaways can be summarized as
ollows: 

ransitional scope 

We can conclude that considering the goals of the study, fewer tran-
itional periods can be included to save computational time and re-
ources at the expense of providing cost underestimations (i.e., infea-
ibilities). This simplification does not affect the system costs and CO 2 
rices considerably. Moreover, it reduces the computational load, re-
ulting in much shorter run times and the reduced need for a costly
omputer. However, the model description and data requirements do
ot differ considerably by changing the number of periods considered.
he transitional scope of the model could be extended further than in
050. This would increase the computational demand while requiring
he collection of data assumptions for beyond 2050, which is not easily
vailable. 
20 
uropean interconnection 

The main need to include an EU power system representation in a na-
ional model is for correctly capturing the effect of the import and export
f electricity on the operation of local supply and demand. By consider-
ng the independent operation of EU generators, the main system indi-
ators do not change significantly with the number of described nodes.
herefore, as long as a dispatchable European node is considered, us-

ng fewer nodes is a practical alternative to reduce computational loads
hile leading to minor deviations in the results from the full node rep-

esentation. Moreover, it has the advantage that fewer nodal data need
o be collected. 

lexibility enhancements 

Representing operational flexibility outside the power dispatch is im-
ortant for correctly accounting for technological options that can make
he energy transition substantially more affordable. Moreover, shedding
as identified as the key form of flexibility for cases with a high share
f intermittent renewables. The presence of different forms of flexibility
ends to significantly decrease the curtailment of intermittent renew-
bles and has a low impact on electricity trading, except for shedding
nd storage. Moreover, the absence of cross-sectoral flexibility represen-
ation often leads to sub-optimal solutions, resulting in overestimations
f transitional costs. Additionally, if electric vehicle analysis is not con-
idered, we can neglect their flexibility as it requires substantial compu-
ational resources while having no significant influence on the system-
ide results. Although flexibility data for well-described technologies
re usually available, some other technologies such as the generic de-
and response in the residential sector require assumptions or further

echnological disaggregation, which result in uncertainties or further
odel complexity. 

nfrastructure representation 

By avoiding the representation of the electricity and natural gas net-
ork infrastructure, the results tend to underestimate system costs sig-
ificantly and overestimate the role of key technologies such as elec-
rolyzers. Other infrastructure representations, namely, hydrogen and
arbon capture, utilization, and storage (CCUS), as well as heat distri-
ution networks, have a very limited effect on the system representa-
ion. However, the lack of representation of the hydrogen and heat dis-
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ribution networks results in slight overestimations in the adoption of
hese technologies. The lack of a CCUS network description has a neg-
igible effect on the system outcome because the emission constraint is
o stringent that the full potential of CO 2 storage and captured CO 2 re-
tilization are already considered. Therefore, to reduce computational
ime, it is recommended to consider the infrastructure costs of the hy-
rogen, CCUS, and heat distribution networks without describing the
perational constraints imposed on the system. 

Representing infrastructure parameters requires an intricate data
ollection process, as many of the cost and operational parameters are
patially sensitive. Energy system models can further improve in this as-
ect as better data availability could enable the representation of tran-
itional options such as heat recirculation in industrial clusters, district
eating, hydrogen, or CO 2 consumers. However, even when this data
ould be available at a required quality, representing the role of these
lternatives would require a tailored formulation according to the spe-
ific goals of the project. 

omputational load 

The memory requirements and problem size seem to grow lin-
arly with higher granularities in the transitional scope, similarly with
he computational times. Moreover, the three flexibility enhancements
ith the most computational requirements were identified as shedding,
ehicle-to-grid, and smart charging, while storage and demand response
ad the lowest impact on computational times. Furthermore, the repre-
entation of gas and electricity infrastructure imposes the highest bur-
en on the solution, while hydrogen and district heating infrastructure
ffect the problem size and times the least. 

The computational time of a mathematical problem can be reduced
y either hardware or software improvements. To include higher details
hile maintaining low solving times, the hardware can be improved, as
e used a relatively affordable laptop for this study. On the other hand,
e presented several model-specific methods for improving computa-

ional times, while using a state-of-the-art solver configuration. These
odel-specific methods come with their own set of trade-offs, as ex-
lained earlier. It is recommended for modelers to set the computational
xpectations of the model based on the focus of the study. 

onclusion 

In this paper, we quantified some modeling trade-offs by employing
n applied energy system model that covers all energy sectors, includes
rid infrastructure, and integrates a transnational linear power system
epresentation that includes cross-border trade. We generated 21 cases
ased on a reference scenario of the Netherlands as a case study, while
he results can be interpreted for other similar national energy systems.

e measured the cost of increasing resolution in each modeling capa-
ility in terms of computational time and energy system modeling in-
icators, notably, system costs, emission prices, electricity generation,
nd import and export levels. 

Our findings can be summarized as: First, reducing the transitional
cope from seven to two periods can reduce the computational time by
5% while underestimating the objective function by only 4.6%. Second,
f the electricity trade with each neighboring country is not the focus of
he study, modelers can assume a single EU node that dispatches elec-
ricity at an aggregated level (while still describing the distribution of
he technologies taking part in the dispatch). This assumption underes-
imates the objective function by 1% while halving the computational
ime. Furthermore, shedding technologies (such as electrolyzers) and
torage options are a must for any integrated energy system with high
hares of variable renewable energy, as their absence can strongly af-
ect modeling outcomes in terms of the objective function, system con-
guration, and operation of technologies. In general, neglecting flexi-
ility options can drastically decrease the computational time but can
ncrease the sub-optimality by up to 31%. Finally, while reducing the
21 
omputational time to half, the lack of electricity and gas infrastructure
epresentation can underestimate the objective function by 4% and 6%,
espectively. 

This study comes with some shortcomings. For instance, we assumed
at profile for a considerable number of technology options, while
ourly load profiles can play an important role in determining the op-
imal portfolio of technologies. Acquiring hourly load profiles for each
echnology and energy source (e.g., wind and sun) can be a challenge.
herefore, modelers may assume the same profile for a set of technolo-
ies, or use clustering methods in data preprocessing. It is highly sug-
ested to analyze the impact of input data resolution on modeling results
nd computational loads (Table 8). 

This paper can guide energy system modelers to better frame their
odeling assumptions based on the focus of their study. The quanti-
ed modeling trade-offs presented in this paper, can be used by other
nergy system modelers to better identify crucial computational gaps.
oreover, energy modelers can realize the quantified importance of an-

lyzed modeling capabilities on accuracy of final results. 
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