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Surface codes based on stabilizer circuits may pave the way for large scale fault-tolerant quantum
computation. The surface code, being a fully planar implementation of a larger family of error
correction codes, uses only single- and two-qubit gates and the error threshold falls close to 1%
for a large range of errors. Among the most promising candidates to physically implement such
circuits and codes are superconducting qubits, such as transmons, coupled by resonators to enable
the two-qubit interactions. In this study, we investigate a X and Z stabilizing circuit realized by
two data qubits, two ancillas and four resonators. The aim is to assess the consequences of unitary
evolution of the interacting system, in particular for given stable initial states, on the fidelity of the
output states and the probabilities of obtaining the correct error syndrome (capture probabilities).
To this end, we model the system with a Jaynes-Tavis-Cummings Hamiltonian and construct the
low-excitation level evolution operators. The analysis is limited to two (out of four) stable input
states. We assume an ideal system with perfect single- and two-qubit gates, perfect measurements
taking zero measurement time and no decoherence or leakage. Our analysis shows that the capture
probabilities after the execution of a single stabilizer round are not equal to 100%, but vary between
99.2% and 99.99%. This is caused solely by the unitary evolution of the interacting system. Two
consecutive rounds of stabilizer measurements result in capture probability values that depend
heavily on the duration of the evolution, but vary between 0% and 99%. Also due to the unitary
evolution, the final state of the data qubits leaves the the four-dimensional subspace, which results in
a state fidelity oscillating between 0 and 1. Even if an error on the qubits is captured, the correcting
operation on the qubit will not bring the qubit to the original state. The errors induced by the
Hamiltonian evolution of the system cannot be interpreted nor classified as commonly appearing
errors. Additional or augmented quantum error correction is possibly required to compensate these

effects of resonator-qubit interaction.

I. INTRODUCTION

In order to perform computations with a gate-based
universal quantum computer, quantum error correction
is mandatory [I]. Surface codes, operated as stabilizer
codes can lead to large scale, fault-tolerant quantum com-
puting [2H4]. The goal is to identify and correct several
quantum errors meaning that qubits are not in the state
aimed for. Such errors can be caused by environmental
decoherence, imperfect knowledge of the quantum sys-
tem yielding errors in coherent control, imperfect initial-
ization and loss of qubits. Leakage to unwanted states
and measurement errors may happen as well. In princi-
ple, stabilizer codes indeed can correct such uncorrelated
errors. For quantum processors based on superconduct-
ing qubits, scalable circuit and control have been recently
proposed to execute the error-correction cycles [5].

Superconducting quantum systems are promising can-
didates for near-term quantum computers [6, [7]. Such
devices consist out of transmon(-like) qubits which are
coupled by resonators [8,[9]. This coupling is exploited to
perform two-qubit gates necessary for universal comput-
ing and error-correction codes. It is important to realize
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that the qubit-resonator interaction cannot be switched
off in the state-of-the-art quantum circuits. It can be
made effectively low by detuning the frequencies of qubit
and resonators. The near-resonant situation is however
necessary to obtain sufficient entanglement for gate oper-
ations. Note that the coupling of read-out resonators or
cavities can be tuned to low values necessary to obtain
the dispersive limit, enabling quantum non-demolition
measurements. The situation for electron spin qubits in
quantum dots is somewhat different since the exchange
interaction between the electrons can be tuned to almost
arbitrarily small values.

In this paper, we study the unitary evolution of a four-
qubit system coupled by four resonators in the context
of a stabilizing circuit. Our specific choice is motivated
by the four-qubit X and Z stabilizing circuit proposed
in [2]; see also [I0]. In contrast with [2], we take into
account the unitary evolution of the interacting system
of qubits and resonators. The stable two-qubit states
are the well-known Bell states. We consider as initial
state of the complete system — two data qubits, two an-
cillas and resonators — a product state of such a Bell
state, the corresponding two-ancilla state and empty res-
onators. The unitary evolution of this state governed by a
Jaynes-Tavis-Cummings Hamiltonian is calculated with
the techniques of [I1]. Consequences for subsequent mea-
surement probabilities and state fidelities are assessed.
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Our work is related to the recent gate-error analysis
[12], where the dynamics of two transmons coupled by
a resonator has been studied in relation to gates imple-
mented by pulses. Systematic errors due to the usually
neglected interaction of the total system have been iden-
tified. Note that the unitary evolution yields a ‘detrimen-
tal effect’ on the computational subspace. We will obtain
similar results in the context of a stabilizer circuit and
show that the fidelity of a desired (Bell) state in the two
data qubit space detoriates rapidly. These errors cannot
be corrected by the stabilizer code under consideration.
Recently, a study addressing fault-tolerance by including
dynamics in small systems has appeared [13].

The outline of this paper is as follows. The next sec-
tion presents the X and Z stabilizing circuit as well as the
corresponding physical implementation in terms of data
qubits, ancillas and resonators. It also explicity defines
the model Hamiltonian and solutions for the lowest exci-
tation subspaces. Subsequently, the unitary evolution of
two complete initial states, each containing a stable Bell
state, is studied in [T} Corresponding fidelities and re-
insertion of the final state into the stabilizing circuit are
investigated in the sections[[V]and [V] Unitary free evolu-
tion and the related transformation to a rotating frame
are addressed in [VIl It is followed in section [VII] by a
theoretical discussion assessing results and consequences
in the context of error analysis, stabilizers and quantum
operations. The last section [VIII| contains conclusions.
Note that some adopted definitions and useful relations
are given in appendix [A]

II. X AND Z STABILIZING CIRCUIT

We consider the X and Z stabilizer circuit as pre-
sented in appendix B of [2], however extended with uni-
tary (Hamiltonian) evolution U(t) for time duration ¢,
cf. Figure[[] The ideal quantum circuit does not include
U and is part of the in [2H4] outlined surface code. It is
built with two data qubits and two ancillas, also called
measure qubits. The corresponding measurement result
is the error syndrome [14].
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FIG. 1. Quantum X and Z stabilizer circuit including uni-
tary evolution; the ideal circuit does not include U(¢).

A. Circuit analysis

The ideal circuit is analyzed by [2] in terms of the stan-
dard (computational) basis. For convenience, we repeat
the analysis in terms of the Bell states in appendix [B] In
both ways it is demonstrated that the two data qubits
are stabilized in a simultaneous eigenstate of X! X[
and ZMZ2 These are exactly the Bell states:

XUIxE|o+) = [oF), XWXE|wt) = [+,
XUXE|e) = —|o7), XWXEw-) = —|9),

Z0ZP210%) = |o%), ZWZEwt) = —|u),

Z0zP0") = [o7), ZWzEw-) = —ju=). (1)

In other words, if we select one of these states as input
to the circuit, it can readily be verified that the same
output state state is obtained. The result of the ancilla
measurement, the error syndrome, is reproduced as well
with probability one. Thus we have shown that this in-
deed is a stabilizer circuit.

B. Error correction

Assume that we put a stable state into the circuit. As
mentioned above, without errors, the ancilla measure-
ment result is known. Suppose, however, that due to
some error a different error syndrome is obtained. Con-
comitantly, the resulting two-qubit state has changed as
well. Because the final state is nevertheless known, error
correction by applying one or two single qubit operations
is possible. We work out this procedure for two out of
four cases, thereby explicitly constructing the necessary
operations. Equations are repeatedly used.

e State |®T)
Error syndrome (+1,41), that is no errors are de-
tected; otherwise:

— Error syndrome (—1,+1), state |®7), correc-

tion Z[U|@~) = |®t).
— Error syndrome (+1,—1), state |¥T), correc-
tion XPI|wt) = |at).
— Error syndrome (=1,-1), state |[¥~), correc-
tion X ZM|@~) = |o+).
e State |[UT)

Error syndrome (41, —1), that is no errors are de-
tected; otherwise:

— Error syndrome (+1,+1), state |®T), correc-
tion XH|®T) = |wt).

— Error syndrome (=1,4+1), state |®7), correc-
tion X2 ZM|d~) = |\I/+>

— Error syndrome (=1,-1), state |[¥~), correc-
tion ZM|w—) = |\I/+>

Note that these error corrections are not unique, for ex-
ample Z2|®~) = |®F).



C. Dynamics

Two data qubits stabilized by one measure-X qubit A
and one measure-Z qubit B [2] coupled by resonators are
shown and labelled in Figure [2]
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FIG. 2. Two data qubits and two ancillas coupled by four
resonators.

The generalized Jaynes-Tavis-Cummings Hamiltonian
for this system is given by [11]
H = H{+ Hj + Hyh + HS

int

+ H3L + HY + Hib + Hipg (2)

+ H + HE

int

with the ‘free’ qubit Hamiltonian

1

Lwpoh — Tl (3)

qg _ 1,7 [1] 1 la]
HO - _Ewlaz - §waoz - z

and the Hamiltonian of the resonators
Hj = wl(a]{al + %) + wg(a;ag + %)
+ws(afas + 1) + wa(akas + 3). (4)

The interaction terms in the rotating wave approxima-
tion read

Hllnlt = g11 (GIUE + ala[,l]) ,
Hilrfi = J1a (GJ{O[f] + alo[f]) , etc. (5)

The frequencies are denoted by wy,k = 1,...,4, for
the resonators, wj,w) for the data qubits and wg,wp
for the ancillas. The coupling constants are taken as
911, 91a> 92a> 9225 942, 94b, 93b, 931-

To study the dynamics, it is necessary to solve the
Schrédinger equation, that is obtaining eigenenergies and
eigenstates of the Hamiltonian. Herewith the evolution
operator U(t) is constructed. The technique of [II] is
applied, where excitation number operators for Jaynes-
Tavis-Cummings Hamiltonians are exploited. For the
system under consideration this operator N is given by

4
N =3 alar =30+ ol +old+ o). (6)
=1

It commutes with the Hamiltonian: [N, H] = 0. Conse-
quently, it is conserved and N and H can be diagonalized

simultaneously. Thus the dynamics can be analyzed sep-
arately for each excitation level.

The eigenstates of the excitation number operator are
product states |r1,72,73,74) ®|q1, ¢2) ®|qa, @), With r =
0,1,2,... for k=1,2,3,4and ¢; =0,1 for j =1,2,a,b.
The lowest level N state is also the ground state of the
Hamiltonian

|E0> = |07 Oa Oa O> ® |07 0> ® |05 0>7 (7)
with energy eigenvalue
Ey=4(w1 +ws +ws+ws —wj —wh —we —wp). (8)

The first excitation level is eight-fold degenerate with
respect to \; we choose the basis states as given in ap-
pendix [C] The matrix elements of the Hamiltonian in
this subspace H;j,%,5 = 1,2,...8 are also listed in ap-
pendix [C] The corresponding eigenvalue problem needs
to be solved:

Ha, = Eyya,, p=1,2,...,8. (9)
As in [I1]), this is done by means of the Jacobi method.
In this way, we obtain the eigenstates

8
|Evy) = Zauk|ek> (10)
k=1

and the subspace evolution operator

8
U(8) =D e P! | Bu) (. (11)

p=1

We proceed to the second excitation level which has
dimension thirty-two. See appendix [C] for our choice of
basis states | fx). The matrix elements in the second exci-
tation subspace Hy;, k, 0 = 1,2,...,32 are explicitly given
in appendix [C] as well. The eigenvalue problem in this
subspace

Hb, = Eonby, n=12,...,32, (12)
is again solved with the Jacobi method.
eigenstates

It yields the

32
|Ean) = anl|fl> (13)
1=1

and the second excitation subspace evolution operator

32

U = 3

n=1

Ean) (Ean|. (14)

The constructed evolution operators will be used to com-
pute specific unitary evolutions.



III. UNITARY EVOLUTION

In this paper, we presuppose that the X and Z stabiliz-
ing circuit is ideal up to and including the last Hadamard
operation, step 7. in appendix [B] If one of the stable
Bell states ) has been put in, it is reproduced in
- because the corresponding coefﬁClent is one and
the others are zero. Before completing the circuit by
measuring the ancillas we now assume unitary evolution
governed by the complete Hamiltonian and analyze the
consequences. This is done for two initial states, con-
taining the Bell states |®T) and |¥T). Assuming empty
resonators, only the ground state and the second excita-
tion subspace need to be taken into account. In principle,
the analysis for the states |®~) and |¥~) proceeds anal-
ogously. The corresponding states, however, have com-
ponents in the third excitation subspace which makes
computations more cumbersome. Therefore, we restrict
ourselves to [®T) and |[¥T).

A. Bell state |®T)

First, we assume that the two-qubit Bell state |®) has
been put in the ideal stabilizer circuit. Then we study
unitary evolution of the system after the last Hadamard
operation has been performed. Thus the ‘initial’ state
follows from with Ay =1,BL = A_ =B_ =0
and the inclusion with resonators, presumed to be empty

In terms of the defined basis vectors we get a superposi-
tion of the ground state and a state in the second exci-
tation subspace

|p0) = 3V2(|Eo) + | for)) - (16)
Its unitary evolution is therefore given by
[p(8)) = (Uo(t) + Ur(t) + Ua(t) + ... ) lo)
= IV2(U(t)| Eo) + Ua(t)| for))
32
=3V2 (e_iE0t|Eo> +> e_iEQ”tbn27|E2n>>

n=1

32 32
— %\/5 (eiEot|Eo> + Z Z eiE2ntbn27bnk|fk>>

n=1k=1

32
= §V2e N E) + Y B0l fi), (17)
k=1
where we have defined

32
t) = %\/EZ e_iEz"tbngﬂ)nk. (18)
n=1

At this point we fix the time ¢ and perform the measure-
ment on the ancillas. The measurement operator corre-
sponding to the error syndrome (+1,+1) reads

P171 = Iﬁ ®I7“2 ®I7“3 ®I7"4 ®Z12® | 0> <0 |® | O><O |7 (19)

4

with identity operators Z,,,Z12 = 7N ® 7. The prob-
ability that this result is obtained follows as

p(L) =3+ > B®BK®), (20)

kES(1,1)

where the integer set is given as
S(1,1) ={1,2,---,12,15,16,19,20,23,24,27}. (21)

This result is depicted in Figure (3]).
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FIG. 3. Probability for obtaining the error syndrome (1,1)
after unitary evolution of the state |0,0,0,0)|®")|0,0) as a
function of time. Parameters: f; = 8.14, f = 8.18, f3 =
8.1,fs = 8.06,fi = 6.6,f5 = 64,fs = 5.9,f, = 5.7,
gi1 = O.51,g22 = 0.52,gla = O.53,gga = 0.54, ga2 = 0.5,9417 =
0.49, gsp = 0.48, g31 = 0.47; all values are given in GHz.

The state after projection and normalization follows as

+ > Be®)lfw)

keS(1,1)

|§01,1> — 1\[6—1Eot|E

p(1,1)

(22)
It can be written as a tensor product by factoring out
the ancilla states

lp1,1) = |¢1,1) ®]0) ® | 0). (23)

The data qubits—resonators state, however, is still entan-
gled.

We continue with measurements which indicate an er-
ror in the state. If the error syndrome equals (—1, 1), the
corresponding measurement operator is given by

P11 =12,Q®L,81,81, ®Il2®‘ 1><1 |®| O><O | (24)

We obtain for the probability to find this result

Y. BB, (25)

keS(—1,1)

p(—l, 1) =

with concomitant normalized state

T, L R e

lo—1,1) =



and the set

S(=1,1) =

The result for the probability is shown in Figure . The
ancilla states can again be factored out

{13,17,21,25,28,30}. (27)

lp-1,1) =[P-11) ®[1) ®|0) (28)
but data qubits and resonators remain entangled.
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FIG. 4. Probability for obtaining the error syndrome (-1,1)

after unitary evolution of the state |0,0,0,0)|®")|0,0) as a
function of time. Parameters as in the previous figure.

The analogous results for obtaining the error syndrome
(1,-1) are

Pl,—l - I’I“l ®IT2 ®Ir3 ®I’I"4 ®1.12®‘ O> <0 |®| 1><1 |7 (29)

with probability

p(L=1)= Y Bi)B(t), (30)
keS(1,-1)
state
o1} = p(jl)kgj B0, G
and integer set
S(1,-1) = {14, 18,22, 26,29, 31}. (32)
After amputating the ancillas, the state reads
p1,-1) = [£1,-1) ®[0) @ | 1). (33)

Since p(1,—1) < 107%, it is not shown.
The error syndrome (—1, —1) corresponds to the oper-
ator

P_17_1 = ITl ®Ir2 ®Ir3®Ir4®IIZ®| 1><1 |®| 1><1 |> (34)
which projects to one basis state

B32(t)
lo_1,-1) = Baa () | f32),

(35)

with probability

p(—=1,—1) = B35(t)Bs2(t).

This probability is less than 10~7. The final state is a
product state in all degrees of freedom

(36)

p-1,-1) = [0)2]0)®[0)2|0)©[0)®[0)®[1)®| 1), (37)

where we have omitted a phase factor.

B. Bell state |[UT)

We do a similar analysis for the Bell state |[¥):

‘¢0> = |O7 0, 07O> ® |\P+> ® |07 1>
= 3V2(| f20) + | f1)) -

Unitary evolution is governed by Us(t) and it yields

() = $V2Us(t) (| fa0) + | f51))

32

= 3V2Y e (byog + bysi) | Bay)
n=1
32 32

= %\/iz Z e~ B2t (b, o9 + byz1) bk i)

n=1k=1

32
=> W) fr),
k=1

where we have abbreviated

(38)

(39)

32
t) = %\/52 "2 (byzg + 31 )by

n=1

(40)

At this instant of time ¢ the measurement on the ancillas
is done. The measurements operators are defined above.
The error syndrome corresponding to no error detection
reads (1, —1). We obtain for the probability for obtaining
these values

p(L=1) = > O)w),

keS(1,-1)

(41)

as shown in Figure . In order not to overload the nota-
tion we do not introduce a different symbol for probabili-
ties in different examples. The corresponding normalized
state is

th1,-1) = T Z %(ﬂ\fk)- (42)
VL, — kGS(l
The ancilla states can of course be separated
[W1,-1) = [P1,-1) ®]0) ® | 1) (43)

but once more the data qubits and resonators remain
entangled.
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FIG. 5. Probability for obtaining the error syndrome (1,-1)
after unitary evolution of the state [0,0,0,0)|¥")|0,1) as a
function of time. Parameters as in Figure .

The expressions for obtaining error syndromes indicat-
ing an error can be derived analogously and we merely
present these without further comments:

keS(1,1)

D) > w®)lfe)
11k€Sll

= [¢1,1) ®]0) ® | 0). (45)
Figure (6)) depicts the probability p(1,1).
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FIG. 6. Probability for obtaining the error syndrome (1,1)
after unitary evolution of the state [0,0,0,0)|¥")|0,1) as a
function of time. Parameters as in Figure ({3)).

For the error syndrome (—1,1) we get

p(flv 1) = Z ’YZ(t)’Yk(t)’ (46)

keS(—1,1)

[-_1,1) = Z ’Yk(t)|fk>

VP 11 keS

= |1/J—1,1> ®[1)® \0> (47)

Because p(—1,1) < 107° it is not shown.
Finally, we obtain for the syndrome (—1,—1)

p(=1,=1) = 735 (t)ys2(), (48)

which is less than 1073, The final state

[Y_1,-1) = ¥32(t)] f32) (49)

__
p(_]-v _1)

coincides -up to a phase factor- with .

IV. FIDELITIES AND ERROR CORRECTION

In the last section, we have analyzed the four-qubit
stabilizer system. Unitary evolution of the complete cou-
pled system initially containing a separable stable Bell
state has been calculated. There are two cases to be
distinguished on the basis of the found error syndrome.
In the first one, the syndrome indicates no error is and
hence no error correction is applied. Secondly, the syn-
drome indicates a specific error which subsequently may
be corrected by applying the correction operators on the
data qubits, cf. section . In both cases, one then
is interested in a measure how well the stabilizer per-
forms. Note that in all cases the desired stable two-qubit
state, or ‘target state’, is known. Thus a natural choice
would be the fidelity of the realized state. We have seen
that in most cases, however, the two data qubits and
the resonators are entangled and the concomitant two-
qubit state is not defined. As a consequence, one needs
to exploits the density matrix formalism [I4] T5] and the
technique of partial tracing. The latter reduces the den-
sity matrix of a composite system to the density matrix
of a subsystem by performing the partial trace over the
other degrees of freedom. The reduced density matrix
of the data qubits is therefore obtained by tracing out
the resonator degrees of freedom. Note, however, in case
of entanglement the resulting subsystem density matrix
will not correspond to a pure state. In our examples,
the resonators-qubits state is of course pure and, with
the exception of the product state after obtaing the error
syndrome (—1, —1), entangled. Consequently, we cannot
identify a pure two-qubit state since the density matrix
corresponds to a mixed state. Nevertheless, we can use
the concept of the fidelity between a pure (target) state
|t} and the mixed state described by a density operator
p. It is defined as

F(l9),p) = vV ({@lold), (50)

cf. [8[14].
A. Density matrix: Bell state |®T)

Once more we start the analysis for the case of the
error syndrome (1,1). The state after having factored



out the ancillas (23)) is rewritten as

|f11) = )Ifx), (51)

\/7,%516 )

thereby (implicitly) defining | fk>, Bo
S = {0} U S(1,1).

(t) = %\/ie_iEot and
The concomitant density matrix is
J

1
Pq =

Y

k=11,15,19,23

B (t) B

(H)I1,0)(1,0[ +

+ Bo(t)B27(1)]0, 0) (1, 1| + B27(2) 55 (t)[1,1)(0, 0

therefore

) fe) (fil- (52)

ZZﬂk )87 (t

k Sies

At this point we take the partial trace with respect to the
resonator degrees of freedom. The result for the reduced
data qubit denstity operator is given by

10
M{;ﬁ;(ﬂﬁk(t)m, 0)(0, 0| + B3 (£)Br ()1, 1)(1,1]

>

k=12,16,20,24

BZ(t)ﬁk(t)‘O’ 1><0’ 1|

+ (Br1(t)Ba(t) + Bis(£)B16(t) + Bro(t) Bao(t) + B23(t)B24(1)) [1,0)(0, 1]
+ (Br2(t)B11(t) + Br6(t)B15(t) + Bao(t) Big(t) + B24(t)B33(t)) |0, 1)(1, Ol}-

We eventually obtain the fidelity

F(|®7), pg) = 1/ (®F|pg|2T) = {

which is shown in Figure @
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FIG. 7. Fidelity as a function of time after unitary evolution
of the state |0,0,0,0)|®")|0,0) and subsequently obtaining
error syndrome (1,1). Parameters as in Figure .

After having detected an error, one may apply a correc-
tion operator to the state. We analyze the consequences
by computing the fidelity of the obtained target state
and the reduced density operator. Since the partial trace
is taken with respect to the resonators degrees of free-
dom and the error correction only operates on the data
qubits, we can first compute the reduced density matrix

1/2
[Zﬁk Voult) + B3 (¢ >ﬁ27<t>+ﬂa<t>527<t>+ﬁ;7<t>ﬁo<t>}} ,

(

and eventually apply the error correction operator on the
target state. We demonstrate the method for the various
error syndromes indicating an error.

For the syndrome (—1,1) the state after factoring out
the ancillas reads

- 1 -
(0-11) = == D B®Ifi). (54
Vp(=1,1) keS(—1,1)
with corresponding density matrix
P= T Yo D BB (55)
p T keS(—1,1)1eS(~1,1)

The reduced qubit density matrix follows as

Pq =

ol T semmoo0 6o

p(=1.1) k=13,17,21,25

- Bas(8) B35 (1)1, 0) (1,0] + o (1) (D)]0, 1)(0, 1]
- Bas (1) B3 (1)1, 090, 1] + Bao ()35 (1)]0. 1) (1. 0|}.

Herewith we get as fidelity



(o), 2V p,20) = /(@ 210 p, 200]0+) = \[(@-|pg|2-)

1 . . . . 1/2
- {2p(—L1) {/613(0513(0 + By (1) Brr(t) + B3y () Bar (t) + 525(15),325@)} } , (57)

which is close to zero.

Analogously, for the error syndrome (1, —1) the state after factoring out the ancillas is given by

|61,-1) =

with concomitant density matrix

1
P p(l,—l) Z

1
V p(L _1)

DOl (58)

k€S(1,-1)

> BB W1 (fil- (59)

keS(1,—1)1eS(1,~1)

Calculating the partial trace yields
1

1= o1, —1)

k=14,18,22,26

{ D Bi®BK()]0,0)(0,0] + Bao(t)B30(1)]1,0)(L, 0] + Ba1 (1)83:(1)|0,1){0, 1]

+ B20(1) 851 (1) |1, 0)(0, 1] + 31 (£) B9 (£)[0, 1)(1, 0|}~ (60)

Subsequently, we obtain the fidelity

@), XPPp,XP) = \J(@+ X2, X |a+) = [(w+|p [0+

{

as shown in Figure (8).
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FIG. 8. Fidelity as a function of time after unitary evolu-
tion of the state |0,0,0,0)|®")|0,0), subsequently obtaining
error syndrome (1,—1) and error correction. Parameters as

in Figure (3]).

1/2
[ﬁ59<t>ﬁ29<t> 851 (6)Bn (8) + B3 () Baslt) + B (6)n (t)} } , (61)

In case of error syndrome (—1,—1), it is easily seen
that the reduced density matrix corresponds to a the pure
state

Then we get

F(|®F), X[Q]Z[l]qume)

= \J(@+[ 21 X Elp, Z1 X 2] art)

=\ (U7 [pg|¥7) =0, (63)

that is a vanishing fidelity.

B. Density matrix: Bell state |U)

The computations for the Bell state |[¥T) of course proceed completely analogously and we merely present the
results for the obtained fidelities. For the error syndrome (1, —1), we get

1/2
F(U),pg) = /(U g 0) = {Qp(ll_l) [v’;g(tmg(t) T (O (8) 7 (20 (6) + v;*g(tml(t)] } (60)



This fidelity is shown in Figure @D

In case of obtaining the error syndrome (1,1), the resulting error corrected fidelity follows as

F(wt), X, X1y = /(w X1, XU[wt) = /(@ |o,|0+) = {

. 10 1/2
[Z Ve () (t) + 757(75)727(0] } ;
k=1

2p(1,1)
(65)
which is less than 0.0035 and therefore not shown here.
After error detection by means of the syndrome (—1, 1), we obtain as fidelity
F(wt), X200 p, 21X B =\ J(w+| X B 200 p, ZHIX W) = /(@ |y @)
1 1/2
—~{ Gy [ 0mal0) + 9T 0me(0) + 95 0 (0) + 3 asto)| (66)

It turns out be aprroximately constant, very close to the

value = \f

The case with error syndrome (—1,—1) once more
yields a vanishing fidelity.

0.9

b\ /
ol /
Wl / \ /
W\ \
W\ \ o/
/ \
\/ \/

Fidelity

time [ns]

FIG. 9. Fidelity as a function of time after unitary evolution
of the state |0,0,0,0)|¥*)|0,1) and subsequently obtaining
error syndrome (1, —1). Parameters as in Figure (3).

V. RE-INSERTION INTO THE CIRCUIT

The stabilizer circuit has the property that re-inserting
the stable state into the circuit, reproduces it. The inter-
esting question arises how this is possibly influenced by
the unitary evolution governed by the Hamiltonian be-
fore the re-insertion. We analyze this problem once more
for the two stable Bell states situations for which we have
already calculated the evolution. Note that we assume a
certain duration of the evolution before entering the cir-
cuit again. We emphasize that this duration is arbitrary
but then fixed.

(

A. Bell state |®T)

In this case, we have to consider as initial state

= 70D B ()] fx)- (67)
,% 5 (E)| fr

In [2] and appendix [B] the circuit analysis has been pre-
sented. After expressing two-qubit computational basis
states in terms of the Bell states it can immediately be
applied. The states of the resonators are not affected; for
these we use the short-hand notation |Ry). We obtain as
output state from the stabilizing circuit

I%ut>=\/7HZBk |Rk}®|‘1’+>®|071>
kesS

n (ORe) + Bar(t >|Rz7>} |2+ ©(0,0)

_|_

b
+{ 3 (t)| Ry 627(t)|R27>}®|‘I’_>®|170>
(=

>|Rk>}®|w->®|1,1>], (68)

keS

with the set § = {11,12,15,16, 19,20, 23,24}. Next we
assume the ancillas to be measured and compute the
probabilities for the various error syndromes. Recall
that for the stable state, these are given by p(1,1) =
1;p(1,-1) =p(—1,1) = p(—1,—1) = 0. Instead of these,



we get probabilities p:

10
PLD) = 5o [Z BL(DB(E) + B35 (8)Br (1)
’ k=0
T By ()Bar(t) + 6;7@)50(7:)} ,

(1,-1) [Z

+ 512( )511( )+ B15(t)Br6(t) + Big(t)Bs(t)
+ Bio(t)Ba0(t) + B39(t) B1o(t)
)

T B3(0)Baalt) + Bia(0)B <t>],

)+ Bi1(t)Br2(t)

1 10
- i [Z B2 () (1)
’ k=0
T B3 (0)Bar(t) — B (0)Bar(t) — B3(1)5o <t>] ,

1 *
= m L; Bk (t)ﬂk (t

= Bra®)Bur(t) = Bis(t)Brs(t)
— Bilo(t)Ba0(t) — P20 (1) Bro(t)

B3y (6)a(t) — B <t>/323<t>] . (69)

) — Bi1(t)Br2(t)
— B16(t)Bis(t)

It can be readily verified that they add up to one. Com-
parison with yields the rather intriguing result

B(L,1) = F2(|2%), pg), (70)

connecting the fidelity in terms of a reduced density
matrix to a measurable probability. The probabili-
ties p(1,—1),p(—1,—1) are of order 10~%; consequently
p(—1,1) ~1—p(1,1).

B. Bell state |U™)

Once more, we repeat the calculation for the Bell state
|[U+). The state after unitary evolution reads in this case

|Y1,-1) = Y@ fe).  (71)

Vo, =1) kes%:

The input state for the stabilizer follows from re-
initializing the ancillas in the ground state

|Yin) = > i) ©]0,0).  (72)

VP kES(l -1)

10

The next steps of the stabilizing circuit produce

=y P

wk<t>|Rk>}
k=14,18,22,26

® |#7) ©|0,0) (73)

; {m<t>|R29> +m<t>|R31>} 0+ ©(0,1)

H{ox

k=14,18,22,26

|wout> =

vk<t>|Rk>} ©]®) @ |1.0)

+ {731(t)|R31> - 729(t)|329>} RNT)®|1, 1>]

The corresponding probabilities follow as

=%, -1 (Y59 (t)v20 (t) + a1 ()31 (£)

+ 739 (t)131(1) + 751 (£) 720 (1)]

1
p(L1) = 57— g (O)7k(1),
2p(1, 1) k:14%:,22,26 R
ﬁ(_Ll) :ﬁ(Ll)? (74)
B(—1,-1) = m [0 (1) v20(8) + 73 (8731 (2)
— Va9 ()y31 () — Va1 (E)y20(t)] -

As is easily checked, the sum of these probabilities equals
one. Once more, we get a relation like

p(1,=1) = F*(|T"), py). (75)
Both probabilities p(1, —1) and p(1,1) are of order 1079,
Therefore, we get p(—1,—-1) ~ 1 —p(1,—1).

C. Fidelity and re-insertion

The equality of the considered re-insertion probabili-
ties and the squares of the fidelities 75]) is not coinci-
dental. We will prove and generalize this result. For the
two examples of stable Bell states, we write the complete
state after unitary evolution as

32
= (Bl i), (76)
k=0

where for Bell state |®1), ux(t) = Bi(t) (k > 0) and for
Bell state |UF), ug(t) = 0, ux(t) = vi(t) (k: > 1). The
ancilla measurement operators for obtaining mg, = %1,
are written as
Prgmy =Ly @Lr, @Lry ®Lr, @712 ®[0a) (na|® [0p) (np,
(77)
with na,np € {0,1}. Recall that the measurement re-
sults (error syndromes) 1, —1 correspond respectively to
the ancilla states |0),|1). Operating on the state and



subsequent normalization yields

Brnomy|0() = |9(2)) = (78)

1
> m(®)a)|Re) @ na,mp),
p(mCl;mb) kES(ma,mb)

with measurement probability p(m,,mp) and data two-
qubit state |gx). The set S(mg,, ms) labels states corre-
sponding with the obtained error syndrome. After this
measurement, the ancillas can be amputated resulting in

|p(2)) > @)l Re). (79)

- 1
\% p(ma’mb) keS(mg,mp)

This state is the starting point for the computation of
respective fidelities or to analyze the re-insertion into the

J

W)

_ 1 3
\ p(ma’mb) keS(mq,mp)
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stabilizer circuit.
The latter starts with adding the re-initialized ancillas
and use as circuit input

() pur(t)|ar) | Ri)| 0)] 0).

(80)

_ 1 3
Vv p(ma’mb) keS(meg,mp)

The data qubit states are expanded as
lar) = ar|®F) + B[ TF) + [ ®7) + G|PT) (81

with normalization |ag|? + [Bk|? + [vk]? + [k = 1, cf.
(A.4)). The allegedly ideal circuit is linear and we assume
it does not affect the photon modes in the resonators.
According to [2] and appendix [B] its output state is then
given by

fie ()| Ric) (82)

® (a|@7)[0)]0) + B[ T )| 0)] 1) + 7| 7)[ 1)] 0) + [T 7)[ 1) 1)),

yielding the following ancilla measurement probabilities which, although not explicitly indicated, depend on m,, m;

A1) = pi(mal —

S awaim(t)uf (O(RilRy),

keS(mq,mp) LES (Mg, mp)

B(1,-1) = pi(mal ) >

ST Bl (Opf (0 (RilRe),

kES(ma,mb) ZES(mmmb)

ﬁ(_]-a 1) = p(mal mb) Z

o i (tm () (Rl B,

keS(mg,mp) lES(Mg,myp)

B(—1,-1) = pi(mal ) >

Do GG )p () (Rl Ry (83)

keS(mq,mp) LES(Mq,mp)

Note that (R;|R)) may also be equal to one for k # [ which lead to the earlier obtained interference terms.
The state after amputating the ancillas |g(t)), cf. , corresponds to the density matrix

_ 1
P= p(mmmb) Z Z

o () g () |que) [ B ) {qu | (R - (84)

k€ S(ma,my) 1€S(ma,mp)

We explicitly introduce a complete set of resonator states as |r,) and take the partial trace with respect to these
degrees of freedom. In this way we obtain the two-qubit density matrix

1

’Dq N p(ma) mb)

1
- p(ma;mb) Z Z

keS(mq,mp) LES(Ma,mp)

Using the expansion yields the fidelities
F2(12%), pg) = (2T |pg| @) = 5(1,1),

F2(|Uh), pg) = (U7 |pg|0F) = p(1, 1),
F2(|27), pg) = (7 |pg|®~) = p(—1,1),
FX(|U7),pg) = (7 |pg|¥™) = p(—1,—1).  (86)

> S S i ()l Re) (Rulra) i) al,

keS(mq,my) l€S(Mg,mp) M

pre () (8) (R | Ree) qre) (|- (85)

(

Hence we have established, for a given error syndrome
Ma, My, identities between squared fidelities and mea-
surement probabilities after re-insertion of the respective
states into the ideal stabilizer circuit.



VI. FREE EVOLUTION & ROTATING FRAME

It may be instructive to repeat some of the computa-
tions for the noninteracting system. Of course, the free
system also unitarily evolves in time. In order to partially
separate consequences of free evolution a transformation
to a rotating frame is useful. Formally a rotating frame
transformation is equivalent to adopting the interaction
representation, see e.g. [16].

A. Evolution without interaction

The Hamiltonian Hj is obtained by setting all cou-
plings equal to zero and corresponds to free data qubits,
free ancillas and uncoupled resonators. We start with the
initial state defined in eq., rewritten as

o) = 5V/2/0,0,0,0) © (|0,0) +[1,1)) ©0,0). (87)

It is a superposition of the ground state and of an excited
state of the ‘free’ Hamiltonian. We denote the latter by
|E) with corresponding energy £ = Ey+w/+w). Unitary
evolution governed by Hj yields

[p(6) = 5V2e 0! (|Bo) + e E) ), (88)

where wy = w] +w}. Tt follows that measuring the ancil-
las gives with probability one the error syndrome (1,1).
So far, so good; note the difference with the interacting
case. Since there is no entanglement in this noninter-
acting problem, the reduced density operator still corre-
sponds to a pure state

0q()) = 3v2(]0,0) + e~ ™+[1,1)) . (89)

Nevertheless, the obtained fidelity is oscillatory in the
elapsed evolution time

F=|(®p,(1))]| = 1v2¢/1T+coswit.  (90)

Our earlier results indeed coincide in the limit of vanish-
ing couplings.

As above, we can re-insert the state after evolution
into the stabilizer. Changing the basis gives the following
input state for fixed elapsed evolution time ¢:

loin) = $e77010,0,0,0) ® {(1 4+ e "+") |T)
+ (1—e™+") @)} ®0,0). (91)
The stabilizer then yields as output state
lQout) = s Fot[(1+e7"+") |0,0,0,0) ® |[@T) ®0,0)
+ (1=e7"+")10,0,0,0) ® [@7) ® |1,0)].  (92)
The ancilla measurement probabilities follow as
p(1,1) = 3 (1 + coswyt),
p(—1,1) = 5 (1 — coswyt),
p(1,-1) =p(=1,-1) = 0. (93)
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The sum of the probabilities is obviously one and the
fidelity found in satisfies

F% =p(1,1). (94)

Similar results are obtained if we start with the ini-
tial state involving the Bell state |U), that is eq..
Unitary evolution according to Hy leads to

(1)) = 1v/2e~iEorwitwntio g0, 0)
® {[1,0) +e“-"0,1)} ® (0,1),  (95)

with w_ = w] —wj. It can readily be checked that mea-
suring the Z operators of the ancillas yields (1, —1) with
probability one. Recall the different results for the inter-
acting system. The fidelity, however, again shows oscil-
lations in the elapsed time ¢

F=[(Tp,(1)] = 24v2y/1 +cosw_t.  (96)

After re-initialization, the corresponding input state for
the stabilizer is written as

[in) = e Foti+)0,0,0,0) (97)
@ {1+ [T+ (e"=1)|¥7)} ®|0,0).
The circuit then yields as output the state
Wout) = %e—i(Eg+wi+wb)t|0’07070>
® [(1+e™-1) ot ®]0,1)
+ (e - 1) ®|¥7) ®|1,1)]. (98)

It leads to the following probabilities for the error syn-
dromes

p(1,—1) = 3 (1 + cosw_t),
p(—1,-1) =1 (1 —cosw_t),
ﬁ(lv 1) = ﬁ(fl, 1) =0. (99)

The probabilities add up to one and again the relation
between the fidelity and probability p
F2 = f)(la 71)7 (100)

is confirmed.

B. Rotating frame
1. Data qubits

The rotating frame of the two data qubits is most im-
portant. The evolution due to the Hamiltonian

B = B 4+ HE = —Lwjol) — Lugol),

(101)

is effectively taken into account. We explicitly perform
the transformation

R(t) = exp [iH] = exp [iH Y exp [iHPY),  (102)
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where the identity holds because [H(g”,HéZ]] = 0. The change. The density matrix (52 corresponding to the
analysis of section [[T]]is shortly repeated for the rotating syndrome (1, 1), however, does change:

frame. To this end, we note that the introduced basis
states are eigenstates of the operator R(t)

pft = ( ZZﬁk OEAGIBIIE (107)
R(1)|f) = exp [iHY )| i) = 0508 ), (103) ==

where e[ I = =+1iwj,e€ E] = +1w), depending on the index  As a consequence, the fidelity is also modified
k. In the following we will explicitly need

B d = gy, el = b : ~
2 2
6[219] [29] - 20.}, Egll] gl] - _%w*' (104) 0.8 \ / \

It is also convenient to define the modified functions

Bi(t) = e+t (1), Fp(t) = e+ (1),

Fidelity
/
=
/

(105) 04
Now we proceed to the evolution of two previously 03 \
analyzed Bell states. 02 \\ / \\
a. Bell state |®T) 0'; \ \/
The evolved state in the rotated frame is given by 0 2 0 e & 100
- - > FIG. 10. Fidelity in the rotating frame as a function of time
0r(1)) = R(®)]6(1)) = Zﬁk | fx (106) after unitary evolution of the state |0,0,0,0)|®")|0,0) and

subsequently obtaining error syndrome (1,1). Parameters as

204\ 2 in Figure (3). Compare to Figure (7).
Since 3(t)B*(t) = B(t)B*(t), the measurement probabil- & P &

ities of obtaining the various error syndromes do not
|

Fr(|®%), pg') = /(2 +[pl|@*) (108)

1/2
{2]) i ) [Zﬂk )Bi(t) + B37(£)Bar (t) + B (£) Bar (t) + B3 (£) Bo(t )}}

1/2
- {21)(111) [Z BLOARL0) + B3r08er (1) + e 55(08(0) + e+ (000 } ,
’ k=0

as shown in Figure . It is readily verified that the relation between probalility for finding result (1,1) after
re-insertion into the stabilizer and fidelity is also valid in the rotating frame:

pr(1,1) = F2(|2%), pg). (109)

Analogous computations for the error syndrome (1, —1) yield a modification of the fidelity as well

Fr(19t), XEpRXE) = J(@+ | XEpR X Bl ot) = \ /(0 |p, |0) (110)
5 5 B B 1/2
_ {2])(111) [ﬁ%‘g(t)ﬁzg(t) B3 ()8 (6) + B (O Bas(8) + ﬁ;z)(t)ﬁgl(t)} }
1/2
[BEQ(t)ﬁzg(t) B3 (0)Ban (1) + ¢ B3, (1) Bas 1) + eiw—tﬁ%(t)ﬁgl(t)} } |

{

This result is depicted in Figure . The final fidelities after having obtained the error syndromes (—1,1) and
(—=1,-1) do not change in the rotating frame. The reason is that these expressions do not contain interference
between S (t) functions with different indices k.



b. Bell state [IT)
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The unitarily evolved state corresponding to the two qubit Bell state |¥1) reads in the rotating frame

[Vr(t)) = ROOW()) = > ()] fi)-

32
(111)
k=1

The measurement probabilities once more do not change because 4(t)5*(t) = v(¢)y*(t). The density matrix resulting
from the error syndrome (1, —1) has two interference terms and, as a consequence, it gets modified. Concomitantly,

we obtain a modification of the fidelity :

valid

are therefore not changed in the rotating frame.

f

FrlW), pg) = /(UF[pl|0) (112)
1 ~ kK = ~ )k ~
= \/zp(ll) {759 ()20 () +v31 (£)v31(t) + F31 (E)F20 () + ’729(75)731@)]
1 , ,
= \/2},(1_1) {759 (t)729(t) + 731 (D) v31 () + ™= 1v3; (E)v20(t) + €™~ tr5 (t)%l(t)] :
[
This result is shown in Figure . The relation between !
probability after re-insertion and fidelity is once again 09 .
pr(l,—1) = F2(|U), plf). (113) . \\ /
The other fidelities do not contain interference terms and g /
09 A /\\/\/\ \/\ 0:‘ \ /
T W 0 \

S
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FIG. 11.  Fidelity in the rotating frame as a function of
time after unitary evolution of the state |0, 0,0,0)|®")|0,0),
subsequently obtaining error syndrome (1, —1) and error cor-
rection. Parameters as in Figure . Compare to Figure ().

2. Including ancillas

It is straightforward to extend the rotating frame with
the ancillas. Their ‘free’ Hamiltonians commute and they
. [12]
also commute with Hj

erator as R, we obtain

. If we denote the extended op-

R(t)|fk> _ ei(egcﬂ-i-eLz]-&-eLa]-&-eECb])t‘fk% (114)

time [ns]

FIG. 12. Fidelity in the rotating frame as a function of time
after unitary evolution of the state |0,0,0,0)|¥")|0,0) and
subsequently obtaining error syndrome result (1,—1). Pa-
rameters as in Figure (3). Compare to Figure (9).

with eLa] = :i:%wa, egf] = :I:%wb, once more depending on

the index k. The relevant energies are given by

6[01] + 6[02] = _%w-‘r - %wa - %Wb,
6[217] + 6[227] = %w, — %wa — %wb,
(1] 2 _1 1 1
629 + 629 = 50.)7 — §wa + QWb,
61[311] + 6:[321] = —dw_ — tw, + Iws. (115)
The functions B (t) and v (t) are now modified as
Bk(t) _ ez’(eLl]+ef]+e£f]+egfl)tﬁk(t),
ey 21 la]l | [b]
'A)/k(t) — ez(ekl +€k2 +e€;, e )t')/k(t)- (116)

The calculation now proceeds as above but now with the
functions S (t) and 44 (t). The new phase factors due to
the ancillas, however, cancel in the terms which could
have altered the previous results for the fidelities. As a



consequence, the obtained fidelities do not change in this
extended rotated frame.

VII. THEORETICAL DISCUSSION
A. Error analysis

The stabilizing circuit with two ancilla qubits and two
data qubits is a building block in surface codes for error
correction [2H4]. Of course, this has motivated our choice
for these investigations. The circuit, including the ancilla
measurement and possibly error correction can deal with
errors on the data qubits which occur before performing
the circuit. The unitary evolution we have analyzed is
supposed to take place between the circuit unitary oper-
ations and ancilla measurements. Even if one would be
able to interpret the consequences as ‘errors’, it is shown
that they cannot be corrected in the usual way, that is ap-
plying the usual transformation on the data qubits based
on the error syndromes.

With respect to the interpretation as ‘errors’, there is
no obvious identification of the error type. In [I] coher-
ent gate errors, environmental decoherence, initialization
and measurement errors as well as loss and leakage are
discussed. One may consider the electromagnetic res-
onators and even the ancillas as ‘environment’; the an-
cillas are measured, the remaining resonators are traced
out. It will be further analyzed below using the concept
of quantum operations [14} [I7]. At this point, we can
already state that it does not yield a satisfactory correc-
tion mechanism. Our findings are more similar to those
in [12], where a gate-error analysis for transmon qubits
is presented. The unitary evolution of the total system
is also calculated in that study. As in our case, it is in-
herently unitary but yields detrimental effects on gates
in the computational subspace. The ‘errors’ are also sys-
tematic but appear incoherent in that subspace. In both
analyses, they originate from entanglement with other
states due to Hamiltonian evolution; in [I2] noncompu-
tational transmon states and the resonator — in our work,
ancillas and resonators.

Although no quantum code for the stabilizing circuit
is developed as such, there is a certain resemblance be-
cause of the use of certain subspaces in a larger Hilbert
space. Quantum error correction by means of coding,
e.g. Shor’s nine-bit code, is for instance explained in
[I7]. Within a complete Hilbert space a code subspace
is defined. The considered error operators map the code
subspace to orthogonal subspaces. Errors can then be
detected, distinguished and eventually corrected by de-
termining in which subspace the system is. It can be
done without disturbance and destroying the coherence;
superposition and entanglement are essential in the pro-
cess. Returning to the stabilizing circuit, we recall that
a product state of a general two-data qubit state and
the ancillas in the ground state is put in. The initial
subspace is therefore four-dimensional, whereas the com-
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plete qubit Hilbert space is sixteen-dimensional. After
the defined operations, the final state also belongs to a
four-dimensional subspace, having the specific structure
given in appendix The ancilla measurements subse-
quently project to one of the one-dimensional subspaces
of the data qubit Hilbert space. However, if the final
state evolves unitarily according to the system Hamilto-
nian then the four-dimensional subspace is abandoned. It
explains why this particular error identification and cor-
rection does not work. Assume that the initial state is
one of the Bell states. Without evolution the correspond-
ing probabilities for the measurement outcomes are zero
or one. This is no longer true after unitary evolution.
Two more aspects are important. First, even if the an-
cilla measurement indicates no error, the final data qubit
state is not the expected one. Secondly, if the syndrome
indicates an error, the usual error correction transfor-
mations, cf. section [[TB] do not work. Note that these
findings do not depend merely on the inclusion of the res-
onators as degrees of freedom. Indeed, in a model with
only spin-exchange interaction between adjacent qubits,
similar results have been obtained [I8]. Of course, in the
model with resonators one has to extend the ideal qubit
state with resonators; here we have taken a product state
with empty resonators. There remains a noticeable dif-
ference in the results compared to the spin model. Since
a final data qubit state has to be identified the resonators
have to be traced out after the evolution; it does not mat-
ter whether this is done before or after the measurement,
see[VIIC| In any case, the final data qubit ‘state’ is not a
pure state -as in the exchange model- but can only be de-
scribed by means of a density operator. In both models,
however, the essential phenomenon is that the evolution
operator leads the state out of the stable subspace.

B. Stabilizers in the Heisenberg picture

The concept of the X, Z stabilizing circuit has also
been demonstrated by calculating with stabilizers instead
of states [2]. To this end, the Heisenberg representation
is used. In particular, it is necessary to perform CNOT
operations on products of the X, Z and Z operators.
Here we do not reproduce the derivation of appendix B
of [2], but only note that the resulting two stabilizers
are X XM XRITO and 7l ZzM 7z 7] These opera-
tors commute and ancilla measurements indeed yield the
two-qubit stabilizers Z[1 Z[2 and X[ X[ However, in
case of unitary evolution before the measurement we need
to evolve the four-qubit stabilizers since we are in the
Heisenberg representation. Without doing the explicit
calculation, it is easily seen that the two stabilizers are
not invariant under time-evolution. Recalling that in the
Heisenberg equation for an operator A the commutator
[A, H] drives non-trivial evolution, the commutators of
the two four-qubit stabilizers with the full Hamiltonian
are to be calculated. Here we only note that these com-
mutators are nonzero causing the stabilizers to change.



Equivalently, this can be seen using the explicitly con-
structed evolution operator U(t) to find the evolution
A(t) = U(t)AUT (t). Once again, without doing the com-
putation completely, it is clear that the stabilizers evolve
non-trivially. As a consequence, the stabilizing mecha-
nism will fail after finite time ¢. Resonator operators will
appear in the evolution of the stabilizers. After the evo-
lution time ¢ they need to be traced out gain. The latter
does of course not apply to the interacting spin system
[18]. Nevertheless, the stabilizers also evolve in time, re-
flecting the degradation of the stabilizer formalism taking
into account full Hamiltonian evolution.

In larger systems on which a surface code can be im-
plemented similar observations hold. Consider, for ex-
ample, Surface 17 [5], which contains the studied two
data qubits, two ancillas sytem as subsystems. Surface
17 consists out of nine data qubits and eight ancillas. In
this system, eight stabilizers can be identified [2]. These
constrain the 2%-dimensional data qubit space to a large
extent. However, a two-dimensional subspace is not con-
strained. It can be exploited as computational space
spanned by two logical qubits |0r,),|1r). Concomitantly,
logical operators Zp, X; can be defined. Our concerns
based on unitary evolution describing the complete dy-
namics apply here as well. Stabilizers and logical opera-
tors evolve in time and the associated subspaces are not
invariant. Recently, a numerical study testing quantum
fault tolerance on small systems has appeared [13].

C. Quantum operations

The framework of quantum operations has been devel-
oped to deal with quantum noise by means of error cor-
rection [I4] T7]. The eventual error correction is typically
done for the code subspace which, of course, is defined
for a specific code. For example the three qubit bit flip
code uses the two-dimensional code subspace spanned by
the states |000) and |111). The formalism aims at taking
into account the interaction of the system of interest and
the environment. It includes selective dynamics, where
the environment is not observed, as well as nonselective
dynamics, where a measurement on the environment is
made. Various approaches for formulating quantum op-
erations are presented in [14].

Here we use quantum operations to describe the pro-
cesses in our system. Note that we do not consider a
quantum code and, consequently, there is no code sub-
space. Noise is not considered and, concomitantly, there
is no actual environment. We may, however, consider or
rather describe the electromagnetic resonators as envi-
ronment since we eventually focus on the qubits by taking
the partial trace with respect to these degrees of freedom.
Because the resonators are not measured, this dynamics
is nonselective. In addition, the ancillas can be consid-
ered as environment as well. The reason is that they are
measured also implying that their dynamics is selective.
We will see below that the order of tracing out resonators
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and measuring the ancillas is not relevant.

Quantum operations are defined as operators trans-
forming density matrices. For the full system we merely
use the symbol p, for data qubits pg, for ancillas p, and
for resonators p,.. The ideal circuit has the transforma-
tion property

1bm )] 0,0)(bm|(0,0| — [bm)|am){(am|(bml,

where [b,), m € {1,2,3,4} denotes one of the Bell states
with corresponding ancilla state |a,,). Next we extend
this matrix with empty resonators thereby defining the
initial density matrix before unitary evolution

p(0) = 10,0,0,0)[bm)[am) (am|(bm(0,0,0, 0|

(117)

= r(0) @ pg(0) ® pa(0). (118)
Unitary evolution yields the density matrix
plt) = U(1) (p,(0) @ py(0) @ pa(0) U (1) (119)

Note that we explicitly have constructed the evolution
operator up to (and including) the second excitation
level. Measuring the ancillas is decribed by the operators
Py, where k = (1,1)...(—1,—1) labels the measurement
result, i.e., the error syndrome. The subsequent ‘ampu-
tation’ of the projected ancilla state can formally be done
via a partial trace. Finally we trace out the resonators
to obtain the quantum operation

Pq(0) = pq(t) = E(pq) (120)
= tr, [tro [PuU(t) (pr(0) @ pg(0) ® pa(0)) UTP]] -

Alternatively, we take the partial trace with respect to
the resonators before the measurement

Pq(0) = pg(t) = E(pq) (121)
= trq [Prtr, [U(F) (pr(0) ® pg(0) @ pa(0)) UT] Pi] .

Inserting the initial density matrix yields

E(pq) = g(pq) = Z AkquA]Tcra (122)
with the data qubit operators
Apr = (rag|U () |roam)- (123)

The resonator states are here denoted by |r) and |ro) =
|0,0,0,0). The result generalizes the simplest operator-
sum representation [14], because of the additional trace
over the resonators. Its normalized form is given by

TAkrpATr
£(py) = —szzirlatlis

q) =
tr [Zr AkrquLr

(124)

where the normalization equals the probability that the
measurement, outcome labelled & is obtained for the de-
fined initial Bell state. The operators A, often denoted
by E, are called operational elements in [I4]; in our case



they depend on the evolution time. The theory of quan-
tum error correction exploits these operators to derive
conditions for error correction on a subspace defined by
a certain quantum code [14]. Note that in our case error
correction would mean reversing the unitary evolution
for the data qubits. Since this appears to be unfeasible
in practice, we do not pursue this.

We conclude this section by noting that we have al-
ready derived explicit expressions for the quantum op-
erations ((124]). For the initial Bell state |®T) they are
given in (53), , and . The trivial, i.e., time-
independent pure computational basis state, result
can be easily ‘corrected’ because

Cn (HY @ 17)(0,0) = [0*), (125)
where H is the Hadamard transformation and Cx de-
notes the CNOT operation.

D. Synopsis

At this point, it may be useful to summarize the results
of our study. First, we have computed unitary evolutions
of the extended output states of the stabilized circuit.
The extension is to include the empty resonators. For
free evolution, i.e., zero couplings, the error syndrome
indicating no error is obtained with certainty. This does
not longer hold for the interacting case, where these prob-
abilities become somewhat smaller than one. Concomi-
tantly, the probabilities for a different syndrome which
indicates an error are nonzero. The measurement oper-
ator for the error syndrome indicating no error does in
general not project the evolved state on the desired tar-
get two-qubit resonator state. The exception is the case
where the initial state is an eigenstate of the Hamilto-
nian which governs the time evolution. There are two
related consequences. Calculating the fidelity of the two-
qubit subsystem with the target Bell states, which is
done by taking the partial trace of the resonator de-
grees of freedom, yields oscillating fidelities with high
frequencies. Secondly, re-inserting the evolved two-qubit
resonator stated completed with (possibly) re-initialized
ancillas in the ground state, does not lead to the desired
target state. The concomitant measurement probabilities
resonate once again with high frequencies.

Similar results follow for error-corrected two-qubit
states constructed after the first error detection. Neither
high fidelities nor subsequent desired measurement prob-
abilities close to one are obtained. It happens for free
as well as complete, that is including the interactions,
evolution. In other words, Hamiltonian governed unitary
evolution causes problems for the stabilizing circuit as
the target states are no energy eigenstates. For free evo-
lution, however, target states are linear superpositions
of eigenstates and, as a consequence, the probability of
getting the syndrome indicating no error remains one.
In the interacting case, even the latter breaks down al-
though the mentioned probability is close to one whereas
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the error detection probabilities are rather small. An-
other difference for nonzero coupling is the fact that the
two-qubit subsystem can only be described with a den-
sity matrix which does not correspond to a pure state.
This is a consequence of the entanglement of data qubits
and the resonators, even after the measurement of the an-
cillas. For the noninteracting system, the two-qubit res-
onator system is described by a product state and taking
the partial trace yields a density matrix which describes
a pure state. In fact, the results for Hy can be obtained
without invoking the density matrix formalism.

The calculations have also been done in the rotating
frame of the data qubits. Measurement probabilities for
the various error syndromes are not altered. The fideli-
ties, however, do change. The observed time variations
are slower, which indicates the expected cancellation of
the highest frequency components. Nevertheless, with
one exception, the resulting fidelities decrease rather fast.
Extending the rotating frame with respect to the ancillas
does not change the results.

VIII. CONCLUSION

Our semi-analytical analysis of the X and Z stabilizing
circuit has revealed deteriorating consequences of unitary
evolution of the complete, i.e., qubits and resonators, in-
teracting system. Probabilities for error syndromes indi-
cating no error, therefore ideally equal one, decrease to
the range 0.992 — 0.999. Fidelities of the augmented den-
sity matrices and the stable target state, also ideally one,
oscillate between 0 and 1. After having obtained an error
syndrome indicating an error, the usual error correction
does not apply. The latter is a forteriori explained be-
cause unitary evolution does lead out of subspaces on
which the usual error correction does work. The expla-
nation in terms of the stabilizers of the circuits is that
they are no longer conserved, i.e., evolve non-trivially
governed by the complete Hamiltonian.

Several caveats should be kept in mind with respect
to this research. We have only addressed part of the
effects of unitary evolution, that is only in a time inter-
val between the last unitary operation in the stabilizing
circuit and the ancilla measurement. The latter is sup-
posed to be perfect. It is also assumed that the circuit
performs perfectly. The rotating wave approximation has
been made in the interaction terms. Environmental de-
coherence is neglected. Only the four-qubit system has
been considered, etc.

Nevertheless, we think that the results can be rele-
vant for the further development of quantum error cor-
rection and fault-tolerant computation. Recall that these
concepts rely on the applicability of some mathematical
error model, like one-qubit Pauli channels [14]. The lat-
ter cannot describe the deleterious effects on the compu-
tational subspace we have identified. The preliminary,
somewhat discomforting, overall conclusion is that the
existing stabilizer codes are not sufficient to handle the



consequences of unitary evolution of coupled (transmon-
like) qubit-resonator quantum systems.
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Appendix A: Definitions and notation

Throughout this paper we adopt units with 7 = 1.
For the two data qubit system we use the following
definition of the Bell states

[2%) = 5v2(/0,0) £[1,1)),

W) = 1v2(10,1) £ [1,0)). (A.1)

The operators UE] , 0,[22] , 03[51] and O’LQ] are also respectively

J
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denoted by Z[1, Z2l X1 712l The superindex refers to
the qubit; for the ancillas the indices a,b will be analo-
gously used. Below we need the action of the X-operators
on the basis states

xUjaty = [wt), xPet) = |9),
XMjem) = —|w-), xPjem) = [w-),

XUty = o), xPet) = o),
X)) = @), XPw)=jo7).  (A2)

Because we will consider a X and Z stabilizer circuit, we
apply the Z-operators to the Bell states as well and get

ZWet) =127), ZPlet) =|e7),

ZWe) =[2*), zPleT) =|e7),

ZUwt) =), ZPwt) = v,
ZUw™) = wh), ZPeT) = —[ut). (A.3)

A general two-qubit state, usually written as superpo-
sition of computational states, can also be written as a
linear combination of the Bell states, i.e.,

Wia) = AL @) + A7) + BL ) + B_|T7), (Ad)

with |[Ay > +[A_]* + [By|* + |B_|* = 1.

Appendix B: Circuit analyis in terms of Bell states

In this appendix we also use the one-qubit states

£) = 5v2(0) £[1)).

(B.1)

Recall that they are obtained via the Hadamard transformation on the computational states

H[0) = |+),

H[1) =|-). (B.2)

We re-analyze the X and Z stabilizing circuit in terms of Bell states, cf. [2]. Explicitly the following steps are done:

1. Initialize both ancillas in their ground state. The data qubits are in a general state given in (A.4). Consequently

the initial four-qubit state reads

1) = |0) (A|@*) + A_|@7) + By |¥F) + B_|U7))|0).

2. Perform a Hadamard operation on ancilla A

[¥2) = [+) (A4|®T) + A_|27) + B4[¥") + B_[T7)) | 0).

(B.3)

(B.4)

3. With ancilla A as control and qubit 1 as target, a CNOT is applied:

[¥s) = 5V2[|0) (A4 ]@F) + A_[97) + B [U) + B_|U7))

+ 1) (A4 WH) — A_|U7) + B4 |97) — B_|37))]|0).

(B.5)

4. A second CNOT is applied, again with ancilla A as control. Qubit 2, however, is the target:

[$a) = 5V2[|0) (A4 ]@%) + A_|®7) + By [U) + B_|¥7))

+]1) (AL]®1) — A_|®7) + B4 |¥T) — B_[¥7))]|0)

=[+) (A4[@7) + B4[T7)) [0) + |—) (A_|27) + B_[¥7))]| 0).
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. A CNOT is applied with data qubit 1 as control and ancilla B as target. We omit the intermediate result |t¢5)
because it is more convenient to combine this operation with the next step.

. A CNOT is applied with data qubit 2 as control and ancilla B as target. The two CNOTSs yield for the relevant
states

©)]0) — [05)[0),  [UF)|0) — |95 1), (B.7)
Therefore, the resulting four-qubit state reads
[¥6) = A4 [H)[@)]0) + By |+)[TT)[1) + A_|=)[@7)]0) + B_|—)[¥ )| 1). (B.8)
. A Hadamard is performed on ancilla A; we obtain

[¥7) = AL[0)[@T)]0) + B[ 0)[¥T)[1) + A_[1)|®7)[0) + B_[1)[¥ )| 1). (B.9)

. Both ancillas are eventually measured in their standard basis. The concomitant measurement operators are
given by

P11 =0)(0|®Z12®[0)(0], P11 =[1){1|®Z2®|0)(0],
Py =10)(0[®@T12@|1)(1|, Pi1=|1)(1|®@T1a®|1)(1], (B.10)

with probabilities for the outcomes +1, +1

p(1,1) = [AL 2, p(1,-1) = [By[?,
p(_17 1) = |A—‘2a p(—l,—l) = |B—|2' (Bll)

The corresponding final two-qubit states are the Bell states

syndrome (1,1) : [®7), syndrome (1, —1) : [UF),
syndrome (—1,1) : |®7), syndrome (—1,—1) : [T 7). (B.12)

Appendix C: Basis states and matrix elements

1. First excitation level

In this subspace, we choose the basis states

|61> = |1707070> ® |070> ® |070>7 ‘62> = ‘07 17070> ® |0a0> ® |O70>7
|63> - |0307 1,0> & |030> ® |070>v ‘€4> - ‘070>07 ]-> ® |0a0> ® |070>7
les) =10,0,0,0) ® |1,0) ® |0,0), |eg) =/0,0,0,0) ®|0,1) ® |0,0),
lez) =10,0,0,0) ®|0,0) ® |1,0), |es) =]0,0,0,0) ®|0,0)® |0,1). (C.1)
The matrix elements of the Hamiltonian in this subspace can be readily calculated from
Hij = (eilHlej),  4,5=1,2,...8 (C.2)
For 7 < j the nonzero elements are
Hii = Eo+wi, His =g11, Hit = g1a,
Hoo = Eo +w2, Hae = g22, Hor = goa,
Haz = Eo +ws, Has =931, Hss = gab,
Haa = Eo +wa, Hae = ga2, Has = gav, (C.3)
Hss = Eo +w), Hee = Eo +wy, Hrr=Eo+wa, Hss=Eo+ws,

whereas the other ones follow by symmetry H;; = Hj;.



2. Second excitation level

We proceed to the second excitation level which has dimension thirty-two. Its basis is chosen as

/1) =12,0,0,0) ®10,0) ©[0,0), [f2) =1,1,0,0)®0,0) ®|0,0),
f3) =11,0,1,0) ® 0,0) ©[0,0), [fs) =11,0,0,1) ®10,0) ®10,0),
f5) =10,2,0,0) ®10,0) ®10,0), [fs) =10,1,1,0) ®0,0) ®0,0),
[f7) =10,1,0,1) ®10,0) ® |0,0), [fs) =10,0,2,0) ®0,0) ®0,0)

fo) =10,0,1,1) ®10,0) ®0,0), [f10) = 0,0,0,2) ©10,0) ©10,0)
|f11) = [1,0,0,0) ©[1,0) ®10,0), [fi2) =[1,0,0,0) ©]0,1) ®0,0)
|f1s) = [1,0,0,0) ©]0,0) ®1,0), |fia) =[1,0,0,0) ©]0,0) ®0,1)
|f15) =10,1,0,0) ®[1,0) ®0,0), |fis) =10,1,0,0) ©]0,1) ® |0, 0)
|f17) =10,1,0,0) ©10,0) ® [1,0), |f1s) = [0,1,0,0) ©10,0) ®0,1)
|f19) =10,0,1,0) ®[1,0) ©10,0), |f20) =10,0,1,0) ©10,1) ©10,0)
|f21) = 10,0,1,0) ©]0,0) ®1,0), |f22) =10,0,1,0) ©]0,0) ® [0, 1)
| f23) = 10,0,0,1) ©®[1,0) ®10,0), |f2s) =10,0,0,1) ©]0,1) ® 0, 0)
|f25) = 10,0,0,1) ©]0,0) ®1,0), |f26) =10,0,0,1) ©]0,0) ® [0, 1)
|f27) =10,0,0,0) ©[1,1) ®0,0), |fas) = 10,0,0,0) ©[1,0) @ [1,0)
|f20) =10,0,0,0) ®[1,0) ©10,1), |fs0) =10,0,0,0) ©10,1) ®[1,0)
|f31) =10,0,0,0) ©[0,1) ©0,1), |fs2) =10,0,0,0) ©[0,0) ®|[1,1).

The matrix elements in the second excitation subspace follow analogously as
Hiw = (fxH| 1),

kl=1,2...,32

For the diagonal ones we get

Hii = Ep + 2w, Hax=FEp+w) +w2, Hizz=FEy+w+ws, Hy=E)+w +ws,
Hss = Ko + 2w, Hgs = Eo + w2 +w3, Hrr = Eg+ws +wy, Hss = Ey + 2ws,
Hoo = Eop + w3 +wa, Hio—10 = Eo + 2ws, Hii—11 = Eo + w1 + wi,

Hio—12 = Eo +wi + wh,
His—15 = By + wa + wl,
His—1s = Eo + w2 + wp,
Ha1-21 = Ep + w3 + wa,
Hos_ o4 = Eo + wy + wy,
Ho7_o7 = Eo + wy + wh,
Hso—30 = Eo + wy + wa,

Hiz—13 = Eg + w1 + wa,
His—16 = Fo + w2 + wj,
Hig_19 = Eo + ws + wj,
Hao_20 = Eoy + w3 + wp,
Has—25 = Fo + w4 + wa,
Haos—28 = Eo + wi + wq,
Hs1_31 = Eo + wh + ws,

His—14 = Eg +wy + wy,
Hi7—17 = Eo + w2 + wa,
Hao—20 = Eo + w3 + wh,
Has_o3 = Eo + wy + wi,
Ha—26 = Fo + w4 + wy,
Hag—20 = Eo + wi + ws,
H32 32 = Eg + wa + wp.

(C.6)
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The nonzero matrix elements Hy; with & < [ are given by

Hi—11 = \/59117 Hi_13= \/Eglaa

Ha 12 = g22, H2_13=g24, Ho_15 =911, H2_17 = g1,
Hs—11 =g31, Hs_14=g3, Hsz—10=911, Hsz—21 = g1a,
Hi—12 = ga2, Hi—14=9a, Hi23 =911, Hi25 = g1a,
Hs—16 = V2922, Hs_17 = V2024,

Ho—15 = 931, He—18 =936, He—20 = 922, He—21 = 924,
H7_16 = 942, Hr_18 = gap, Hr_24 = go2, Hr_25 = g24,
Hs—19 = V2031, Hs_22 = V203,

Ho 20 = ga2, Ho_22 = gap, Ho_23 =931, Ho_26 = gav,
Hig—24 = \/59427 Hip_26 = \/594177 Hi1-28 = 914,

His_27 = g11,
His—20 = g11,
Hi6-30 = 924,
H1ig_20 = g3b,
Ha1 28 = g31,
Has_27 = g42,
Has_30 = 942,

Hi2-30 = 914,
His-32 = 914,
Hi7_30 = g22,
Hao_27 = g31,
Ha1_32 = g3s,
Ha3_29 = gus,
Has_32 = gup,

Hiz_28 = g11,
His_27 = g22,
Hig—31 = g22,
Hao_31 = g3s,
Hao 29 = g31,
Has 31 = gap,
Hag_31 = ga2

His_o8 = 92a,

Hig_32 = 924,

and those with k > [ follow by symmetry Hg; = H;p.
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