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Abstract
Patient reported outcomemeasures (PROMs) are an essential means for collecting information on the effectiveness of hospital
care as perceived by the patients themselves. Especially older adult patients often require help fromnursing staff to successfully
complete PROMs, but this staff already has a high work load. Therefore, a social robot is introduced to perform the PROM
questioning and recording task. The study objective was to design a multimodal dialogue for a social robot to acquire PROMs
for older patients. The primary outcomes were the effectiveness, the efficiency, and the subjective usability as perceived by
older adults of acquiring PROMs by a social robot. The robot dialogue design included a personalized welcome, PROM
questions, confirmation requests, affective statements, use of a support screen on the robot displaying the answer options,
and accompanying robot gestures. The design was tested in a crossover study with 31 community-dwelling persons aged
70 years or above. Answers obtained with the robot were compared with those obtained by a questionnaire taken by humans.
First results indicated that PROM data collection in older persons may be carried out effectively and efficiently by a social
robot. The robot’s subjective usability was on average scored as 80.1 (±11.6) on a scale from 0 to 100. The recorded data
reliability was 99.6%. A first relevant step has been made on the design trajectory for a robot to obtain PROMs from older
adults. Practice variation in subjective usability scores still asks for technical dialogue improvements.

Keywords Social robot · Patient reported outcome measures · Humanoid · Multi-modal dialogue · Older adults

1 Introduction

Patient report outcome measurements (PROMs) are ques-
tionnaires to record a patient’s opinion on the status of
their health condition, health behavior, or their evaluation
of received healthcare. PROM data are obtained from the
patient without interpretation of the patient’s response by
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a clinician or anyone else [1]. Several health organizations
advise that patients should be routinely asked for these “pa-
tient reported outcomes” [1–3]. They consider information
from the patient’s perspective essential to support a patient-
centered approach to care.A surveyof nearly 100,000 clinical
trials published between 2007 and 2013 found that a PROM
was used in 27% of these trials [4]. For older adults, PROMs
are specifically important because they may also be a means
to express the patients’ actual and desired quality of well-
being. In this respect, most older adults consider their quality
ofwell-being recoveryby ahospital interventionmore impor-
tant than increased longevity [5, 6].

The process of obtaining PROMs may require help from
clinical staff; this is often necessary but time consuming.
Furthermore, timemay be needed to enter the data in an elec-
tronic health record. However, the administrative workload
for nurses for writing nursing reports and nursing handovers
is already high [7, 8]. Therefore, a relevant aim is to decrease
the time spent by nurses on administration. This allows
more time left for providing the fundamentals of care, such
as sharing fear and sorrow, securing appropriate nutrition,
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hydration, personal hygiene, sleep, rest, and interpersonal
communication [9].

Electronic PROM tools (ePROs) are applications on a
computer, tablet, or smartphone, in which people can enter
their responses to questions [10, 11]. Advantages above pen-
and-paper solutions are the automatic storage of the patient’s
responses in their personal health record, the automated cal-
culation of scores, and the ease to present processed results in
a brief report to medical staff. However, many patients have
difficulty using computers, tablets, or smartphones because
of their lack of digital literacy [12]. Also physical or cogni-
tive problems, disabilities, or chronic diseases can make this
technology difficult to use [13–15]. Other specific problems
with exchanging tablets between patients are privacy threats
and risks of spreading infections [10].

A speaking social humanoid robot may be an alterna-
tive for using paper forms, tablets, or computers, if it is
capable to conduct a dialogue on the status of the patient’s
health. In that scenario, the patient needs only to answer the
questions by voice. State-of-the-art social robots can include
advanced dialogues that incorporate additional introductions,
explanations, and background information. The robot can
use affective statements such as “I am sorry to hear that”
where appropriate. Moreover, the social robot could spend
more time on the PROM interaction than nurses may have
available. Obviously, the social robot shares many of the
advantages identified for ePROs, such as electronic data stor-
age, data processing, and reporting.

There is already some evidence that social robots are
useful for answering health-related questions. Experiments
have been done where participants answered health ques-
tions posed by a robot using data entry on a touch screen
attached to the robot [16, 17]. In another experiment, health-
related questions were posed to a participant in a so called
“Wizard-of-Oz” setup [18], which means that human opera-
tors remotely enter the statements to be said by the robot and
the participant is actually interacting with a human operator
instead of an autonomous robot system [19]. To our knowl-
edge, social robots have not yet been used for autonomous
PROM questioning.

Based on the aforementioned research and the fact that
the pen-and-paper interview with a nurse is still the most
commonoption for conducting PROMquestionnaires among
older persons, the decision was made to focus on the
comparison between a social robot and a nurse in this proof-
of-concept study. A multimodal dialogue was designed for
a social robot to obtain a valid patient reported outcome.
The research question was defined as: what is the effective-
ness, efficiency, and subjective usability of the robot-taken
PROM questionnaire (RP), when compared with a human-
taken PROM questionnaire (HP)?

This paper describes the design of a multimodal dialogue
for a social robot to acquire PROMs (patient reported out-

come measures) for older patients. The robot is able to pose
PROM questions and record their answers. The main con-
tribution of this paper is that it reports a first research on
evaluating robot-mediated data acquisition on PROMs in
older participants.

2 Design of the PROM Interaction

Following the situated cognitive engineering method [20,
21], the design process started from a reference scenario in
which the social robot is located in a room and the patient is
brought to the robot by a nurse for an interview. The patient
would sit in front of the robot and initiate the dialogue. Then
the robot would start asking a range of questions and would
react almost immediately (within 0.5 s) to the answers given.
When all questionswere answered, the robot would thank the
participant. The modes of behavior for the robot toward the
patient were decided to be aiming at cheerfulness, politeness,
responsibility, intellect, logic, helpfulness, personalization,
trust, and convenience [22–24].

In the next step, a dialogue representative formost PROMs
was made. A range of typical questions with varying answer
sets such as dichotomous and polytomous items, linear
scales, visual analogue scales, and questions for numbers or
dates was selected. PROM questionnaires currently in use
at the Geriatrics department were reviewed: the Personal
Wellbeing Index [25], the Malnutrition Universal Screen-
ing Tool [26], pain assessment using a Visual Analogue
Scale [27, 28], the Pittsburgh Sleep Quality Index [29], the
Barthel index [30], and The Older Persons and Informal
Caregivers Study questionnaire (TOPICS) [31]. Fifteen ques-
tions were selected on well-being, malnutrition, pain, sleep,
and ability to perform certain activities of daily living from
these PROMs (see supplementary material for the questions
used).

The Pepper robot from Softbank Robotics (Tokyo, Japan)
was selected as robot platform because of its user-friendly
programming environment, its ability to communicate in
Dutch, and its friendly human-like appearance, which was
expected to appeal to older persons (Fig. 1). Pepper is
a humanoid robot 1.21 m tall and 26 kg in weight. It
has a 10.1” screen on its chest. The screen was used to
display the question-and-answer (Q&A) options for all ques-
tions except those on birth date and nationality. The Dutch
speech recognition and speech functionality was made by
Nuance (Burlington, MA, USA). For Pepper’s arm and
body motions during the interaction, the robot’s ALSpeak-
ingMovement and ALListeningMovement modules were
used, which launched random arm and body animations
typical for a neutral communication. In both modules, the
robot eyes followed the human head to keep eye contact.
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Fig. 1 The Pepper robot

3 Evaluation

3.1 Experimental Setup

The experiment is designed as a non-blinded controlled
crossover trial. Each participant had a RP interaction and
a HP interaction. The RP and HP interactions were planned
to take place with a 2-week wash-out period in between to
minimize learning effects. The order of the RP and HP inter-
actions for the participant was based on the time of signing in
for the experiment. Community-dwelling older participants
were recruited by advertisements in a local newspaper and
through welfare organizations for older persons. Inclusion
criteria were age above 70 years, Dutch speaking, and no
cognitive impairments. Because of the lack of data for this
type of human–robot interaction trials, the required sample
sizecould not be calculated, and the aim was therefore prag-
matically set to 30 participants.

Table

Camera

Robot Par�cipant

≈ 1.2 meter

Desk

Researcher

≈ 2.0 meter

Field of view
par�cipant

Field of view
robot

Fig. 2 Schematic view of the interview setup

The interview setup consisted of a room in which the par-
ticipant sat on a chair facing the robot at a distance of about
1.2 m. The heads of the robot and the participant were at the
same height. The robot was the main object of view for the
participant (Fig. 2).

The intentionwas that the participantwas able to complete
the interview without any help. Since this would probably
be the first time that these older adults would interact with
a social robot, during the RP interaction a researcher was
present in the room for reassurance. For example, if the par-
ticipant did not know how to proceed, the participant could
ask the researcher what to say to the robot. During video
analysis, such an event will be noted as an off-script event.
All interactions were recorded with a Flip mino HD video
camera (Cisco Systems, CA, USA).

The research plan has been reviewed by the Medical Eth-
ical Review Board of the Radboud university medical center
(dossier number 2017-3392); the board did not consider the
study as a medical experiment, and therefore the research
planwas not subject to national legislation formedical exper-
iments in humanbeings. Informed consentwas obtained from
all individual participants included in the study. The study has
been performed in accordance with the ethical standards as
laid down in the 1964 Declaration of Helsinki and its later
amendments.
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3.2 The Procedure for the Interactions

The RP interaction started with the researchers inviting the
participant to sit in a chair opposite the robot. First, the par-
ticipant completed a 3-min training dialogue with the robot
under guidance of the researcher. If the participant was com-
fortable to proceed after completion of the training dialogue,
they could initiate the PROMquestionnaire by saying “Hello
Pepper.” If during RP interaction the robot would malfunc-
tion, the researcher could be asked for help.

The HP interaction started with the researcher asking the
same PROM questions. The dialogue script as programmed
in the robot was used to make both interviews comparable.
The answering options were shown on a laptop to mimic the
robot’s screen.

3.3 Data Analysis

Three empirical sources to evaluate this proof of concept
of the RP interactions were selected: data recordings of the
robot itself, analysis of the interaction video’s, and question-
naires for the participants on both interactions. The interview
by the robot was defined to be efficiently conducted if it
was completed within a reasonable time [32], compared with
duration of the HP interaction (ratio HP/RP duration>0.5).
It was expected that, during the actual RP dialogues, some
off-script eventsmight occur. Off-script events are events that
do not follow the preprogrammed script of questioning and
answering. Two off-script event types were anticipated. The
first off-script event type was one raised by the participant,
when for instance, the robot did not respond to the answer
given by the participant, and therefore the participant had to
repeat the answer. In the second off-script event type, the par-
ticipant asked for help from the researcher. Both RP and HP
interaction videos were reviewed, and observed events were
written down on forms and categorized. The effectiveness of
RP interaction was determined by counting the number of
off-script events that occurred during the interactions [33].

A question/answering interaction “set” was defined as one
participant completing one Q&A set including confirmation
and optional repeats or clarifications. With X participants
completing Y Q&A-sets with the robot, X*Y interaction
sets were obtained. The number of off-script events can be
related to the number of interaction sets. It is possible that
more than one off-script event occurs during one interaction
set. Because this is a feasibility study, validity issues between
questions were not studied.

An evaluation questionnaire was used to ask partic-
ipants to score their subjective usability after both the
RP interaction and the HP interaction. The questionnaire
consisted of 11 statements to be scored on a 7-point Lik-
ert scale (totally disagree—disagree—slight disagree—neu-
tral—slight agree—agree—fully agree, equivalent to scores

1–7). The statements were based on the Almere model
for assessing acceptance for assistive social agent technol-
ogy [34] and selected and adapted to conducting PROM
questionnaires (Table 1). All statements are formulated pos-
itively since negations complicate wanted understanding of
the questions [35]. The overall usability score was deter-
mined using the method for the System Usability Scale
[35]:

Ts � 100

N × L

N∑

i�1

(si − 1) (1)

Here, Ts is the total score on a 0–100 scale, i the item
number,N the total number of items,L theLikert rangeminus
one, and si the score per item. A usability score is called
“high” if the mean score is over 80. To compare the usability
scores of RP and HP, the evaluation questions 1–8 and 10 of
Table 1 were used, with replacing the word “robot” in the
question by “nurse” for the HP interaction. Questions 9 and
11 were not fitting HP interaction and were not included in
the comparison.

All participants were asked to compare both experiences
by asking them to score the statements “Do you find a differ-
ence in answering the questions by humanor robot?,” “Would
you mind if these questions are asked by a robot instead of
a human?,” “Would you feel more at ease with the human?,”
and “Did you consider answering the questions from the
robot more difficult?” on a 7-point Likert scale. This could
indicate the preference for one of the methods, RP or HP.
The recorded data reliability was assessed by comparing the
answers recorded electronically by the robotwith the answers
stated by the participants as heard in the video. The correla-
tion between the answers on the questions on life in general,
health in general, weight, and activities of daily living, as
given to the robot and the nurse, were determined, because
these were not likely to change over the period between the
RP and HP interactions.

The Castor research data management system (Castor
EDC, Amsterdam, the Netherlands) was used to record study
data. SPSS version 22 (IBM, USA) and Microsoft Excel
2007 (Microsoft, USA) were used for statistical analysis.
The resulting outcome scores for effectiveness, usability, and
the times measured for efficiency were compared in paired
one sample t tests between subjects for normally distributed
data, and by the Mann–Whitney U test for non-normal
distributions. Standard deviations are presented between
parentheses. Correlations between continuous variables in
the TOPICS answers were analyzed with Spearman’s ρs.
The datasets generated during and/or analyzed during the
current study are available from the corresponding author on
request.

123



International Journal of Social Robotics

Table 1 Evaluation questions,
variables, and scores for the RP
interaction with older
participants

Evaluation questions Variable Mean score SD

1. I approve of this robot asking me
questions on my health

Attitude towards technology 87 17

2. I find it easy to answer the questions of
the robot

Perceived ease of use 87 16

3. I think the robot understands my
answers correctly

Trust 76 23

4. I find the talking speed of the robot
satisfactory

Perceived ease of use 85 19

5. I find the robot reacting pleasantly to
my answers

Perceived enjoyment 88 13

6. I think the robot’s body motions were
appropriate

Perceived sociability 67 25

7. I find the robot made a friendly
impression

Perceived enjoyment 88 11

8. I would trust the robot if it would give
me advice

Trust 66 21

9. I find the robot funny Perceived sociability 85* 17

10. I find the answering of questions from
the robot a pleasant way to provide
data on my health

Perceived usability 78 21

11. I think my family and friends would
approve of using a robot to provide
data on my health

Social influence 68* 22

*Not included in subjective usability evaluation of the HP interaction

4 Results

Thirty-one community-dwelling older participants (45%
female) with an average age of 76.2 (2.0) years completed
both sessions. No participants were observed as frail or ill
at the moment of the interviews. No clear anxiety among
participants was observed during the RP interaction. No par-
ticipants had speech impediments. Their education level was
high: 57% of the male participants and 82% of the female
participants had a college or university degree. Of all par-
ticipants, 35% had visited an outpatient clinic in 2017 for
treatment, for checkups, or for emergency care.

All 31 participants completed all 15 Q&As; therefore,
465 interaction sets were obtained. The participants showed
100% adherence to both interactions. Two participants have
not answered the (repeated) e-mails on the HP interaction
evaluation; therefore, only 29 evaluations for the paired com-
parisons on usability could be used.

The average number of off-script events caused by the
participant for the RP interaction was 5.2 (±3.2) per partici-
pant, and in total 162. In 83 events, these concerned barge-in
errorswhere a participant answered “yes” or “no” too quickly
on one of the seven confirmation questions or the four ADL
questions. In 26 events, the participants had to repeat their
answer a bit louder for the robot to understand. In 11 events,
the participants used an answer not in the answer list, realized
this because the robot did not react, and corrected themselves.

Other off-script events were: the participant making a funny
remark which the robot did not understand, the participant
gave a wrong answer at first and corrected themselves, the
participant did not understand the question, and the partici-
pant did not hear the robot.

The average number of off-script events where the
researcher was asked to help for continuation with the inter-
view was 2.0 (±1.2) per participant, and in total 55. The
researcher explained how to give the answer, and after the
participant did so, the robot continued with the interview. In
22 sets, help was needed with fluently stating their birth day.
In 15 sets, the participant answered yes or no too quickly.
In 11 sets, the participant used an answer not in the answer
list. The following events occurred only for a maximum of
three times: the participant did not understand the question;
the participant did not hear the question; or the participant
stated the answers too softly. In all cases the interview was
completed.

The number of off-script events in HP interactions was
on average 3.3 (±2.7) per participant, and in total 106. A
qualitative analysis of the HP dialogue videos showed that
these off-script events can be categorized as follows:

• Participant gave a long explanatory answer (51 sets);
• Participant gave a short answer that is not in the answer
list (32 sets);

• Participant gave a premature answer (19 sets);
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• Participant posed a clarification question to the human
(three sets);

• Participant answered with a joke (one set).

The nature of the off-script events differed between HP
and RP interactions. For the RP interaction, they were due
to volume issues or “jumping the gun,” whereas during HP
interaction, participants clarified their answers.

The RP task efficiency ratio was 5 min 32 s/7 min 11 s
� 0.77, where the average duration for the RP interaction
(without training time) was 7 min 11 s (0 min 42 s; range:
6 min 00 s–9 min 36 s) and for the HP interaction 5 min 32 s
(0 min 49 s; range: 4 min 19 s–8 min 57 s). The shortest
RP interview duration with all answers given immediately
correct was 5 min 57 s. The recorded data reliability anal-
ysis shows only two sets (0.43%) in which a wrong answer
had been registered by the robot. Thus, the recorded data
reliability is 99.6%.

The participants scored the overall subjective usabil-
ity score as 80.1 (±11.6) for the robot and 84.0 (±10.7)
for the human; these scores are not significantly different
(Mann–Whitney U � 528.5, n1 � 31, n2 � 29, p <0.05,
two-tailed). The participants’ opinions on the interaction are
provided in Table 1. The first group (n � 17), who were first
interviewed by the robot and then by the human, scored the
subjective usability for the robot on average as 78.2 (±12.9)
and for the human as 82.0 (±10.5). The second group (n �
12),whowere interviewed in reverse order, scored the subjec-
tive usability for the robot as 82.4 (±9.8) and for the human
as 86.7 (±11.0). Thus, carry-over effects changing the dif-
ference in RP vs HP evaluation were absent (p <0.001). The
mean time between both interviews was 15.7 days.

The participant’s answers given to the robot and given to
the human were compared. The answers have a strong cor-
relation for the questions on satisfaction with life in general
(Spearman’s ρs � 0.900, same answers � 85%), health in
general (ρs � 0.913, 74%) and on weight (ρs � 0.980, 77%).
The dichotomous answers to the questions on the ability to
travel independently were equal for 97% of the participants.
The same levels were reached for the questions on shopping
(97%), meal preparation (97%), and doing household tasks
(90%).

5 Discussion

5.1 Global Evaluation

This experiment on the interaction of a robot with older par-
ticipants in asking structured data showed that the robot
interview was perceived as an acceptable way to provide
PROM data. This is consistent with the results among a
group of patients with Parkinson’s disease [18]. The sub-

jective usability of the robot was rated high. The system
usability scale rating did not differ significantly between the
PROM acquisition by the robot vs the human. Moreover, the
robot–PROM interaction was highly reliable in registering
the PROManswers as communicated. The design of themul-
timodal dialogue proved usable, although there certainly are
some lessons learned and possible improvements identified
by the off-script interactions.

The task efficiency in terms of completion time was mod-
erate: the robot interaction tookmore time if you consider the
time between first and last question. This may be different
when analyzing the complete time from meeting the patient
to saying goodbye, but this is more difficult to compare
objectively. It is expected that efficiency can be improved by
tailoring themultimodal interaction sets to specific questions.
The effectiveness goal of the interaction for routine PROM
acquisition in care pathways should be to obtain data without
off-script events requiring external intervention. In future, no
staff should need to be present during the interview. Some
off-script events by the participant might not necessarily be
a problem, e.g. stating an answer twice if the robot does not
initially react, as long as it does not annoy the participant. Par-
ticipants also caused off-script events during their interaction
with the human, and this is considered normal. However, to
improve the effectiveness, including answer screens for also
the more obvious answer sets will be considered. Also the
use of a timer function that enables the robot to take action if,
after some time, it has not been able to understand the partic-
ipant’s statement will be studied. The observed correlations
between the participant’s answers on the same questions to
the robot and to the human also gave confidence that use of
the robot may result in valid PROM questioning.

These results may point out the potential usefulness of
social robots for other patient groups. For example, for
symptom reporting by children in pediatric oncology [36].
However, it may also be useful for some older adults who
are reported to have problems with the Geriatric Depres-
sion Scale and the Patient-Reported Outcome Measurement
Information System [15].

5.2 Strengths andWeaknesses

The strength of this study is the design, implementation,
and evaluation of conducting PROM questionnaires by a
robot and the comparison with data acquired by a nurse. A
strict protocol was used for both interactions and based the
investigation on validated usability scoringmethods [34, 35],
tailored for this study. As far as we know, this is the first study
that evaluated robot-mediated data acquisition on healthcare
outcomes (PROMs) in older participants.

A limitation of the study is that it had a non-blinded design,
which is however unavoidable. It also included a small sam-
ple of highly educated participants, which may have inflated
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acceptability. Frailty or illness were not measured objec-
tively. Moreover, although participants in this study may
have been representative for the older persons first seen in an
outpatient setting, they are not representative of frail older
patients admitted to hospital. For these patients, a separate
usability trialwith amore representative groupof participants
is needed.

6 Conclusions and FutureWork

The conclusion of this study is that a first relevant step has
been made on the design trajectory for a robot to effectively
and efficiently obtain PROMs from older adults. The robot
is able to pose PROM questions and record their answers.
The subjective usability was judged positively by the older
participants who favorably accepted and appreciated the
interaction with the social robot. However, several interac-
tion elements were observed that still require improvements
to obtain a higher effectiveness and efficiency.

This first positive proof of concept warrants further
innovation, implementation, and evaluation of social robot
interaction with older patients. Next steps should consist of
further development of the quality of the interaction in co-
creation with healthy older and more frail older participants.
This will include exploration of direct PROM feedback to
professionals, as well as application of this social robot tech-
nology in integrated care pathways [37] to have both patients
and professionals benefit from an improved quality of care.
Future opportunities might also include gathering patient
reported outcomes in the patient’s native language.
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