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Dedicated to the loving memory of Spyke;
20/12/2005 – 27/01/2015

for the 3 a.m.-ers till the JEE.

Strange! An impulse stemming from a source so puzzling,
Look! In the wee hours him his water guzzling,
Hark! Ample wit yet struggling,
Bark! Is Pinacol-Pinacolone nay so puzzling?
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Part I

R E V I E W

This part introduces the reader to the basics of wind farm aerody-
namics, the current practices and the related computational fluid
dynamics. It reviews the contributions of large eddy simulation
to subject and the challenges that must be tackled to promote
its use within the industry. Finally, it lists the questions that this
thesis addresses.



1I N T R O D U C T I O N

Assume that one is given a large number of wind turbines, say 80, which
one could place wherever one prefers over a specified piece of land (or at
sea)1. All one must ensure is that the power these turbines produce as a
wind farm, over a year, should be the maximum that they can deliver under
the constraints of area and atmospheric conditions. What information does
one require to determine the optimal placement?

Figure 1.1: A simple aligned placement of wind turbines. D is the rotor diameter.

To help one get under way, figure 1.1 depicts a simple configuration that
one may choose2. With this configuration, the problem seems simpler as one
must only move the turbines apart or nearer, along the axis indicated by the
red arrow, as long as all the turbines are placed within the area enclosed by
the dotted lines.

Therefore, the problem is now simplified to that of finding the optimal
distance. But this simplification is rather specious! When a turbine extracts
energy from the wind, it produces a wake that is slower than the incoming
flow and bears a higher level of turbulence. Thus, a turbine downstream
of another is likely to interact with the wake of the latter and in doing
so, deliver lesser power due to reduced wind speed, while also suffering a
greater load (force on the blades) due to the increased turbulence, which in
the long run, reduces the turbine’s longevity (Thomsen and Sørensen, 1999).

The reduction in power while a turbine operates in the wake of another
has been established not only through measurements from wind farms
(Taylor, 1990; Barthelmie et al., 2007) and wind tunnel experiments (Chamorro

1 On land, one must also consider the influence of topology (trees) and man-made structures, if
present in proximity.

2 Distances to points downstream of a turbine would henceforth be mentioned as nD, where n
is a positive real number and D is the turbine’s rotor’s diameter.

2
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and Porté-Agel, 2011) but also through computational fluid dynamics (CFD)
(Barthelmie et al., 2009; Stevens et al., 2013a). Hence, placing the turbines
close enough to minimise the area they require is certainly not viable, which
brings one back to the old problem of optimal placement.

However, studies also indicate that if the wake from the first turbine is
allowed to travel over land or water for a suitable distance, the combined
effect of the wake’s and the atmosphere’s turbulence will ensure that the
wake is re-energised by increasing its velocity. The distance over which the
wake can achieve this recovery and its variation with atmospheric condi-
tions, must obviously be determined beforehand.

Determining this distance is quite difficult because the atmospheric bound-
ary layer (ABL) can veer the wakes away from the turbine’s centreline, which
may not lead to interaction with another downstream turbine at all! Al-
though this is much beneficial, it cannot always be known in advance. Fur-
ther, we have only considered a single wind direction while ‘simplifying’ this
problem. The wind direction varies (if not significantly) and influences the
development of the wakes, which must be taken into account. These changes
in wind directions can also be local, which are generally hard to predict and
analyse.

Under these circumstances, it would be impractical to use a trial-and-error
experiment to determine the optimal placement. Nonetheless, the combined
knowledge from previous experiments and wind tunnel tests, could be used
for the development of mathematical methods capable of predicting the be-
haviour of wind turbine wakes. The mathematical modelling of turbines,
wakes and the ABL has been pursued over the last few decades with prom-
ising results. But despite the success, most of the comprehensive models are
yet to be adapted for industrial applications and remain purely for academic
research.

Combining mathematical models of wind turbines and turbulence into
a numerical method capable of simulating wake-ABL interaction is chal-
lenged by major trade-off; the desired accuracy and comprehensiveness of
the method versus the computational requirements. As regards to wake-
ABL interaction, a major drawback that results from computational demands
is that of using under resolved or coarse grids for discretisation.

Although, certain models for turbines, ABL and turbulence are capable of
working with slightly coarse grids, not all numerical schemes used to math-
ematically resolve the flow, deliver good accuracy and stability on coarse
grids. Nonetheless, a smart combination of numerical schemes that work
well with coarse grids and mathematical models that are accurate enough
for representing phenomena that govern the generation of power on a wind
farm; could prove useful in the study of industrial wind farm aerodynamics.

This thesis aims to use the mathematical models of turbines, ABL and
turbulence that are prevalent in academia and numerical schemes that re-
tain their accuracy on coarse grids, to devise a method that could enable
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the industry to predict quickly and accurately, the features of wake-ABL in-
teraction that are most relevant to gauging the power produced by a wind
farm.

In this chapter, we describe the motivation behind this thesis and the
contents of the chapters that follow. The aim is to assist a reader obtain an
overview of this thesis.

1.1 setting

MARE-WINT or new MAterials and REliability in offshore WINd Turbines
technology, is a project funded by the European Commission towards re-
ducing the cost of wind energy. The intention is to improve the quality of
resource assessment, operation and maintenance of offshore wind farms,
which at the moment, is a costly affair.

A part of MARE-WINT deals with the analysis of wind turbine wakes,
their impact on power generation and the longevity of turbines. This thesis
intends to contribute to MARE-WINT by proposing a method that is reliable
and comprehensive with regards to its purpose, i.e. simulating large wind
farms within an ABL.

The Energy research Centre of the Netherlands (ECN) initiated the work
in this thesis by developing the framework of a computer code called the
Energy-Conserving Navier-Stokes (ECNS) code. The ECNS combines spe-
cial spatial discretisation and time integration methods, known as energy-
conserving schemes to guarantee stability with numerical simulations, the-
oretically, at any grid resolution and time step used for discretising space
and time (Verstappen and Veldman, 2003). Additionally, these schemes guar-
antee the absence of numerical dissipation that reduces the accuracy of the
schemes, especially on coarse grids.

Following the verification and validation of the ECNS for inviscid and
laminar flows (Sanderse, 2013), the code has to be upgraded to simulate high
Reynolds number turbulent flows. A thorough review of literature prior
to this project and the favourable features of the energy-conserving (EC)
scheme, made Large Eddy Simulation (LES) a logical choice for modelling
the turbulent nature of the ABL. This marked the beginning of the work
described in this thesis.

1.2 stimulus

Although it is clear that the schemes in the ECNS have a theoretical advant-
age over non-EC schemes, the same has yet to be evaluated in a practical
setting. This advantage is the complete absence of numerical dissipation
(Verstappen and Veldman, 2003). Numerical dissipation is known to add arti-
ficial viscosity to flow leading to the spurious withdrawal of kinetic energy
(KE). On a wind farm or even within an ABL, this effect could alter the de-
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velopment of wakes, lead to the decay of turbulence kinetic energy (TKE)
and ultimately, faulty predictions of the power generated by the turbines.

At the same time, the LES approach that is used to model turbulence, also
adds a large amount of dissipation to a simulation; the dissipation that is
missing because LES only simulates the large energy-containing scales of a
turbulent flow, as its name suggests. The remaining scales are mathematic-
ally modelled with a subgrid scale (SGS) model.

The large scales contain and transport a major part of the energy of a
flow, which is concomitantly withdrawn by the smaller scales of the flow. This
withdrawal of energy is quite large in magnitude for high Reynolds number
flows. Further, as the Reynolds number increases, one is practically able to
simulate fewer scales (but always the ones with the highest energy) for a
given amount of computational resources. Hence, with increasing Reynolds
number, the SGS model increasingly accounts for more and more scales,
which are responsible for the dissipation of energy. A good SGS model tries
to account for this physical dissipation as accurately as possible.

A question that arises is how beneficial is the absence of numerical or artificial
dissipation, as regards to affecting the performance of an LES model by spuriously
contributing to the withdrawal of energy?

This question arose during a perusal of previous studies on wind farm
aerodynamics with LES. Certain studies used codes that could introduce
numerical dissipation (theoretically as compared to EC schemes), in fact,
certain LES approaches (not used in wind farm aerodynamics so far), rely
on the artificial dissipation to model the physical dissipation, called implicit
LES methods (Sagaut, 2006). Thus, different LES approaches each leading to
favourable results, led to the question about the combined role of the LES
model and schemes, which ultimately brings us to the question whether
using an EC scheme for practical applications like wind farm aerodynamics
is beneficial or not?

Our choices were driven by our aim to propose a framework that uses a
reliable, versatile but not overly detailed LES approach to wind farm aero-
dynamics, to strike a balance between accuracy and computational require-
ments. ECN’s aim was to use such an approach to gain understanding of
how models that are simpler and faster than LES, could be modified or
tuned to deliver a comparable performance.

We begin with a review of numerical methods used to study wind farm
aerodynamics, with emphasis on LES and its contributions to the subject.
This review is used to support our choice of the LES model (the Smagorinsky
model, Smagorinsky (1963)), the investigations that we performed on EC
schemes, the numerical tests involved and the verification of the ECNS-LES
code.



2L A R G E E D D Y S I M U L AT I O N A N D W I N D FA R M
A E R O D Y N A M I C S

This chapter is a literature review and paraphrases findings reported in sci-
entific literature to provide the reader with an overview of wind farm aero-
dynamics and large eddy simulation (LES).

2.1 wind farm aerodynamics

Wind farm aerodynamics deals with the production and development of
wind turbine wakes on a wind farm as they interact with the ABL, turbines
and with each other. A complete aerodynamic analysis estimates not only
the power produced by a wind farm but can help one understand complex
situations like the effects of gusts and atmospheric stratification, the me-
andering of wakes and the influence a large wind farm can have on local
weather.

Aerodynamic analyses require information on the velocity of air, its vari-
ation with time and other statistical derivatives. One can collect such data by
deploying meteorological masts on wind farms with equipment that record
the variation in wind velocity at points and even across a limited area. Non- Adapted from

Mehta et al.
(2014b)

etheless, this data is scarce to provide a clear picture of the flow of air and
on a large wind farm, even more so. Further, such experiments are done on
established wind farms, which rules out the possibility of a pre-deployment
analysis.

The question that now arises, is how can one know about wind farm aero-
dynamics without relying completely on an established wind farm? Simu-
lations could be an alternative! But before one can simulate a wind farm,
one must know enough about modelling its components namely, the tur-
bines and the ABL and about boundary conditions to mimic the ground
and suitable for the small computational domain (with respect to the lower
atmosphere) with turbines within it.

2.1.1 Wind turbine wakes

A wind turbine’s wake can be divided into two regions, the near wake and the
far wake. The former, lies immediately behind the turbine and is primarily a
remnant of the turbine’s design and operation. The loss of energy resulting
from driving the wind turbine, is manifested as an expansion of the wake
and a steep reduction in its velocity. The near wake generally ends between
2D and 4D (Crespo et al., 1999b), as the wake gains turbulence to transition
into the far wake (Sørensen, 2011).

6
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Figure 2.1: A simple illustration of the near and the far wake of a turbine operating
within the atmospheric boundary layer.

An omnipresent source of turbulence is the atmosphere itself. Apart from
that, the mechanical turbulence created by the turbine and that generated
in the shear layer formed between the faster freestream air and the slower
wake, contribute to an increased level of turbulence in the wake. In the far
wake, it is this turbulence that promotes the mixing of the wake with the
freestream leading to the subsequent recovery of the velocity deficit and
reduction of turbulence intensity (Sanderse et al., 2011).

This thesis deals with far wake methods that do not require very detailed
modelling of wind turbines because for far wake analyses, the turbine’s pres-
ence need only be modelled as the correct deficit in wake velocity (velocity
deficit) and an increased amount of turbulence (turbulence intensity) (Porté-
Agel et al., 2011). Therefore, a model of the turbine (such as actuator disk
with rotation) that is capable for producing acceptable far wake velocity and
turbulence statistics, is simple and accurate for wind farm simulations.

Nonetheless, the accurate modelling of turbines becomes essential for
near wake analyses or obtaining details on a turbine’s operation, which
is a topic as complicated as far wake aerodynamics but requires a differ-
ent approach. Therefore, this review encompasses only far wake and wind
farm aerodynamics and the pertinent models and numerical methods. For
details on near wake and rotor aerodynamics, readers may refer to reviews
by Crespo et al. (1999b), Snel (1998, 2003), Vermeer et al. (2003), and a more
recent one by Sanderse et al. (2011).

We begin with a short description of simple far wake models that have
been used so far. By studying the benefits and limitations of simple models,
we hope to develop an understanding of the features an industrial model
must encompass for effective analyses of wind farm aerodynamics.



2.1 wind farm aerodynamics 8

2.1.2 Far wake methods

For the sake of simplicity, early far wake methods assumed that the vertical
profiles of velocity deficit and turbulence intensity in a turbine’s wake, are
roughly Gaussian, self-similar and even axisymmetric. In addition, the turbu-
lence was treated as isotropic and homogeneous (Ainslie, 1985; Crespo et al.,
1985, 1999b). Combined with approximations for modelling the turbines and
the ABL, these methods could be used for wind farm simulations.

The use of such models was discontinued following evidence that did
not support the assumptions of isotropy, symmetry of the wake and self-
similarity of the profiles of velocity deficit and turbulence intensity (Elliot,
1991; Schelz et al., 2001; Gómez-Elvira et al., 2005). Nonetheless, the early
models influenced the development of the more advanced far wake engineer-
ing models, which being affordable, speedy and accurate in terms of predict-
ing the mean power generation, are now widely employed by the industry.
Although it is known that engineering models may perform inaccurately
for a single inflow direction, their predictions are reasonably accurate when
averaged over a range of inflow angles (Barthelmie et al., 2009).

A brief account of these methods will help understand the importance of
LES, which is the theme of this thesis. A complete description of traditional
far wake models can be found in (Crespo et al., 1999b; Vermeer et al., 2003),
which will not be quoted again for succinctness.

2.1.2.1 Individual wakes

Individual wakes were first analysed with quick kinematic models as self-
similar profiles of velocity deduced from studies on jets (Abramovich, 1963;
Lissaman, 1979). The input was in the form of a velocity profile prescribed
where the wake stops expanding, which was obtained by relating the velo-
city deficit to the turbine’s thrust coefficient. Despite various attempts to
make kinematic models comprehensive, their dependence on the proper
specifications of model parameters, inability to model wake meandering
and the hypothesis of self-similarity that is violated by the presence of the
ground, remained major drawbacks.

On the other hand, field models solved the parabolic Navier-Stokes (NS)
equations by ignoring the turbulent diffusion and the gradient of pressure
along the main flow direction (Sforza et al., 1981; Ainslie, 1985). This not
only helped simplify the model but also reduced the computational time
significantly (Cabezón et al., 2011). Field models were validated successfully
against wind tunnel tests and could also account for large scale effects like
wake meandering, albeit with necessary modifications.

Boundary layer wake models were a major improvement over their prede-
cessors in terms of treating the wake as non-axisymmetric and introducing
three-dimensionality, along with more detailed modelling of the ABL using
Monin-Obukhov’s approach (Moeng, 1984). The turbulent wake was mod-
elled with the κ− ε Reynolds-averaged Navier-Stokes (RANS) model, although
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in a parabolic sense. An elliptic formulation that incorporated the gradi-
ent of pressure and turbulent diffusion along the main flow direction (in
essence, the RANS equations), was also proposed (Cabezón et al., 2011).
However, the improvements were disproportionate to the increased compu-
tational needs. Despite treating the turbulence as anisotropic, the overall per-
formance was still dependent on the accurate specification of RANS model
parameters and the initial wake deficit.

2.1.2.2 Multiple wakes and wind farms

Surface roughness models were amongst the first and simpler wind farm mod-
els. They used a logarithmic profile for the ABL and modelled the turbines
as elements of extra roughness. Frandsen (1992) used two profiles, one for
the flow between the ground and the turbines’ hubs and another above the
turbines’ hubs to model the turbines’ action as a drag force. Despite its sim-
plicity, Frandsen’s model proved useful in the study of the effect of large
offshore wind farms on local weather (Crespo et al., 1999a) and was also
improved later with the application of LES. Another model based on wake
expansion is that of Frandsen et al. (2006), which is adapted to regimes that
include infinite wind farms, multiple wake flows and changes in surface
roughness, while considering the presence of the ground that causes asym-
metric wake expansion.

A proper treatment of wakes was first done with superposition models that
superimposed velocity perturbations caused by multiple turbines to model
their combined effect. Semi-empirical modifications were made to account
for the fact that downstream wakes recover more rapidly due to enhanced
turbulence intensity. This was replicated by superposition models as regards
to predicting power generation, which dropped significantly for the first two
rows of turbines with no measurable decrease for more downstream rows.
The downside of these models was the lack of physical justification for the
algorithms used for superimposing the wakes.

Wind farm codes witnessed a major improvement with the advent of para-
bolic formulations of single wake models. Initially, all turbines were mod-
elled as profiles of velocity deficit and added turbulence intensity allocated
at the end of the wake’s expansion region, which would then be transpor-
ted downstream. This was later replaced with the method of assigning per-
turbations of flow variables at the turbine’s location and finally by actuator
methods (see Sanderse et al. (2011)).

Elliptic equivalents that accounted for axial pressure gradient and tur-
bulent diffusion in the NS equations were also proposed. These modific-
ations to the simpler parabolic form of the NS equations however, incur
increased computational requirements. Although elliptic models resolve the
turbulence accurately in the far wake, they over predict turbulent diffusion
in the near wake and under predict the velocity deficit, unless the model’s
coefficients in the RANS equations are tuned appropriately. By neglecting
stream wise diffusion, the parabolic form of the NS equations, predicts the
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velocity deficit correctly in the near wake but underestimate it in the far
wake, while overestimating the turbulence intensity. Amongst RANS mod-
els, the Reynolds stress model that permits the anisotropic resolution of the
fluid, provides the most reliable results in both the near and the far wake.
However, in the near wake it still under predicts the velocity deficit by a
small amount, which could be tackled by careful tuning.

Elliptic formulations are suitable for far wake analyses that are relevant
to wind farms as they predict both the turbulence intensity and velocity
deficit correctly in the far wake, which ultimately may interact with a down-
stream turbine and is more relevant to predicting power generation. Results
can generally be improved with advanced models of turbulence, like the
Reynolds stress model, or with more careful specification of model paramet-
ers. On the other hand, parabolic formulations are good only for the near
wake. A detailed comparison of elliptic and parabolic formulations of the
NS equations can be found in Cabezón et al. (2011).

2.1.2.3 Summary

To summarise, far wake models must be able to correctly predict the tur-
bulence intensity and velocity deficit at distances greater than 4D, which
in most cases is the minimum distance between turbines on modern wind
farms. The inability to generate proper results may stem from the combina-
tion of inaccurate turbulence and ABL modelling, tuning with limited field
data and the inability to resolve the flow in case of multiple turbine-wake or
wake-wake interactions. It is fair to mention that accurate turbine modelling
is important for the proper function of engineering models and the simple al-
location of velocity profile at the end of the near wake, to mimic the turbine,
is certainly not the most accurate model.

2.2 large eddy simulation

As mentioned previously, the model constants of RANS models must be
predetermined using aerodynamic data from wind farms. But the scarcity of
field data prevents comprehensive tuning and renders engineering models
suitable only for industrial applications and not for gaining insight into
the fundamental physics of wind farm aerodynamics, which demands first
principle physics-based models like LES and Direct Numerical Simulation
(DNS).

The aim of this section is to familiarise the reader with the fundamentals
of LES.

2.2.1 A statistical approach

One can study wind farm aerodynamics with the incompressible form of the
NS equations and parametrising a wind turbine as an external body force
(Vermeer et al., 2003). Whilst the tip speed of large turbines might approach
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the limit of incompressibility (∼Mach 0.3 at sea level), the flow in the wake
remains incompressible (van der Pijl, 2007).

Let us begin with NS equations in Einstein’s indicial notation in which,
the subscript ‘o ′, denotes the reference value of the density and temperature,

∂ui
∂xi

= 0 , (2.1)

∂(ρoui)

∂t
+
∂(ρouiuj)

∂xj
= −

∂p

∂xi
+

∂

∂xj

(
µ

(
∂ui
∂xj

+
∂uj
∂xi

))
+ ρofi + δi3ρog

(θ− 〈θ〉)
θ0

+ fcεij3uj ,

(2.2)

where

p pressure

µ molecular viscosity

ui component of velocity along the ith direction

xi component of the position vector along the ith direction

fi component of acceleration due to a body force along the ith direction

t time

fc Coriolis parameter, a function of the latitude and the Earth’s angular velocity

ρ density

g acceleration due to gravity

θ potential temperature.

The Coriolis force1 is pertinent only while analysing wind farms spread
over a large area when its influence is mathematically comparable to other
components of the NS equations (Porté-Agel et al., 2010). The term ρog(θ−〈θ〉)

θo
,

is Boussinesq’s approximation of the buoyant force on a volume of fluid arising
from minor variations in density brought about by changes in temperature
(Boussinesq, 1877). The angled brackets stand for an averaged value, for ex-
ample, over horizontal planes parallel to the ground in the case of an ABL
simulation. Such thermally generated turbulence can be resolved using an
additional scalar transport equation for the potential temperature,

∂θ

∂t
+
∂(θuj)

∂xj
−α

∂2θ

∂x2j
= qv , (2.3)

where

α thermal diffusivity of the medium

qv heat flow from a source or to a sink.

1 δij is Kronecker’s delta and εijk is the Levi-Civita symbol for three dimensions.
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If the ABL is neutral and there is no exchange of heat with the surface,
both equation 2.3 and the term ρog(θ−〈θ〉)

θo
in equation 2.2 can be ignored

(Panofsky and Dutton, 1984). For an incompressible flow, ∂ui∂xi
= 0 and in

the absence of heat sources or sinks, the above equation simplifies to,

∂θ

∂t
+ uj

∂θ

∂xj
−α

∂2θ

∂x2j
= 0 . (2.4)

Turbulent flows comprise regions of swirling fluid known as eddies, which
vary in size (formally known as length-scale) throughout the flow. Resolv-
ing eddies with the above equations is challenged by the non-linearity of

the convective term, ∂(ρouiuj)∂xj
that continually gives rise to smaller eddies

through vortex stretching (Perić and Ferziger, 2002). As the Reynolds num-
ber of a flow increases, the smaller eddies further reduce in size, creating
a greater range of eddy length scales, thus precluding an exact numerical
analysis of such flows with the above equations (Davidson, 2004).

Thus, a practical approach to investigating turbulence involves a statist-
ical analysis of the flow in the form of averages, as a trade-off between
insight and computational requirements (or the resolution of experimental
apparatus). The averaging leads to the removal of certain length (and time)
scales, rendering the system more solvable. But such an approach is hindered
by the closure problem of turbulence, in which, the unknowns that represent
the flow’s variables, exceed the equations in number (for details, please see
Perić and Ferziger (2002)). To bypass this, we must resort to mathematical
models that relate the unknowns to the physical nature of the flow as con-
sistently as possible (Tennekes and Lumley, 1972). LES is one such statistical
approach.

2.2.2 Fundamentals of LES

On a wind farm, the turbulent eddies range in size from the thickness of a
turbine’s blade’s boundary layer (a few millimetres) to the distance between
successive turbines (up to a kilometre), as a consequence of the high Reyn-
olds number of the flow. This unfortunately makes DNS unworkable with
today’s computational means.

As an alternative, LES resolves certain eddies of a flow using a modified
form of the NS equations, while mathematically modelling the remaining
eddies following their removal from the flow field. In keeping with its name,
the resolved eddies are the large energy-containing eddies of the flow that
govern large scale phenomena like power production, wake meandering,
response to gusts etc., and are comparable with or larger than the turbine’s
diameter.

Before getting to how these eddies can be selected and later resolved, one
must first understand the mathematical basis of LES.
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2.2.2.1 Eddies and the energy spectrum

Leonard (1974) defines LES as “using a more tractable form of the NS equa-
tions, to approximate while retaining, the most energetic features of the undis-
turbed problem”. The eddies of a turbulent flow can be divided into three
regimes,

• the large integral scales that are unaffected by molecular viscosity and
bear a large portion of the flow’s energy,

• the intermediate inertial scales that are unaffected by viscosity, bound-
ary conditions and the large scales and

• the small Kolmogorov scales that are dissipated easily by molecular vis-
cosity, which ultimately leads to the extraction of energy from the large
scales.

All these scales are best represented by the energy spectrum, which relates
the energy content of these scales to their length. For a turbulent flow at
a high Reynolds number, the energy spectrum is similar to that shown in
figure 2.2. κ is the wavenumber corresponding to an eddy’s length scale
(Meneveau and Katz, 2000),

κ =
1

O
, (2.5)

where

O size or the length scale of the eddy.

To the left lie the integral scales that are the most energetic and are re-
sponsible for feeding the smaller scales with their energy. Once the energy
flows out of the large scales, it enters the regime of intertial scales that are
quite universal in nature. Their purpose is to solely transfer the energy to
the smallest scales or the Kolmogorov scales, where molecular viscosity can
dissipate the energy (Pope, 2000). Figure 2.2 represents the universal nature
of the inertial range through the constant slope of the spectra. The slope,
as we shall mention later, is constant for homogeneous isotropic turbulent
fields.

LES resolves all scales except for those comparable in size to the Kolmogorov
scales (and the smaller scales of the inertial range, to be more precise) at
which dissipation is dominant. The smallest scales that could be resolved
with LES or should be resolved for an accurate LES, depend on the flow’s
Reynolds number that determines how wide is the range of length scales,
the computational resources that set the limit on resolution and the type
of data that is desired from an LES, mean flow quantities or detailed local
information about the flow (see Liu et al. (1994) for such an analysis).

Once the NS equations are discretised in space on a computational grid,
scales that are smaller than the grid’s cells, or the subgrid scales, are auto-
matically removed from the system. Hence, the terms small scales and subgrid
scales are interchangeable in LES parlance. Instead of being resolved, these
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Figure 2.2: The energy spectrum of an isotropic homogeneous turbulent field. In this
example, the turbulence decays under the action of molecular viscosity
from Stage I to Stage IV but the distribution of energy complies with the
fundamentals of turbulence (adapted from Kang et al. (2003)).

small scales must be mathematically modelled (for closure, see section 2.2.1)
with what is consequently known as a Subgrid Scale (SGS) model.

An SGS model must encompass the fundamental properties of a turbulent
flow for good results with LES. Ideally, it should dissipate the energy that
the large scales would feed subgrid scales with and therefore, should be able
to relate the resolved turbulent field to the dissipation. Although it sounds
daunting, two very basic properties of turbulence enabled the creation of
SGS models. These as paraphrased from Frisch (1995) are,

• the Kolmogorov scale is universally invariant regardless of the flow’s
nature, i.e. small scale turbulent motions are statistically identical for
high Reynolds number turbulent fields. Further, at this scale the flow
loses its directionality and becomes statistically isotropic (Pope, 2000).

• Scale Invariance is an integral property of the inertial range, i.e. tur-
bulent motions occur simultaneously at different scales at nearly the
same location (Meneveau and Katz, 2000) (also see Lesieur and Metais
(1996)).

Kolmogorov expressed the second point in a mathematical sense by relating
the energy of an eddy to its size. A dimensional analysis hinted at the scale
invariance of the rate of dissipation of large scale turbulence kinetic energy
(TKE) due to molecular viscosity or ε as,

E(k) = cKε
2/3k−5/3 , (2.6)
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where

cK the Kolmogorov constant

ε turbulence dissipation rate ( J
kgs ).

The quantity γ5/3E(γk) is invariant in the inertial range under scale trans-
formation i.e. k→ γk (γ is a real number). It is this symmetry that helps link
the dynamics of the large and small scales in the modelling of turbulence.

2.2.2.2 Filtered Navier-Stokes equations

Subgrid scale modelling can be done in various ways, as long as the model
encompasses the correct dissipative nature of the subgrid scales. Generally,
LES is classified as being Implicit or Explicit.

Implicit LES treats SGS modelling as purely dissipative. One employs an
upwind scheme to discretise the convective term or uses an artificial dissip-
ative term to introduce dissipation, which in general, is very close to that
introduced by a physical model. In practice, the numerical dissipation is
second or fourth order accurate. Various methods of implicit LES are men-
tioned in Sagaut (2006), for a detailed description the readers are referred to
Grindstein et al. (2007).

Explicit LES, which we shall use for this thesis, uses a model to represent
the coupling between the resolved and the subgrid scales. One of simplest
explicit LES models, the Smagorinsky model, formulates the coupling based
on the equilibrium between the flow of kinetic energy (KE) from the resolved
scales and its dissipation by the subgrid scales. This approach is known as
functional modelling. On the other hand is structural modelling, which seeks
to reproduce the statistical correlations between the large scale structures
at different scales (Sagaut, 2006). Bardina’s scale-similarity model falls under
this category (Bardina et al., 1983). A detailed explanation of the assump-
tions, principles and limitations of implicit and explicit LES can be found in
literature cited in this section. Nonetheless, the explicit models used for this
thesis are described in this chapter.

To begin with, one must modify the NS equations to govern the dynamics
of only the resolved scales because the rest are not directly a part of the
mathematics that follows. This modification is best explained in terms of a
filter.

A filter is an operator that is high-pass in scale size (low-pass in wavenum-
ber and frequency) and removes eddies that are smaller than the filter’s cut-
off width (or length). The cut-off width must be large in comparison to the
Kolmogorov scale, ideally somewhere in the inertial range. Mathematically,
filtering a turbulent vector variable results in a filtered and a residual quant-
ity. Therefore, x, with a filtering operator G, decomposes x into a filtered and
a residual quantity,

G ∗ x = x̃ + x ′ , (2.7)

where
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G filtering operator

x turbulent field variable

x̃ filtered value of the variable

x ′ residual value of the variable.

The application of G can be thought of as something similar to an en-
semble average used in RANS. In LES, the filter width is generally related
to or in some cases, equal to the grid size. Hence, the values x and x ′ would
pertain to the large scales being resolved on the computational grid and the
subgrid scales, respectively. Sagaut (2006) provides a good description of
filtering and its mathematical operations.

Upon filtering, the incompressible NS equations (equations 2.1 and 2.2)
read,

∂ũi
∂xi

= 0 , (2.8)

∂(ρoũi)

∂t
+
∂(ρoũiuj)

∂xj
= −

∂p̃

∂xi
+

∂

∂xj

(
µ

(
∂ũi
∂xj

+
∂ũj
∂xi

))
+

+ ρof̃i + δi3ρog
(θ̃− 〈θ̃〉)
θ0

+ fcεij3ũj .

(2.9)

In practice, the above equations do not imply explicit filtering. The tilde merely
indicates that the variables pertain to the resolved scales alone, which in fact
comprise the velocity field assigned to an LES grid. Scales that cannot be re-
solved on a grid are either smaller than the grid’s size2 or larger than the
computational domain, which by virtue of the grid and the domain alone,
are removed from the field, hence called the filtered field. Nonetheless, expli-
cit filtering is used with some SGS models (see Porté-Agel et al. (2000) for a
detailed description).

Decomposing the filtered convective term ũiuj is not straightforward and
incurs the closure problem for explicit-LES. Leonard (1974) addressed this
issue by decomposing the term as,

τij = ũiuj − ũiũj , (2.10)

where

τij subgrid-scale stress tensor or the subgrid tensor.

2 subgrid or residual scales
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SGS models replace τij to close the system of equations. Using equa-
tion 2.10, the momentum equation for the LES of an incompressible flow
reads,

∂(ρoũi)

∂t
+
∂(ρoũiũj)

∂xj
= −

∂p̃

∂xi
+

∂

∂xj

(
µ

(
∂ũi
∂xj

+
∂ũj
∂xi

))
+

+ ρof̃i + δi3ρog
(θ̃− 〈θ̃〉)
θ0

+ fcεij3ũj − ρo
∂τij

∂xj
.

(2.11)

Similarly, the filtered equivalent of equation 2.3 reads,

∂θ̃

∂t
+ ũj

∂θ̃

∂xj
−α

∂2θ̃

∂x2j
= −

∂qj

∂xj
, (2.12)

where

qj SGS heat flux

θ̃ filtered potential temperature.

Akin to τij, qj in the above equations is expressed as,

qj = ũjθ− ũjθ̃ . (2.13)

Details on the parametrisation of the SGS heat flux with an eddy-diffusivity
model can be found in Porté-Agel (2004) and Porté-Agel et al. (2011). Once
again, the transport equation for temperature need only be solved for a non-
neutral ABL, examples of which can be found in Porté-Agel et al. (2014).
This thesis covers only neutral ABLs, while also neglecting the Coriolis effect.
In closing, the following equations form the backbone of this text,

∂ũi
∂xi

= 0 , (2.14)

∂ũi
∂t

+
∂(ũiũj)

∂xj
= −

∂p̃∗

∂xi
+

∂

∂xj

(
ν

(
∂ũi
∂xj

+
∂ũj
∂xi

))
+

+ f̃i −
∂τij

∂xj
.

(2.15)

where

p̃∗ pressure normalised by reference density

ν kinematic viscosity.
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2.2.3 SGS models in wind farm aerodynamics

Most LES codes for wind farm aerodynamics use eddy-viscosity models for
the subgrid scales, which relate the dissipation through the subgrid scales
with the resolved velocity field by defining a local value of eddy-viscosity.

2.2.3.1 The Smagorinsky model

Smagorinsky (1963) parametrised the SGS tensor by expressing its deviatoric
component as,

τij −
1

3
δijτkk = −2νT S̃ij , (2.16)

where

νT eddy-viscosity

S̃ij resolved strain-rate tensor.

S̃ij represents strain-rate of the resolved velocity field,

S̃ij =
1

2

(
∂ũi
∂xj

+
∂ũj

∂xi

)
. (2.17)

νT is calculated locally using the strain-rate as,

νT = (CS∆̃)
2
(2|S̃ij|

2)
1
2 , (2.18)

where

CS the Smagorinsky constant

∆̃ filter-width

|S̃ij| magnitude of the tensor S̃ij.

|S̃ij| is best explained in terms of the Frobenius product,

|S̃ij| = (S̃ij : S̃ij)
1
2 =

√
trace(S̃TijS̃ij) . (2.19)

The tilde over ∆, represents the spatial cut-off scale associated with the filter-
ing operator G ∗ x = x̃+ x ′. One mostly sets ∆̃ equal to the overall grid size,
∆g that is expressed as,

∆g = 3

√√√√ 3∏
i=1

∆i , (2.20)

where

∆i grid size along the ith direction.
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One is free to set ∆̃ to a value greater that ∆g but then one must refer
to the scales smaller than ∆̃ as the subfilter scales. This would also be the
case when the grid size differs with direction, resulting in some scales being
larger than the grid size but smaller than the filters (see Sagaut (2006)).

Equation 2.16 indicates that the subgrid scale stress calculated with the
Smagorinsky model, will depend on the value of CS. The values reported
for CS range from 0.1 to 0.23, of which most have been deduced through
either theoretical exercise or from experimental or DNS data (see Meyers
and Sagaut (2006)). In practice, LES codes report different values of CS
purely based on the study of decaying turbulence alone. Lilly (1967) pro-
posed a value of 0.17. Bechmann (2006) obtained a value of 0.144 with the
EllipSys3D LES code (Sørensen, 1995; Michelsen, 1992), whereas Viré and
Knaepen (2009) use 0.15. We will report a different value of CS with the
code that we use.

These differences stem from discretisation schemes and their errors, which
are always present unless the grid is very fine and the time step small and
always affect how the Smagorinsky model must be tuned, as the aim is to ob-
tain the correct overall dissipation (Canuto and Cheng, 1997; Ghosal, 1996),
even for a flow as simple as an isotropic and homogeneous one.

Tests revealed that a constant value of CS might lead to excessive dissip-
ation near walls for wall-bounded flows (Bou-Zeid et al., 2005; Porté-Agel
et al., 2000; Horiuti, 1993)3. Mason (1989) adapted the Smagorinsky model
to the presence of a wall by using an ad hoc damping function to reduce the
value of CS closer to the walls, in connection with increased anisotropy. This
method has successfully found its way into the LES of wind farms (Norris,
2000; Norris et al., 2012).

By construction, the Smagorinsky model is purely dissipative and does
not permit the backscatter of energy from the dissipative scales to the large
scales, as confirmed experimentally (Liu et al., 1994). Backscatter pertains
to a local negative dissipation or addition of energy to the resolved scales.
Additionally, equation 2.16 reflects a perfect alignment of the principal axes
of τij with those of Sij, a conjecture not supported by DNS (Zang et al., 1993;
Bardina et al., 1983). It is believed that assumed alignment may produce
noise during simulations leading to flawed predictions of local flow statistics
despite accurately gauging mean flow statistics(Lund, 1991).

Most of these shortcomings were later tackled with dynamic (Germano,
1992) and scale-dependent dynamic (Porté-Agel et al., 2000) formulations
of the Smagorinsky model. These account for the variation of CS, and by
extension, the local dissipation, with anisotropy and the scale of the eddies
involved. Nonetheless, the Smagorinsky model has been used successfully
for the simulation of turbulent flows and even for industrial applications.

3 Please see section 2.7 for a details
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2.2.3.2 Standard dynamic model

Germano (1992) proposed the standard dynamic model (SDM) based on what
is now known as the Germano identity. The SDM uses a second filter4 called
the test filter to relate the turbulent stresses at different scales to obtain a
locally isotropic value of CS for inhomogeneous turbulence (Germano et al.,
1991; Sagaut, 2006). The test filter’s cut-off width ∆, is generally set to 2∆̃ or
twice the grid size.

The subgrid tensor at the test filter’s scale, Tij is,

Tij = ũiuj − ũi ũj , (2.21)

where

x value of the variable filtered at ∆.

One tries to express the above in terms of the resolved velocity field by
adding and subtracting ũiũj on the left-hand side,

Tij = ũiũj − ũi ũj︸ ︷︷ ︸
Oij

+ ũiuj − ũiũj︸ ︷︷ ︸
τij

, (2.22)

where

Oij resolved stress tensor

τij primary strain-rate tensor filtered at the test-filter’s scale.

Oij can be evaluated using the resolved or the filtered velocity field. Using
the equations of the Smagorinsky model, one is able to express the deviat-
oric component of Tij as,

Tij −
1

3
δijTkk = −2(CS∆∆)

2(2|S̃ij|
2)
1
2 S̃ij . (2.23)

where

CS∆ Smagorinsky constant at scale ∆

∆ test-filter’s width or 2∆̃.

τij can be obtained from equation 2.16. Upon substituting τij and equa-
tion 2.23 in equation 2.22, one obtains,

Oij −
1

3
δijOkk = C2SQij , (2.24)

where

4 In LES, this is the first clear-cut filter because the grid itself is the primary filter and represents
the filtered or resolved velocity field
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CS scale-invariant Smagorinsky constant,

i.e. CS∆ = CS
∆̃
= CS. Also, Qij is related to the strain-rate tensors through,

Qij = 2∆̃
2(

√
2|S̃|2S̃ij − 4

√
2|S̃ij

2
|S̃ij) , (2.25)

under the assumption that

CS,∆ = C
S,∆̃ = CS . (2.26)

Lilly (1992) used the method of least-squares to solve this over determined
system (6 equations, 1 unknown i.e. CS) by minimising,

eij =

(
Oij −

1

3
δijOkk

)
−C2SQij , (2.27)

where

eij error due to using Smagorinsky model with the Germano identity,

obtaining CS as,

C2S =
OijQij

QijQij
. (2.28)

Apart from the scale invariance of CS, the SDM assumes that CS does not
show significant spatial variation below the test filter’s scale. This incurs
some numerical instability while using the least-squares approach, which
must be eliminated through suitable averaging of the numerator and the
denominator in above equation (Ghosal, 1999).

Averaging could be done over planes within the flow, like those parallel
to the wall for wall-bounded flows or a direction in which the flow is statist-
ically homogeneous. This approach is known as planar averaging (Germano,
1986; Lilly, 1992; Porté-Agel et al., 2000) and is common in ABL simulations.
But once wind turbines are introduced into the computational domain, the
flow is no longer homogeneous along the planes parallel to the ground.
Thus, alternative strategies like averaging over neighbouring points or local
averaging (Zang et al., 1993; Basu and Porté-Agel, 2006) and Lagrangian av-
eraging over pathlines in time,(Bou-Zeid et al., 2005; Stoll and Porté-Agel,
2006) are more appropriate.

Although the SDM could account for backscatter, one noticed no improve-
ment in velocity predictions near walls. As a consequence of under dissipa-
tion, the SDM under predicts the streamwise velocity and mean shear (Porté-
Agel et al., 2000).

2.2.3.3 Scale-dependent dynamic model

Porté-Agel et al. (2000) extended the SDM by using the Germano identity to
relate the stresses at the primary test filter’s scale to that at a new and larger,
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secondary test filter’s scale, for calculating CS locally and more important,
while considering its variation with scale. The model is commonly known
as the scale-dependent dynamic model (SDDM) and it replaces the assumption
of scale invariance (see equation 2.24) with a weaker power law,

Figure 2.3: A distribution of CS determined using the SDDM with Lagrangian aver-
aging (reproduced from Wu and Porté-Agel (2013)).

A mathematical description of the SDDM is not provided here for the
sake of succinctness. In short, an approach similar to that of SDM but re-
lating the stresses at three filter scales is used to obtain the value of CS.
Post-simulation analyses uncovered that not only is the value of CS spa-
tially variant, it is also scale-dependent with marked reductions near walls,
which is consistent with increased anisotropy (see figure 2.3). This observa-
tion alludes to the assumption of scale-invariance by the SDM.

In terms of computational time with pseudo-spectral codes, the SDM and
SDDM models require only 4% and 8% more computational time than Smagor-
insky model for simulating a neutral-ABL, which is acceptable considering
a marked improvement in accounting for anisotropy and scale dependence.
However, the increase is only marginal because of the spectral cut-off filter-
ing used in the code with pseudo-spectral schemes, which makes filtering
an inexpensive process.

As mentioned earlier, eddy-viscosity models are purely dissipative by con-
struction. However, simulations of a neutral-ABL suggest that the SDDM
correctly predicts the SGS dissipation, even in regions of increased aniso-
tropy near walls, for a wall-bounded flow. This helps obtain the correct ve-
locity profile and streamwise mean shear, even on relatively coarser grids
(Porté-Agel et al., 2000). Stoll and Porté-Agel (2008) compared all the aver-
aging schemes using the SDDM. It was noticed that the computational re-
quirements for Lagrangian and local averaging are 22% and 8% higher than
planar averaging, respectively. Additionally as an advantage, the results pro-
duced by the SDDM with Lagrangian averaging are nearly insensitive to the
grid’s resolution in the surface layer, where most wind turbines are placed
(Porté-Agel et al., 2011).
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2.2.4 Other models

As opposed to the purely dissipative Smagorinsky model, the Bardina scale-
similarity model that was proposed by Bardina et al. (1983), is based on the
principles of structural modelling. It is supported by experimental evidence
(see Liu et al. (1994)) suggesting that the smallest eddies of the resolved
scales and the largest ones of the subgrid scales are similar in structure, a
relationship expressed mathematically as,

τij = CB

(
ũiũj − ũiũj

)
, (2.29)

where

CB similarity constant,

and the overline stands for filtering at a scale equal to or greater than that
of the filter represented by tilde. As opposed to the Smagorinsky model, the
Bardina model requires explicit filtering. The latter delivers improved local
statistics by removing the local noise arising from the presumed alignment
of the two tensors in the Smagorinsky model (Zang et al., 1993). Addition-
ally, it accounts for backscatter of energy from the dissipative scales to the in-
ertial scales. However, this backscatter renders the model less dissipative in
certain cases, which must be corrected by combining it with the purely dis-
sipative Smagorinsky model (Mixed Model, details in Meneveau and Katz
(2000)).

Another alternative to Smagorinsky model was recently introduced by
Lu and Porté-Agel (2010) as the modulated-gradient model. It is based on the
Taylor expansion of the SGS stresses and the evaluation of SGS kinetic energy
through the assumption of local equilibrium. LES studies have revealed that
the model is capable of reproducing the log-law mean velocity profile of an
ABL and the energy spectrum correctly.

A distinct advantage this model offers, in addition to its accuracy, is the
absence of explicit filtering, which makes the model ideal and computa-
tionally efficient for finite-volume codes. Using a similar approach, Lu and
Porté-Agel (2013) proposed a modulated gradient model for the scalar trans-
port of temperature. However, the model relies on the a priori estimation of
its coefficients, just like Smagorinsky model. A dynamic or scale-dependent
dynamic formulation could reduce the dependency on a priori estimation,
but would make the model computationally demanding for finite volume
codes.

2.2.5 Summary

In closing, it is certain that an SGS model cannot encompass all the physics
that it is required to. However, the lack of physicality in some manner, is
generally compensated by the model’s ability to deliver desired results. Due
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to the erratic nature of atmospheric flows, mean flow statistics are easier to
analyse, which may have led to eddy-viscosity models being the popular
choice for wind farm simulations, despite inconsistencies in their design.

Based on an extensive review of literature (Mehta et al., 2014b), we deemed
it wise to use the Smagorinsky model for the ECNS. Notwithstanding, it is
important to emphasise that the simple Smagorinsky model is not as accur-
ate as its more comprehensive formulations. But the Smagorinsky model
has been used successfully for simple applications like gauging power pro-
duction, which is relevant for an industrial LES model. We shall see in a
later chapter that the simple Smagorinsky model with careful numerics, can
indeed be a very versatile and efficient (readers may refer to Meyers (2011)
for a detailed example).

2.3 turbine modelling

It would be wise to know how the turbines must be modelled for accurate
and fast wind farm simulations. Sanderse et al. (2011) provides a very de-
tailed summary of rotor modelling methods, from which we abstract this
section.

Methods for modelling wind turbines include: actuator methods and direct
modelling (for CFD). Direct modelling of rotors is computationally expensive
and certainly infeasible if used in combination with LES. To reduce compu-
tational costs most LES codes use the actuator disk (AD) and actuator line
(AL) techniques. These methods model turbines as local volume forces that
extract momentum from the flow.

The simplest approach involves implementing the axial force (or the tur-
bine’s thrust) uniformly over a disk’s surface, while neglecting any tangen-
tial forces and the wake’s rotation (Burton et al., 2001; Hansen, 2008). Al-
though the AD is computationally affordable, LES studies show that incor-
porating tangential forces to account for the rotation of the wake (actuator
disk with rotation (ADR)) and non-uniform disk loading provides a more
accurate description of the wake between 5D to 7D (Porté-Agel et al., 2011).

In the AL approach, the blades are modelled as lines with forces pre-
scribed along them. Instead of merely averaging the forces over the disk,
their temporal variation is also taken into account (Sørensen and Shen, 2002).
This helps resolve tip vortices correctly, which is important for detailed near
wake analyses. Both methods rely on two-dimensional aerofoil data and
must be corrected for tip losses (Shen et al., 2005). However, a disadvantage
of the AL approach is the time step being determined by a condition more
stringent than the standard Courant-Friedrichs-Lewy (CFL) criterion for expli-
cit time stepping. The time step must now be chosen such that the blade tip
(the fasted part of the blade) does not traverse more than one grid cell per
time step (Jha et al., 2014).

Thus as a trade-off, we restrict our studies to the simple AD approach
for quick calculations. Within the ECNS, the AD is available through the



2.4 a range of les codes 25

code subgrid scale model spatial discretisation

JHU-LES
SDDM Horizontal: pseudo-spectral

Lagrangian averaging Vertical: 2nd order

finite difference

ECNS
Smagorinsky Finite volume 2nd order EC

Mason wall function

SP-Wind
Smagorinsky Horizontal: pseudo-spectral

Mason wall function Vertical: 4th order EC

finite difference

EllipSys3D
see Tenaud et al. (2005) Convective: Blended 3rd order

QUICK6 and 4th order

central difference

Others: 2nd order

central difference

EPFL-LES
SDDM Horizontal: pseudo-spectral

Lagrangian averaging Vertical: 2nd order

central difference

SnS
Smagorinsky 2nd order central difference

Mason wall function

Table 2.1: LES codes at a glance.

immersed interface method that prescribes the required volume force to the
grid cells relevant to the location of the disk, instead of prescribing the force
across all the cells and being regularised with a Gaussian function to main-
tain a maximum value of the disk (Sanderse, 2013).

2.4 a range of les codes

LES studies of wind farm aerodynamics that will be described next, are
often carried out with in-house CFD codes that are summarised in table 2.15.

Apart from the numerical schemes, the codes also differ in terms of the
time integration scheme they use. These are summarised in table 2.2. A
good summary of the importance of time integration schemes in LES can be
found in (Sanderse, 2013). The general idea is to choose a scheme that does
not introduce numerical dissipation that we shall see later, does affect the

5 JHU - Johns Hopkins University, EPFL - École Polytechnique Fédérale de Lausanne
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code time integration

JHU-LES Adams-Bashforth 2nd non-EC Explicit

ECNS Runge-Kutta (RK) explicit 4th non-EC

Implicit EC 2nd & 4th

SP-Wind Runge-Kutta explicit 4th non-EC

EPFL-LES Adams-Bashforth non-EC Explicit

EllipSys3D Iterative Predictor Corrector

SnS
Viscous: Crank-Nicolson non-EC

Convective: Adams-Bashforth

2nd non-EC Explicit

Table 2.2: LES codes at a glance.

energy spectrum and leads to the spurious decay of TKE. At the same time,
the scheme must also be stable and reasonably quick.

Finally, the EllipSys3D and SnS, use a mathematical function to synthet-
ically generate the turbulence in the domain (see Mann (1994) for details),
although the latter, allows the turbulence to evolve under the effect of LES.
Explicit schemes are generally not energy-conserving (EC) as they introduce
dissipation. The EC methods proposed in (Sanderse, 2013) are implicit. How-
ever, at sufficiently low time steps, one can certainly use higher order (3rd

or 4th) explicit schemes as a trade-off between accuracy and computational
effort, while ensuring stability by using a suitable Courant number.

For completeness, we wish to quote the following about the grids used by
the finite volume codes:

• ECNS uses a staggered and Cartesian grid that is central to the absence
of numerical dissipation.

• ElliSys3D solves the discrete NS equations for the primitive variables,
i.e. pressure and velocity, in general curvilinear coordinates based on
a multi-grid approach (Michelsen, 1994; Ivanell et al., 2008).

On the other hand, the pseudo-spectral codes, EPFL-LES7 (Porté-Agel
et al., 2000), SP-Wind (Meyers and Meneveau, 2010) and JHU-LES (Calaf
et al., 2010) use uniform grids with periodic boundaries in the horizontal
directions. Further, the pseudo-spectral schemes do not easily permit the
use of wall and outflow boundaries and thus, the codes use other finite
volume or finite difference methods in the vertical direction.

7 In 2010, EPFL-LES was still JHU-LES
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2.5 applications of les to wind farm aerodynamics

In this section, we summarise how the above-mentioned LES codes have
contributed to our understanding of wind farm aerodynamics. At the same
time, we try to shed light on how one could replicate these academic LES
practices for industrial use, which is the motivation behind this thesis.

2.5.1 Design of wind farms

The advantage of LES over RANS (used often by engineering models) is its
ability to capture the transient evolution of turbulent eddies that are most
relevant to wake development, power production and important phenom-
ena like wave meandering, which are pivotal in determining the optimum
placement of wind turbines.

Meyers and Meneveau (2010) simulated 36 uniformly spaced (7D) wind
turbines modelled as actuator disks (both AD & ADR), in staggered and
aligned clusters using the Smagorinsky model with wall damping imple-
mented in the SP-Wind code. It was noticed that using the ADR method to
add tangential forces, only alters the normal and spanwise velocities in the
far wake but not the streamwise velocity and the power produced, at high
tip speed ratios and reasonable power coefficients.

This finding is consistent with previous results that indicate that the in-
duced tangential velocity diminishes near 5D (Troldborg, 2009). Thus, the
AD method is suitable and faster if one aims to analyse only the power pro-
duced (velocity field) and if turbines are separated by a reasonable distance.

Further, staggered clusters displayed a 5% increase in power production
with both AD and ADR models of the rotor because the wake is able to
recover over a greater distance (twice the turbine spacing as compared to
an aligned cluster, see figure 2.4). Experiments by Markfort et al. (2012) in
a thermally-controlled wind tunnel, confirmed the above observations for a
neutral-ABL.

Recently, Stevens et al. (2013a) used the JHU-LES to report that completely
staggering a wind farm with an originally aligned configuration, does not
optimise the farm’s efficiency (ratio of power produced to the rated power),
for an inflow along the direction shown in figure 2.4. In fact, a partially
staggered configuration is the most optimum one for a given aligned cluster
because it minimises the number of wake-turbine interactions.

Although the difference between staggered and aligned clusters can be
understood with simple engineering models, only an advanced model like
LES could have helped to reach a conclusion on the optimal angle of stagger-
ing. This is simply because engineering models cannot accurately account
for partial wake interactions, wake meandering and wake evolution for a
single wind direction but are better for predicting averaged data. Further,
on large wind farms, the wake evolution after the 3rd or 4th row of tur-
bines is governed by the vertical exchange of momentum and energy with
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Figure 2.4: Aligned: ψ = 0◦ and staggered: ψ = 18◦ configurations of a wind farm
(left and centre). The graph (right) displays the average output of various
rows of wind turbines for different amounts of staggering, with max-
imum power around ψ = 11◦ (reproduced from Stevens et al. (2013a)).

the ABL. Thus, engineering models with simple ABL models may not be
able to model this exchange correctly.

2.5.2 Wind turbine array boundary layer

When the length of a wind farm (extent along the inflow direction, generally
along the turbines) is greater than the height of the ABL, the flow through
the wind farm turns into a fully-developed wind turbine array boundary layer
(WTABL), as proposed by Calaf et al. (2010).

Within the WTABL, momentum and energy fluxes must occur vertically
because the flow barely evolves spatially in the horizontal directions, instead
turbulent fluxes from the faster flowing air above the farm, transfer KE into
the region where the wind turbines are placed (Hamilton et al., 2012). The
fluxes were observed to be equal in order of magnitude to the power ex-
tracted by the turbines, therefore hinting at a possible relation between the
two.

The simpler SP-Wind code was used to collect average flow statistics,
whereas the JHU-LES codes with the more advanced SDDM was used to
study the ABL profiles, being more accurate in this regard (Calaf et al., 2010).
The results evinced that the interaction between the wake and the ABL must
be resolved precisely for simulating large wind farms, something which has
been incorporated in almost all recent LES studies.

Meyers and Meneveau (2013) also used the LES data to study the fluxes
of mass, momentum and KE by visualising them as transport tubes and
discerned that the path taken while transporting these variables, depends
on the turbine placement and spacing. Recent experiments on scaled wind
farms suggest that turbulent structures of order the of 1D, are mainly re-
sponsible for the vertical entrainment of KE. The difference in coherence
among these structures between the top and the bottom of the wake is what
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drives the KE flux. Once the flow has developed along the streamwise dir-
ection, it is this flux that helps the wakes recover faster than their upstream
counterparts (Hamilton et al., 2012).

Finally as an important application of LES, the codes were modified to
incorporate atmospheric stability to study the effects of the WTABL on the
vertical mixing of heat and moisture. Following discordance between met-
eorological surveys and laboratory experiments, it was finally concluded
that a wind farm’s presence increases the scalar fluxes from the surface in
a neutral-ABL and that the change is weakly dependent on the turbines’
spacing and thrust coefficients (Calaf et al., 2011).

2.5.3 Wind turbine parametrisation for LES

Porté-Agel et al. (2011) used the EPFL-LES to simulate scaled wind tur-
bines and wind farms under neutral, stable and unstable atmospheric con-
ditions. Instead of using data from field experiments, data from high resol-
ution anemometry based wind tunnel experiments on scaled turbines was
used for validating the code (Chamorro and Porté-Agel, 2009; Chamorro
and Porté-Agel, 2011). The wind tunnel could mimic conditions that exist in
the ABL under every stratification (Chamorro and Porté-Agel, 2010; Zhang
et al., 2013). Notwithstanding, the Reynolds number was comparably low
but enough to generate turbulence and help validate the code (Porté-Agel
et al., 2010).

It was through these studies that it was observed that the AD with a
uniformly loaded rotor in spite of being speedy, is not completely accurate
and will lead to an under prediction in the wake’s velocity deficit and the
turbulence intensity at the turbine’s top-tip level till 5 to 7 D (see figure 2.5).
Using a non-uniformly loaded AD with both axial and tangential forces to
account for the wake’s rotation, or the ADR, is a wise alternative to using
the computationally expensive AL technique, which is more suitable for
near wake analyses (Porté-Agel et al., 2011). Grid-sensitivity tests revealed
that the ADR method can be used by placing no more than 5 and 7 grid
points on the disk along the spanwise and vertical directions (Wu and Porté-
Agel, 2011), respectively, placing more points does not improve the results
significantly (for neutral-ABL only).

However, as mentioned in section 2.5.1 and apparent in figure 2.5, the
ADR approach influences the near wake to a greater extent than the far
wake. Therefore, the predictions of power generation with the ADR and AD
models, as long as the turbines are separated by a distance greater than 4 to
4D, are much similar.

2.5.4 LES or synthetic ABL

Most LES studies have clearly concluded that the proper modelling of the
ABL is necessary for correct predictions with LES codes. With the EllipSyS3D



2.5 applications of les to wind farm aerodynamics 30

Figure 2.5: Contours of time-averaged streamwise velocity in a plane perpendicular
to the turbine’s plane, located at the turbine’s centre line (from top to
bottom: wind tunnel data, AD, ADR and AL; reproduced from Porté-
Agel et al. (2011)).

code, the synthetic ABL is implemented in two steps. First, a mean shear is
specified across the domain as a distribution of volume forces. Next, the tur-
bulence intensity is set at the inflow boundary, again by means of volume
forces. These forces are calculated from three-dimensional velocity fluctu-
ation functions proposed by Mann (1994, 1998), to generate a turbulent field
that is anisotropic and incompressible.

The immersed boundary method is used to introduce the mean shear on
which the data from the turbulence field is superimposed. However, the tur-
bulence would tend to decay till the region of interest (wind turbines), which
is generally at a considerable distance from the inflow boundary. To correct
this, Troldborg et al. (2013); Keck et al. (2013c) used the immersed boundary
method to specify the turbulent fluctuations in a plane close to the turbines.
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Comparisons with field data revealed that the turbulence characteristics in
the wake of a single turbine are well resolved using this approach.

It is important to note that using a synthetic ABL inflow hinges on the
assumption that the mean shear and turbulence statistics can be specified
independently. This is contrary to recent conclusions by detailed LES studies
that the two parameters are highly correlated (see section 2.4)8. Although
the results obtained with this method compare well with field data from
tests on single turbines, it might not be effective for a wind farm simulation
that relies on the interaction between the wake and the ABL and hence its
accurate modelling (see section 2.5.5).

On the other hand, the classic ABL is simulated using the Monin-Obukhov
approach to define the wall stress to the first grid point above the ground,
following which the boundary layer is allowed to develop in course of the
simulation. Although the Monin-Obukhov formulation is meant for mean
flow variables (Businger et al., 1971; Porté-Agel et al., 2000) and hence suit-
able for RANS, it has been used for LES due to the lack of an alternative
approach (Moeng, 1984).

After introducing the SDDM (Porté-Agel et al., 2000), various studies on
SGS modelling were carried out to demonstrate the importance of advanced
and comprehensive SGS modelling for generating an ABL-like flow. An im-
portant conclusion was the dependence of CS on scale, its reduction near the
ground due to increased anisotropy and reduced characteristic length scales
(especially in regions of large mean shear) and its increase near the wake’s
centre line due to reduced anisotropy (Wu and Porté-Agel, 2011; Wan and
Porté-Agel, 2011). Therefore, using an SGS model that incorporates these ef-
fects is important to simulate the turbulence correctly throughout the com-
putational domain. Additionally, using Lagrangian averaging along path
lines and even local averaging produces statistics like wind speed, potential
temperature, momentum and buoyancy fluxes that are less sensitive to grid
resolution in the lower 10% of the ABL (surface layer), where the turbines
are placed (Stoll and Porté-Agel, 2008).

As a result, for simulating an ABL of height h, over an area h2, a 1283 grid
would suffice and generate results similar to those produced by a 1923 grid
(Beare et al., 2006), with the SDDM-Lagrangian averaging (Stoll and Porté-
Agel, 2008). A lower resolution like 643 would also be reasonably accurate.
Local averaging on the other hand, requires high grid resolution and planar
averaging is not capable of rendering the ABL correctly even at 1283.

Finally, the SDDM for solving the filtered transport equation for temperat-
ure was also proposed by Porté-Agel (2004). This permitted the simulation
of non-neutral stratifications of the ABL (Basu and Porté-Agel, 2006) and
also the investigation of their effects on wake development. For LES studies
on stable and convective ABLs, the readers are referred to Lu and Porté-Agel
(2011) and Porté-Agel et al. (2014), respectively. Readers may also refer to

8 For recent tests, see Munters et al. (2016)



2.5 applications of les to wind farm aerodynamics 32

Chamorro and Porté-Agel (2010) and Zhang et al. (2013) for an experimental
insight into the effects of ABL stratification.

2.5.5 Horns Rev comparison

As late as 2014, there were few reports on comparisons of the LES codes
mentioned in section 2.4 for a given test case. In fact, a comprehensive com-
parison was first proposed by Lignarolo et al. (2015), however, not for a
wind farm but a single actuator disk. Thus, it has generally been hard to
assess what combination of numerical schemes are best suited for the LES
for wind farms, for industrial applications. However, two simulations of the
Horns Rev wind farm in Denmark, provided a good place to start with.

The studies compared here are those by Ivanell (2009) and Stevens et al.
(2014), with similar studies using engineering models by Barthelmie et al.
(2009) (see table 2.1). Figure 2.6 illustrates the results with various codes
against field data from the Horns Rev wind farm. For a detailed discussion
on the engineering models, please refer to Schepers (2012).

Ivanell (2009) simulated two rows of the Horns Rev wind farm with the
EllipSyS3D code using periodic boundaries to imitate an infinitely large
cluster of turbines. A distribution of volume forces was used to generate
a synthetic ABL inflow and the turbines were represented by actuator disks.
The code under predicted the power produced by a downstream turbine
in case of a full wake interaction. A partial wake interaction on the other
hand, led to over prediction. After averaging the power predictions over in-
flow angles in a range of 30◦, engineering models were noticed to yield not
better but less deviant results, as one would expect.

Stevens et al. (2014) used the JHU-LES code to simulate the entire wind
farm. Instead of a synthetic ABL, a precursor method was used to generate
the ABL and concomitantly feed the developing flow as an inflow condition
for the wind farm simulation. A better correlation with field data averaged
over 30◦ was obtained, which was attributed to improved ABL modelling. It
was noticed that most engineering models performed well with aligned or
nearly aligned wind farm configurations leading to full wake interactions.
Staggering of turbines by more than 5◦ leads to a decline in correlation
because of increased partial wake interactions.

At the same time, for a perfectly aligned configuration the engineering
models were not able to predict the power production after the fourth row
as accurately as JHU-LES (more on the performance of engineering models
in Barthelmie et al. (2009)). A possible explanation is that following multiple
full-wake interactions, the wind farm behaves nearly as a fully developed
WTABL and power production is then dominated by vertical exchange of KE
with the faster atmospheric freestream. In such a situation, it is imperative to
model the interaction between the ABL and the wakes correctly, something
which engineering models despite tuning, might not be able to achieve.
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Figure 2.6: Average power output of downstream turbines at the Horns Rev wind
farm, obtained with engineering models and LES codes (reproduced from
Stevens et al. (2013a)).

Although the improved results were attributed to a more physical descrip-
tion of the ABL, we would like to emphasise that the LES studies differed in
other aspects like SGS modelling, numerical schemes and more important,
the grid resolution. Grid resolution may alter the accuracy and at a high
value may negate the effect of the SGS model, to a certain extent.

In general, it is difficult to confirm which of the three, SGS model, grid
resolution or ABL specification, is most conducive to an accurate LES. Only
a detailed comparative study of LES codes on wind farms can provide an
answer to the above.

2.5.6 Reduced order models and coupling

Using their results, Calaf et al. (2010) modified Frandsen’s approach of mod-
elling the turbines as elements of surface roughness in an inflow based
on two logarithmic functions (Frandsen, 1992). The new approach includes
the effect of wake mixing and accounts for the reduction in the velocity at
hub height due to the increased surface roughness (turbines). The modified
Frandsen’s model was later used by Meyers and Meneveau (2012) to devise
a strategy for placing wind turbines within a fully developed wind farm
boundary layer (neutral) over a smooth terrain, so as to optimise the power
output. However, the effects of yawed inflow and the distinction between
spanwise and streamwise spacing were ignored.

Storey et al. (2012) coupled the SnS CFD code (Norris, 2000) with the
fatigue, aerodynamics, structures and turbulence (FAST) aero elastic code (Jonk-
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man and Guhl, 2005) to study the transient evolution of wakes with changes
in blade loading due to atmospheric factors. The Smagorinsky model was
implemented with the Mason wall damping function to reduce the value of
CS near the ground due to increased anisotropy. Validations were carried
out against data from the Vindeby offshore wind farm (Barthelmie et al., 2003,
2006) and the experiments at Nibe (Taylor, 1990).

The coupling with FAST permitted the calculation of loads that were dy-
namically implemented on actuator disks to model the turbines and their
wakes using CFD. It was shown that changes in blade loading affect power
production and wake development, thus proving the effective coupling. Again,
the authors did mention that a more accurate model of the ABL is required
for a thorough analysis. More advanced SGS models could have been be
employed, but were avoided in this case because the aim was to solely
demonstrate if the effective coupling of CFD and aero elastic loading codes
is possible or not.

Conclusions from LES studies were also incorporated in a simple and
computationally affordable dynamic wake meandering model by Keck et al.
(2013a,b). The model yields results that are comparable to the LES-AL code
used by Churchfield et al. (2012) and serves as an example of how LES can
be used to improve simple mathematical models. For another example on
the use of LES to validate simple engineering models, please see appendix C.

2.5.7 Numerics

As explained in section 2.5, it is hard to conclude what combination of nu-
merical schemes and models is best for an industrial LES code solely due to
the absence of comparative studies. Nonetheless, this section tries to provide
a few hints as to what combinations could be worth investigating.

2.5.7.1 Boundary conditions

Figure 2.7 depicts a domain that one would use for the LES of a wind farm.
Generally, the upper boundary is assigned a stress free condition (Porté-
Agel et al., 2000) or a prescribed shear condition (Jiménez et al., 2007), as
long as the height of the domain is greater than that of the boundary layer.
At times, a symmetry condition (zero normal velocity and normal gradients)
has also been used but this can be erroneous for WTABL simulations that
rely on the vertical exchange of momentum and energy (see section 2.5.2).

Through table 2.1, one can surmise that most academic LES codes are
based on pseudo-spectral methods for resolving the flow in the horizontal
direction, which unfortunately would require periodic boundaries (although
spectral formulations for non-periodic boundaries are known). This period-
icity permits the simulation of fully developed wind farms or a row of wind
turbines deep within the WTABL without requiring a large domain (Calaf
et al., 2010). When periodic conditions are used, the flow must be forced ar-
tificially through the domain with a constant pressure gradient or driven by
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a geostrophic wind (Catalano and Moeng, 2010). However, in certain cases,
one may wish to simulate an entire wind farm. In such a situation, using
periodic boundaries would require a very large domain, especially down-
stream of the last row of turbines to prevent their wakes or the WTABL so
formed from influencing the inflow through the imposed periodicity. This
can be avoided with a precursor-ABL simulation, which also provides a
more physically sound rendition of the ABL (see section 2.5.5). In such a
simulation, the ABL is generated in a separate periodic domain with the
necessary artificial forcing, and is then fed through an inflow boundary into
a separate domain with the turbines.

A framework comprising the finite difference method based Weather Re-
search and Forecasting model and the coupled OpenFOAM-FAST solver has
also been proposed (Churchfield et al., 2013). The intention is to use weather
research and forecasting model to provide more appropriate boundary con-
ditions for the LES of wind farms. Such a coupling could permit the simu-
lation of extreme events like gusts or changes in wind speed and direction
over a large wind farm, and also help analyse the effect of large wind farms
on local weather.

Figure 2.7: An example of a computational domain for simulating wind farms (ad-
apted from Jiménez et al. (2007)).

2.5.7.2 Discretisation schemes

LES is adept at preserving large scale structures over distances between suc-
cessive turbines due to the more accurate definition of turbulence that it
provides. But most wind farm simulations are done on coarse grids, which
may lead to immoderate numerical errors with certain discretisation schemes.
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RANS based codes are stabilised with upwind schemes that bring along ar-
tificial numerical dissipation and on coarse grids, even more so. If left un-
checked, numerical dissipation (even through temporal schemes), even in a
small amount, can spuriously dampen large scale structures (Sagaut, 2006)
(also see chapter 4). As for wind farm simulations, artificial dissipation leads
to a quicker recovery of the wake, that is, an under prediction of the velocity
deficit at all locations downstream of a turbine (Cabezón et al., 2011).

To come to terms with numerical stability and dissipation, EllipSys3D
uses a blend of central and upwind schemes. However, the fractions in
which these schemes is influenced by grid resolution and may pose prob-
lems. On the other hand, pseudo-spectral methods can combat these ef-
fects but require larger computational domains in conjunction with the
commonly used periodic boundaries (see section 2.5.7.1). Notwithstanding,
pseudo-spectral methods are common in LES codes. EC schemes that are
free from numerical dissipation could also be a fine alternative (Verstappen
and Veldman, 2003). Initially named as symmetry-preserving schemes, they
ensure the conservation of KE, which is an invariant property of incom-
pressible flows. Unfortunately, the numerical dissipation is averted through
the use of central difference schemes, which as drawback incurs numerical
dispersion. Although this may be remedied with higher-order discrete oper-
ators, the boundary treatment becomes challenging (Sanderse, 2013).

One must also ensure that the temporal discretisation introduces minimal
dissipation if the temporal averaging is used to process data. Although most
codes use high-order schemes, none a them are free from numerical dissip-
ation, which consequently demands the restriction of the time step to avoid
impacting the large scales, including implicit methods (Bechmann, 2006).
With EC methods, the time step could be made relatively larger reducing
the computational time. However, the benefits of such a scheme are curbed
by the dispersive errors, the presence of boundaries that could lead to an
overall reduction in accuracy, the loss of L-stability (see Sanderse (2013) and
references therein) and most important, the computational time, as we shall
demonstrate later.

2.6 conclusions

As mentioned earlier, this chapter is adapted from an extensive review of
literature to know what combination of numerical schemes, SGS model,
boundary conditions etc., would be most effective for an industrial LES
code. Based on what we observed, we deem that the following conclusions
are most germane to this thesis.

• The LES of wind farm has predominantly been done with SGS mod-
els based on the concept eddy-viscosity, of which, even the simple
Smagorinsky model could be accurate enough for the prediction the
velocity field on a wind farm.
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• Wind farm simulations rely on accurate wake-ABL interaction, which
is possible only with a correct ABL model. This is of great consequence
for simulating large wind farms on which the ABL evolves into a
WTABL. Generating a synthetic ABL requires lesser computational ef-
fort than precursor simulations with LES but may lack the statistical
correlations that exist in a physical ABL. However, we are still amen-
able to believing that for simple industrial applications like power pre-
diction, the effect may not be very significant.

• Using the SDDM with Lagrangian averaging generates an ABL that
is accurate enough for wind farm simulations but is computationally
expensive. Nonetheless, it retains its precision even on coarse grids
making it suitable for advanced LES studies of turbulence properties
on a wind farm.

• In the LES of wind farms, the largest scale that should be resolved is
more or less the height of the ABL. For neutral-ABLs, this is generally
around a kilometre, as evident in literature.

• As regards to the question, ‘how small is large?’, i.e. how fine should
the grid be or what is the smallest large scale that must be resolved, we
notice that most studies use a resolution of ∼ D

7 or D
10 . Scales smaller

than this certainly belong to the set of large scales but their contribution
in terms of power generation, is not as significant as that of their larger
counterparts and hence, these ‘smaller large scales’ needn’t be resolved
finely.

• Therefore, as per the two preceding conclusions, a range of scales from
the height of the ABL to a tenth of the turbine’s diameter, is sufficient
for the LES of wind farm aerodynamics and makes LES quite afford-
able.

• From simulations of the Horns Rev wind farm, it is apparent that the
performance of engineering models is comparable to that of certain
LES codes, as far as generating averaged statistics. When done with
accurate ABL modelling and with advanced SGS models, on relatively
refined grids, LES delivers more accurate averaged statistics.

• For numerical schemes used with explicit LES, it is important to en-
sure the absence of numerical dissipation for high accuracy. Pseudo-
spectral and EC schemes are useful in this regard, the latter however
requires a higher-order formulation to be as accurate as the former.
Additionally, time integration should be done carefully as it too can
introduce numerical dissipation (for any LES approach).

• A stress-free upper boundary is most appropriate for wind farm sim-
ulations. Periodic boundaries required by pseudo-spectral schemes
can be avoided with EC schemes, which although not as accurate as
the former, would not require a large empty region in the domain to
avoid spurious effects through periodicity. Thus, one can use more
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grid points in regions relevant to wake-ABL interactions, which would
perhaps also improve the accuracy with EC schemes.

2.7 motivation and open questions

Sanderse (2013) demonstrated the theoretical advantages of using an EC
spatial discretisation combined with EC time integration to achieve zero
numerical dissipation, even on coarse grids and with large time steps. The
aim was to develop a numerical framework that could enable the use of LES
outside of academic research in a manner that is computationally efficient,
accurate and stable.

However, due to constraints on time, the theoretical foundations were
not tested in a practical setting involving a high Reynolds number flow
and complex turbulent phenomena. This served as the starting point of the
research described in this thesis. We noticed three reasons that prompted us
evaluate to EC schemes in a practical setting instead of pursuing the former,
while using a very simple SGS model for our numerical tests.

• Time integration

– Most LES studies are based on using simple and at times, lower-
order, explicit time integration methods (see table 2.2). In spite of
their accompanying numerical dissipation, these proved harmless
when used with small time steps, which also enabled simulations
at a finer temporal resolution. Instability was possibly not con-
sequential, save for the cases in which the so-chosen time step
violated the CFL criterion.

– Using an EC implicit time integration could not only help in-
crease the time step but also avert the accompanying numerical
dissipation. But would that make a difference in practical applic-
ations where one may require good temporal resolution and may
have limited computational resources?

• Spatial discretisation

– Academic LES codes use pseudo-spectral methods to avert nu-
merical dissipation through spatial discretisation, which required
imposing periodicity along the horizontal directions. Whereas,
the vertical direction that must be complemented with wall and
outflow (symmetry) boundary conditions, is discretised using cent-
ral difference schemes, both EC and non-EC, and mostly 2nd or-
der accurate, relying merely on the intrinsic non-dissipative formu-
lation of central difference schemes (see table 2.1).

– In most cases, the codes afforded acceptable results, especially
with comprehensive SGS modelling. Possible numerical dissipa-
tion through the central but not necessarily EC discretisation of
the vertical, was unreported (perhaps unnoticeable). Additionally,
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certain studies such as the one by Churchfield et al. (2012) for ex-
ample, demonstrated the possibility of using central difference
schemes readily available in open-source codes like OpenFOAM,
with agreeable results.

– EC and central difference schemes being similar in construction,
implementation and computational requirements, made us curi-
ous about their differences, not theoretically as proven earlier but
in practical applications. Prompted by existing literature alone,
we wanted to know what made either more beneficial than the
other, if at all.

• Subgrid scale modelling

– In combination with pseudo-spectral methods, most LES codes
use advanced SGS models like the SDDM that require explicit fil-
tering, which as we mentioned earlier, is done rather easily and
efficiently in Fourier space. These models sought to improve the
prediction of small scale behaviour in regions of anisotropy, like
near the ground in an ABL, as compared to the simple Smagor-
insky model, which is popular in LES.

– Although Porté-Agel et al. (2000) report that the SDDM is highly
accurate and more grid-independent for ABL simulations, a sim-
ilar demonstration for an actual wind farm is missing in literat-
ure. Later, Stevens et al. (2013b) while detailing their precursor
method for wind farm simulations, obtained relatively improved
results with the LES of the Horns Rev wind farm (see section 2.5.5).
These were attributed to the precursor based formulation of ABL
turbulence rather than a synthetic turbulence based approach
used earlier, more than a dissipation free pseudo-spectral method
in combination with advanced SGS modelling (as compared to
Ivanell (2009)).

– It was also proven that the Smagorinsky model is over dissipative
near the ground (a wall boundary), resulting in reduced velocity
in the lower part of the ABL and an over prediction in the higher
reaches (Porté-Agel et al., 2000). Later, Meyers (2011) tuned the
Smagorinsky model implemented in the SP-Wind code with the
simple wall damping proposed by Mason (1989), to reduce the
dissipation and obtain a reasonably improved and accurate pre-
diction of the velocity profile in a neutral-ABL. We believed that
this warrants a series of tests to check whether the ECNS code
can also be tuned in a manner similar to that of Meyers (2011).

– Further, a blind test conducted in course of our research, brought
to light that a pseudo-spectral method (read dissipation free) with
a tuned Smagorinsky model, could in fact, be rather accurate for
the study of turbulence, even at moderate grid resolutions. This
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strongly cued us to assess the use of a tuned Smagorinsky model
with an EC (dissipation free) finite volume method.

– The above was supported by a similar study that compared the
JHU-LES code and the simulator for wind farm applications (SOWFA)
concerning their SGS models. The former uses the SDDM, whereas
the latter uses the simple Smagorinsky model. It was noticed that
the value of the Smagorinsky constant predicted by the SDDM,
must be used with the Smagorinsky model to obtain good res-
ults, as the case should be. However, with a different constant,
the velocity field was much unaffected till nearly 9D behind the
turbine. The turbulence was certainly influenced but mainly in
the near wake till 5D, and seemed to be much the same with a
correctly tuned Smagorinsky model and the SDDM.

2.8 the challenge

In this thesis, we attempt to answer two questions, a) whether EC schemes
provide a marked advantage over other finite volume methods in the context
of LES; and b) whether an EC method combined with a tuned Smagorinsky
model could be used for the LES of the ABL and wind farms.

A challenge that constantly thwarts us is that of comparing numerical
schemes objectively, especially in terms of computational time. The reason
lies in the fact that every element of the scheme, from its design to imple-
mentation and the involved mathematical operations, influences the result.
For example, within a time integration scheme that requires inverting a mat-
rix or linearisation, one could use a range of methods each with their own
requirements and accompanying accuracy. Further, even in a simple test
case that involves a well-defined initial field, different codes could interpret
a fundamental quantity like the field’s divergence differently.

The situation is complicated by the numerous errors that are a part of
the result that one uses to assess the code’s accuracy and to carry out com-
parisons. Errors like numerical dissipation are not easily quantified; one
could derive a mathematical expression comprising the discretisation errors
through the Taylor series expansion, for instance but it is quite demanding.
Nevertheless, the effect of numerical dissipation on the results can be qual-
itatively assessed and quantitatively evaluated with respect to a reference
solution. Even then, it could be hard to attribute the quantitative difference
to numerical dissipation stemming from the scheme’s design alone.

As a consequence, we restrict ourselves to very simple but turbulent test
cases, the simulation of which requires the use of LES. Further, we can only
use reference solutions that refer to macroscopic flow properties like the
velocity field, KE, TKE, the distribution of energy within the various scales
of the flow (energy spectrum) etc.
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2.9 contents

The following are the contents of this thesis:

• Chapter 3

– The mathematics behind the ECNS and a summary of the nu-
merical schemes it offers, and how does the implementation of a
turbulence model influence the numerics.

– The summary is brief and restricted to what is most relevant for
understanding this thesis (for details please see Sanderse (2013)).

• Chapter 4

– We study the influence of EC space and time schemes, independ-
ent of each other, while simulating a turbulent flow; the decay of
homogeneous isotropic turbulence. Separating the two provides
a clearer understanding of their influence on accuracy.

– First, we observe how the time step and time integration scheme
affect the evolution of the flow through their numerical dissipa-
tion. We also check whether an EC time scheme is most essential
to maintain a dissipation-free (with regards to the time scheme)
simulation.

• Chapter 5

– After examining the EC time integration schemes, we now evalu-
ate whether an EC and a simple central difference scheme (both
2nd order accurate) are any different, both theoretically and more
important, practically. The motivation behind this test comes from
chapter 2, wherein we noticed that most LES codes used a dissipation-
free central difference scheme instead of EC schemes and yet ob-
tain accurate results.

– For simulations with the simple central difference scheme (and
a few upwind schemes for discretising the convective term), we
recruit the OpenFOAM (Open source Field Operation and Manip-
ulation) toolbox and tune its Smagorinsky model for decaying iso-
tropic homogeneous turbulence. We assess whether the absence
of numerical dissipation in EC schemes, helps tune the Smagor-
insky model more easily than with a non-EC scheme, for turbu-
lent flows.

• Chapter 6

– An avant garde comparison of the LES codes mentioned in chapter 2

and that are popular in academia. The contributors were reques-
ted to replicate a wind tunnel experiment conducted at the Delft
University of Technology, during which particle image velocimetry
(PIV) was used to quantify the velocity field in the wake of a
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perforated actuator disk that was intended to mimic the actuator
disk concept popular with the LES of wind farms.

– The comparison was not very comprehensive in indicating what
aspects of the different numerical codes, i.e. their schemes, ap-
proach to LES modelling, etc., contributed the most to their res-
ults. Nonetheless, it provided a proof that EC schemes could be
used for industrial applications, even with a simple Smagorinsky
model, once tuned properly for turbulent regimes.

• Chapter 7

– Based on the conclusions from the previous chapters, we repeat
the process put forth by Meyers (2011) for tuning the SP-Wind
LES code of the University of Leuven (see chapter 6) that uses ad-
vanced and highly accurate pseudo-spectral methods with the
Smagorinsky model; to prepare the ECNS for simulating a de-
veloped neutral-ABL.

– We count on the ad hoc scheme proposed by Mason (1989) to
modify the Smagorinsky constant near the surface of the earth (a
simple wall boundary), which was deemed important by Porté-
Agel et al. (2000). Although a few academic codes (see chapter 2)
use advanced LES models to account for the presence of a wall,
the SP-Wind does it effectively with simpler models, which promp-
ted us to do the same with the ECNS. It also served to validate
the ECNS-LES combination.

– With the ECNS validated for an actuator disk and a neutral-ABL,
we simulate a model wind farm and another small operational
wind farm, as a test of the code’s operability.



Part II

S C R U T I N Y

In this part, we shall provide details on the Energy-Conserving
Navier-Stokes (ECNS) code and how we intend to use it for the
tests that follow. These tests include studying the time integra-
tion schemes in terms of their accuracy and computational effi-
ciency, comparing the spatial discretisation scheme with a sim-
pler one already in use for LES and tuning the Smagorinsky
model for the ECNS code.
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In the presence of periodic or non-penetrative boundaries, the convective
and diffusive terms of the incompressible NS equations possess a property
called symmetry (Verstappen and Veldman, 2003). A discretisation that pre-
serves these symmetries and ensures the same with time advancement, is
unconditionally stable for any mesh size or time step (Sanderse, 2013). The
symmetry is preserved by representing the discrete convective operator by
a skew-symmetric matrix and the discrete diffusive operator by a symmetric,
positive-definite matrix.

A symmetry-preserving discretisation ensures the conservation of KE, which
is an invariant property of inviscid and incompressible flows. The same
implies that in the absence of viscosity and provided that the boundaries
are periodic or non-penetrative, the KE of the flow remains constant. Owing
to this property, a symmetry-preserving discretisation is also known as an
energy-conserving discretisation. Mathematically defined for a Newtonian fluid,

∂K

∂t
= −ν‖∇u‖2, (3.1)

where

K kinetic energy

u velocity vector

∇ gradient operator,

i.e. the KE of the flow decreases with time due to viscous dissipation
alone or remains unchanged for inviscid flows. The convective operator (due
to skew-symmetry) and the pressure gradient do not change the total KE.
Please note that vectors are denoted with a bold face.

This chapter begins with a summary of the principles of energy conserva-
tion as defined for the incompressible NS equations (Sanderse, 2013). Later,
these principles will be used to study the transport of KE of the resolved (or
large) scales of a turbulent flow. A scalar for the same will be derived from
the filtered NS equations, which sets forth a condition that must be satisfied
to ensure the conservation of KE in LES.

3.1 conservation of kinetic energy

In vector notation, the NS equations for an incompressible fluid in the ab-
sence of body forces read,

∇ · u = 0 , (3.2)

44
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∂u
∂t

+∇ · (uu) = −∇p∗ + ν∇2u , (3.3)

where

∇2 vector Laplacian.

Upon integrating the above equations over a volume with a defined bound-
ary and using Gauss’s theorem, one obtains,∫

Γ
u · n dΓ = 0 , (3.4)

∫
Ω

∂u
∂t

dΩ+

∫
Γ
(uu) · n dΓ = −

∫
Γ
p∗n dΓ +

∫
Γ
ν∇u · n dΓ , (3.5)

where

Ω volume

Γ boundary enclosing the volume

uu dyad or the outer product of vectors.

In case the boundaries are periodic, all boundary integrals equate to zero,
whereas in the case of non-penetrative boundaries, i.e. u · n = 0, only the
integral of the convective term equates to zero.

The transport of KE is governed by the scalar product of equation 3.5
and u. To simplify further analysis, the convected and convecting quantities of
equation 3.5 and the velocity will be distinguished as u, c and v, respectively.
Thus, the scalar KE equation reads,∫
Ω

∂u
∂t
· v dΩ+

∫
Ω
∇ · (cu) · v dΩ︸ ︷︷ ︸

C

= −

∫
Ω
∇p∗ · v dΩ︸ ︷︷ ︸

P

+

∫
Ω
ν∇2u · v dΩ︸ ︷︷ ︸

D

,

(3.6)
where

C convective operator

D diffusive operator

P pressure operator.

In the equations that follow, the integral of the scalar product over the
domain Ω will be represented by,

(u,v) =
∫
Ω

u · v dΓ , (3.7)

thus, ‖u‖2 =
∫
Ω |u|2 dΩ. On scrutinising the integral equations, one gains

insight into the symmetries possessed by the operators C, D and P, in the
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presence of periodic or non-penetrative boundaries. For the convective op-
erator, one obtains,

((c · ∇)u,v) = −(u,(c · ∇)v) . (3.8)

By denoting (c · ∇)u by C(c)u, equation 3.8 can be expressed as,

C(c) = −C(c)? , (3.9)

where

C? Hermitian conjugate of C.

Similarly, the pressure and the diffusive operators obey,

(∇p∗, v) = −(p∗,∇ · v) , (3.10)

D = D? , (3.11)

where

D(u) is the vector Laplacian ∇2 u.

Owing to these symmetries, the pressure and convective operators do not
alter the KE of the flow.

By setting c = v = u and by replacing ∇2u · u with ∇ · (u · (∇u)T) −∇u :

∇u, the change in KE with time can be expressed as,∫
Ω

∂u
∂t
· u dΩ =

∫
Γ
ν u · ∂u

∂n
dΓ −

∫
Ω
ν ∇u : u dΩ , (3.12)

which in the presence of periodic or non-penetrative boundaries simplifies
to

∂k
∂t

= −ν(∇u : ∇u) . (3.13)

According to Leibniz’s rule,∫
Ω

∂k
∂t

dΩ =
d
dt

∫
Ω

k dΩ , (3.14)

where1∫
Ω k dΩ = 1

2 (u,u) = K integral of KE over the domain.

In case of constant kinematic viscosity, one may alternatively express the
change in KE in integral form as,

∂K

∂t
= −ν(∇u,∇u) , (3.15)

1 The Frobenius product of two matrices is defined as X:Y = trace(XTY)



3.2 kinetic energy of the large scales 47

where

(A,B) Frobenius product of tensors A and B

Equation 3.15 states that the total KE is bounded and reduces with time
due to viscous dissipation. For an inviscid fluid however, the KE remains
unchanged and is exactly conserved. An EC discretisation ensures that these
properties are manifested in a discrete setting.

As long as ∇u : ∇u > 0 or the local KE is bounded, its integral over the
domain, which is a sum in a discrete setting, is also bounded.

3.2 kinetic energy of the large scales

The terms turbulent variable and filter, were defined through equation 2.7,
and used definitions to modify the incompressible NS equations in their
differential form, to obtain the equations relevant to large eddy simulation.
Now, we repeat the same procedure with the integral form of the NS equa-
tions, equations 3.2 and 3.3. Unless mentioned otherwise, it will be assumed
that the filtering operator obeys the following,

∂̃φ

∂x
=
∂φ̃

∂x
, (3.16)

φ̃+ψ = φ̃+ ψ̃ and (3.17)

ζ̃ = ζ , (3.18)

where

φ,ψ turbulent variables

ζ constant.

Upon filtering, a velocity (or pressure) field is decomposed into its large
and dissipative scales, with the former being represented by the filtered
field. In vector notation, the filtered NS equations for an incompressible fluid
in the absence of body forces read,

∇ · ũ = 0 , (3.19)

∂ũ
∂t

+∇ · (ũu) = −∇p̃∗ + ν∇2ũ . (3.20)

Leonard (1974) proposed expressing the term ũu in terms of ũ and u’. The
procedure is known as Leonard’s double decomposition, which is expressed in
Einstein’s indicial notation as,

ũiuj = ˜̃uiũj + ˜̃uiu ′j + ˜̃uju ′i + ũ ′iu ′j . (3.21)
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The first term on the right hand side ˜̃uiũj, requires another application
for the filter for direct evaluation (Sagaut, 2006). Leonard corrected this by
adding −ũiũj to both sides of equation 3.21,

τij = ˜̃uiũj − ũiũj︸ ︷︷ ︸
Lij

+˜̃uiu ′j + ˜̃uju ′i︸ ︷︷ ︸
Jij

+ ũ ′iu ′j︸ ︷︷ ︸
Rij

, (3.22)

τij = ũiuj − ũiũj , (3.23)

where

τij subgrid tensor or SGS tensor

Lij Leonard tensor

Rij Reynolds subgrid tensor

Jij cross tensor.

Lij governs the interaction amongst large scales, Rij represents the inter-
action amongst subgrid scales and Jij reflects the interaction between the
filtered and subgrid scales. Thus, Leonard’s triple decomposition helps gather
the terms Lij, Rij and Jij that are not expressible directly in terms of ũ but
must be modelled explicitly as τij.

The modified filtered momentum equation equation 3.20 now reads,

∂ũ
∂t

+∇ · (ũũ) = −∇p̃∗ + ν∇2ũ −∇ · τ . (3.24)

When expressed in their integral form, it is noticed that the filtered equa-
tions are similar in all respects to equations 3.2 and 3.3 except that the
former govern the dynamics of the resolved velocity field and include the sub-
grid tensor. The filtered NS equations are expressed in their integral form
as, ∫

Γ
ũ · n dΓ = 0 , (3.25)

∫
Ω

∂ũ
∂t

dΩ+

∫
Γ
(ũũ) ·n dΓ = −

∫
Γ
p̃∗n dΓ +

∫
Γ
ν∇ũ ·n dΓ −

∫
Γ
τ ·ndΓ . (3.26)
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Subtracting the above equation from equation 3.5, one can obtain the mo-
mentum equation for the subgrid scales,∫
Ω

∂u ′

∂t
dΩ+

∫
Γ
(uu − ũũ) · n dΓ = −

∫
Γ
(p∗ − p̃∗)n dΓ +

∫
Γ
ν(∇u −∇ũ) · n dΓ

+

∫
Γ
τ · ndΓ +

∫
Ω

∂u ′

∂t
dΩ

+

∫
Γ

( uu − ũũ) · n dΓ

= −

∫
Γ

( p − p̃)n dΓ +
∫
Γ
ν( ∇u −∇ũ) · n dΓ

+

∫
Γ
τ · ndΓ .

(3.27)

Equations 3.26 and 3.27 will now be used to obtain the KE equation for the
filtered NS equations.

3.3 kinetic energy equation for the resolved field

Akin to expressing the velocity field as the sum of a filtered (or resolved)
and a residual field, the total KE may be expressed as,

K = K̃+K ′ . (3.28)

Alternatively, K can be further simplified as,

K =
1

2
(u, u) =

1

2
((ũ, ũ)+ 2(ũ, u’)+ (u’, u’)) = Kũ +Kũu ′ +Ku’ũ +Ku ′ , (3.29)

where

Kũ KE of the resolved field

Ku’ subgrid KE

Kũu’ +Ku’ũ energy of interaction between the resolved and subgrid fields.

In case the filtering operator is a projector2, K̃ = Kũ, otherwise the two are
distinct. Finally,

K = Kũ +Kr , (3.30)

where

Kr residual KE.

The total KE of the flow therefore varies with time as,

∂K

∂t
=
∂Kũ
∂t

+
∂Kr

∂t
. (3.31)

2
˜̃u = ũ
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A scalar equation for the first term on the right hand side of equation 3.31

can be obtained from the inner product of equation 3.26 and ũ, which reads,

∫
Ω

∂ũ
∂t
· ũ dΩ+

∫
Ω
∇ · (ũũ) · ũ dΩ︸ ︷︷ ︸

C

= −

∫
Ω
∇p̃∗ · ũ dΩ︸ ︷︷ ︸

P

+

∫
Ω
(ν∇2ũ) · ũ dΩ︸ ︷︷ ︸

D

−

∫
Ω
(∇ · τ) · ũ︸ ︷︷ ︸

S

,

(3.32)

where

S subgrid or SGS operator.

If the filtering operator commutes with differentiation, one can deduce
from the continuity equations 3.2 and 3.3 that,

∇ · u = ∇ · ũ +∇ · u’ = 0 . (3.33)

Thus,
∇ · u ′ = 0 , (3.34)

if ∇ · ũ = 0. Further, in the presence of periodic or non-penetrative boundar-
ies one obtains,

∂kũ
∂t

= −ν(∇ũ : ∇ũ) − (∇ · τ) · ũ , (3.35)

∫
Ω
kũ dΩ = Kũ =

1

2
(ũ ,ũ) . (3.36)

Generally in LES, only the filtered momentum and continuity equations are
solved. Deconvolution or defiltering can be used to obtain the physical field
from the filtered one but the procedure is but an approximation (Sagaut,
2006). Thus, equation 3.27 is redundant in an LES scheme.

An analysis similar to the one described above, can be used to obtain the
remaining terms of equation 3.31. At this stage it is important to distinguish
between Kũu’ and Ku’ũ. The former is obtained as the dot product (scalar
product) of equation 3.26 and u’, whereas the latter is the dot product of
equation 3.27 and ũ.

A quick calculation reveals that the sum of the transport equations for the
components of the total KE is the same as equation 3.15. Thus, for an incom-
pressible fluid in the presence of periodic or non-penetrative boundaries,
one concludes,

∂k
∂t

=
∂kũ
∂t

+
∂kr

∂t
= −ν(∇ũ : ∇ũ) − (∇ · τ) · ũ +

∂kr

∂t
= −ν(∇u : ∇u) . (3.37)
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The integral of equation 3.37 over Ω reads,

∂K

∂t
=
∂(Kũ +Kr)

∂t
= −

∫
Ω
ν(∇ũ : ∇ũ) dΩ−

∫
Ω
(∇ · τ) · ũ dΩ︸ ︷︷ ︸

X

+
dKr

∂t︸︷︷︸
Y

= −

∫
Ω
ν(∇u : ∇u) dΩ .

(3.38)

It is known that ∂K∂t is bounded. So, the boundedness of X is sufficient to en-
sure the boundedness of Y because the sum or the difference of two bounded
functions is also bounded. This is true only when the initial field is free from
discontinuities, such as a shock wave or a shear layer discontinuity. The lat-
ter can certainly be handled in a discrete setting.

Thus, while modelling the subgrid tensor τ, in terms the filtered velocity
field, the following must hold for the boundedness of the KE of the resolved
field,

−

∫
Ω
ν(∇ũ : ∇ũ) dΩ−

∫
Ω
(∇ · τ) · ũ dΩ 6 0 , (3.39)

which is sufficient to ensure that the KE of subgrid scales and that of the
interaction between the resolved and subgrid scales is also bounded.

Thus, an energy-conserving discretisation for solving the filtered NS equations
must ensure that equation 3.39 is obeyed in a discrete sense.

While simulating a wind farm, the impact of body forces that model wind
turbines must also be accounted for. Equation 3.6 reads,∫
Ω

∂u
∂t
· u dΩ+

∫
Ω
∇ · (uu) · u dΩ︸ ︷︷ ︸

C

= −

∫
Ω
∇p∗ · u dΩ︸ ︷︷ ︸

P

+

∫
Ω
ν∇2u · u dΩ︸ ︷︷ ︸

D

+

∫
Ω

f · u dΩ︸ ︷︷ ︸
F

.

(3.40)

where

f force (represented as acceleration)

F force operator.

When the boundaries are periodic or non-penetrative, the KE changes
with time as,

∂k

∂t
= −ν(∇u : ∇u) + f · u , (3.41)

Similarly, for the KE of the resolved scales change with time as,

∂kũ
∂t

= −ν(∇ũ : ∇ũ) − (∇ · τ) · ũ + f̃ · ũ . (3.42)
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Thus, the boundedness is retained if the inner product of the body force and velocity
is negative or at most such that ∂k∂t or ∂kũ

∂t is zero, unconditionally for any grid size
or time step.

3.4 ecns

In terms of its numerical schemes, the ECNS is designed to comply with
the above equations in a discrete sense. This demands that basic operations
like interpolating the velocity field to obtain fluxes, finding the gradient of
the field etc., must be done in a manner that prevents numerical dissipation.
Mathematically this implies the cancellation of the leading order term of the
truncation error resulting from Taylor series expansion of the operators.

Harlow and Welch (1965) proposed such a scheme that was second or-
der accurate on uniform grids. Central to their approach is the use of a
staggered grid, which prevents the discretised pressure gradient from alter-
ing the KE (Felten and Lund, 2006). Later, Verstappen and Veldman (2003)
used a finite volume approach to extend the existing scheme to a fourth
order accurate method on uniform grids. Finally, Sanderse (2013) proposed
boundary conditions that are compatible with the fourth order scheme and
permit their use with wall bounded flows. Additionally, time integration
schemes which ensure that no numerical dissipation is introduced through
time advancement, have also been proposed.

For the sake of completeness, we will briefly explain the second order
Harlow-Welch scheme and the time integration schemes available with the
ECNS.

3.4.1 The Harlow-Welch scheme

For simplicity, the Harlow-Welch discretisation will be described on a uni-
form and staggered Cartesian grid in two dimensions. equations 3.2 and 3.3
in a semi-discrete formulation (discrete in space and continuous in time)
read,

Mu(t) = bc(t) , (3.43)

Ωu̇(t) = −C(c(t), u(t)) + νDu(t) − Gp∗(t) + bm(u(t), t) + f(t) . (3.44)

where

M divergence operator.

The vectors u(t), c(t) and the scalar p∗(t), are functions of time and are
specified as point values at the centres of finite control volumes, the shape
and size of which are independent of time, t. bc(t) and bm(u(t), t) repres-
ent the boundary conditions for the continuity and momentum equations,
respectively.
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Figure 3.1 delineates the control volumes Ωi,j over which the continuity
equation is discretised. Because the grid is staggered, the control volumes
Ωui,j and Ωvi,j used to discretise the u- and v- momentum equations, are
different from Ωi,j, as portrayed in figure 3.2.

Figure 3.1: The control volume for the discrete continuity equation centred around
pi,j.

The discrete divergence operator for the control volume Ωi,j reads,

MΩui,j = ûi,j − ûi−1,j + v̂i,j − v̂i,j−1 . (3.45)

One uses the midpoint rule to obtain these quantities3 from the point values
of velocity as,

ûi,j = δyjui,j or v̂i,j = δxivi,j , (3.46)

δyj = yj − yj−1 and δxi = xi − xi−1 . (3.47)

For a uniform grid, δyj = ∆y and δxi = ∆x. The convective operator must
be discretised differently for the u- and v- momentum equations,

Cuui,j = ûi+1/2,jui+1/2,j − ûi−1/2,jui−1/2,j

+ v̂i+1/2,jui,j+1/2 − v̂i+1/2,j−1ui,j−1/2 ,
(3.48)

Cvui,j = v̂i+1/2,jui,j+1/2 − v̂i−1/2,jui−1,j+1/2

+ v̂i,j+1/2vi,j+1/2 − v̂i,j−1/2vi,j−1/2 .
(3.49)

A second order accurate interpolation is required to obtain the values of ve-
locities and face-integrated variables at locations other than the grid points.

3 Variables such as û are face-integrated quantities
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(a) Ωui,j centred around ui,j (b) Ωvi,j centred around vi,j

Figure 3.2: The control volumes for the discrete components of velocity.

To retain the skew-symmetry of the convective operators in discrete form, this
interpolation must be grid-independent. This also ensures that the discrete
divergence operator for Ωui,j and Ωvi,j control volumes equates to zero, if it
does so for all Ωi,j (Verstappen and Veldman, 2003).

Thus, the linear interpolation is performed with constant weights, for in-
stance,

ûi+1/2,j =
1

2

(
ûi+1,j + ûi,j

)
. (3.50)

Whereas, the pressure gradient is discretised as,

Gup∗i,j = p̂
∗
i+1,j − p̂

∗
i,j and (3.51)

Gvpi,j = p̂∗i,j+1 − p̂∗i,j. (3.52)

Finally, the discretised diffusive operator for the u- momentum equation is
written as,

Duui,j = (
∂̂u

∂x
)i+1/2,j − (

∂̂u

∂x
)i−1/2,j + (

∂̂u

∂x
)i,j+1/2 − (

∂̂u

∂x
)i,j−1/2 , (3.53)

(
∂̂u

∂x
)i+1/2,j =

ûi+1,j − ûi,j
∆x

. (3.54)

To obtain the discrete filtered NS equations, one simply replaces the field
variables in the above equations with their filtered counterparts.

The subgrid operator is also discretised using the operators described
above. For example, with the Smagorinsky model, one uses the discrete dif-
fusive operator to find the fluxes of the gradients, followed by a second order
accurate interpolation to help obtain the eddy viscosity at the desired loca-
tions. These operators when used for the discretisation of the convective and
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the diffusive terms, lead to an energy-conserving discretisation, by design.
But using them to discretise the subgrid scale model, does not ensure the
absence of numerical dissipation.

Nevertheless, the Smagorinsky model allows tuning through its model
constant CS, which controls the amount of subgrid scale (physical) dissipa-
tion that the model brings about. Therefore, this physical dissipation can be
clubbed with any numerical dissipation arising from the discretisation, and
the Smagorinsky model can be appropriately tuned.

3.4.2 Time integration schemes

Time integration is also capable of introducing numerical dissipation. Sanderse
(2013) proposed methods using which, one could reduce or completely re-
move numerical dissipation through time integration. When such a method
is combined with an energy-conserving spatial discretisation, one obtains a
complete energy-conserving discretised Navier-Stokes system. Of the vari-
ous method proposed, the implicit 2nd and 4th order EC Runge-Kutta
schemes based on the Gauss quadrature, henceforth referred to as the Im2 and
Im4, will be used within this thesis. These are advocated because they are
not only energy-conserving but also time-reversible in the inviscid limit. In
addition, we also use a higher order non-EC Runge Kutta method, namely,
the classical explicit 4th order scheme or Ex4, for a comparative analysis of
time integration schemes for LES.

The Ex4, as we mentioned, is the classical Runge-Kutta method, which
being explicit, is quick but restricted by stability. A very large time step that
violates the CFL criterion, leads to certain instability with such an explicit
method. Apart of the Ex4, various lower order explicit methods have been
used for the LES of wind farm aerodynamics with small time steps for ac-
curacy and stability. This was the motivation behind proposing the implicit
EC methods, which are not only accurate but also stable at very large time
steps.

The Im2 is a single stage method based on the Gauss quadrature, whereas
the Im4 is a two stage method. Both are solved using a linearised system
obtained using Newton’s method and data from the previous time levels.
This ensures that the method remains EC. However, to make certain that the
methods also remain 2nd or 4th order accurate, the error incurred through
linearisation must be nearly zero (between 10−12 and 10−9 with the tests
described here).

We noticed that unless the error due to linearisation is driven to a very low
value, one rarely obtains accurate results with the Im2 and Im4, singularly
with small time steps. Further, as the removal of this error is computationally
demanding, the methods require proportionately more computational time
with small time steps to contain the error. As an alternative, Sanderse (2013)
also propose using a simplified Newton method that requires a single Jac-
obian for that remains constant while solving for a given time step. However,
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this reduces the convergence. Other methods such as splitting the velocity
and pressure were also evaluated but resulted in the loss of stability and the
property of energy conservation, because the splitting rendered intermedi-
ate velocity fields with a non-zero divergence, which ultimately contributed
to a spurious change in KE.

Thus, within the ECNS, the implicit EC schemes are solved with a full
Newton method.
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To assess whether an EC-finite volume method that minimises numerical
dissipation is an attractive alternative to pseudo-spectral methods, we study
dissipation from time integration and spatial discretisation separately.

In this chapter, the consequences of EC time integration schemes on the
accuracy of LES are investigated, in combination with an EC spatial discret-
isation. For simplicity, we restrict ourselves to decaying homogeneous iso-
tropic turbulence in a periodic box. We use the simple Smagorinsky model
to observe how changes in the time step and the time integration scheme
lead to different results in terms of the decay of KE and the energy spectrum.

To summarise, we observe through this chapter that one needs a relatively
small time step with a non-EC integration scheme1, as opposed to an EC
implicit time integration scheme, to obtain numerical dissipation (through
time integration) that is negligible in value as compared to the physical dis-
sipation. This is important to ensure the conservation of KE and to prevent
any spurious development of the flow. With implicit EC time integration
schemes, one can certainly use a larger time step and still obtain minimal
numerical dissipation, albeit at the cost of a much higher computational
time. Images &

content also
appear in Mehta
(2016)4.1 introduction

Like every other CFD method, LES has its fair share of errors resulting
not only from spatial discretisation and time integration but also from the
SGS model representing the scales that LES does not resolve. A compar-
ison of errors from turbulence modelling and spatial discretisation was first
addressed in detail by Ghosal (1996), who showed that both are equally
consequential.

By decomposing the total error, Meyers et al. (2003); Vreman et al. (1996);
Meyers et al. (2007) showed that errors through discretisation and SGS mod-
elling could in fact cancel each other, leading to a desirable solution. Studies
by Meyers et al. (2007); Viré and Knaepen (2009) illustrate how different
spatial discretisation schemes could lead to different results with the same
SGS model. The former also illustrated the dependence of the Smagorinsky
constant on the grid resolution. Geurts (2006) presents a review of these
interacting errors and also proposes an inverse polynomial interpolation
method to predict the Smagorinsky constant for a given resolution.

1 The tests in this chapter recommend a Courant number of roughly 0.15 with a non-EC scheme,
and roughly 0.3 with an EC scheme

57
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Most of these studies used a finite volume method for solving the NS
equations. These are combinations of 2nd and 4th order discretisations of
the convective and diffusive terms in the NS equations (not necessarily EC,
explained shortly hereafter) with a 2nd order explicit Runge-Kutta time in-
tegration (not EC). Further, they comment mostly on the effect of spatial
discretisation and the resulting numerical dissipation, on the overall accur-
acy of LES.

As an adjunct to these studies, we comment on the use of EC spatio-
temporal discretisation schemes for finite volume methods. Although an
EC spatial discretisation ensures the absence of numerical diffusion (or dis-
sipation), an EC time integration scheme is necessary to ensure that the
conservation of KE remains enforced with time-stepping because numerical
dissipation through time integration, can influence how the flow evolves by
dissipating more energy than what would physically be dissipated.

Using laminar test cases, it was shown for a certain class of implicit time
integration schemes that the resulting EC spatio-temporal discrete system
incurs little numerical dissipation and is stable for large time steps, while
being highly accurate (Sanderse, 2013). In practical applications with com-
plicated turbulent flows, it is important to decide what time step is large or
small and more important, which method is computationally more benefi-
cial while being accurate.

Hence, the question we try to address here is, whether an implicit EC time
integration scheme is crucial for averting numerical dissipation or could we
use an explicit non-EC scheme and achieve accuracy, while ensuring stabil-
ity2? In doing so, we also shed light on how the Smagorinsky model must
only be tuned in the complete absence of numerical dissipation through
time integration, which otherwise can have an influence as strong as that
of grid resolution, on the overall dissipation (physical and numerical com-
bined). Our arguments will be based on the simple test case of decaying
isotropic homogeneous turbulence, which has many a times been used to
assess the accuracy of LES and even study the fundamentals of turbulent
flows. Despite the simplicity, we are certain that our conclusions related to
the numerical dissipation through time integration, will hold for other test-
cases too3.

We are motivated by the fact that most of the LES codes used for wind
farm aerodynamics, resort to explicit time integration schemes (Mehta et al.,
2014b) and use small time steps for accuracy and stability (at times, a small
time step may help collect statistics from simulations at a high temporal
resolution). However, if within the same computational time, implicit EC
methods can ensure accuracy and stability, they could be an important as-
set for industrial studies on wind farm aerodynamics, as they would also

2 Our discussions concern only Cartesian grids on which the theoretical advantages of EC
schemes have been established.

3 Valid for accuracy and computational time. Stability is related to the Courant number that could
change locally on a non-uniform grid. We discuss this in the conclusions.
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guarantee computational efficiency for simulations that are otherwise com-
putationally demanding.

4.2 dissipation expressed mathematically

Within the discrete NS-LES system, the errors that arise can be classified
as those from the regular operators of the discrete NS equations for the re-
solved scales, and the SGS model. The former comprises errors from the dis-
cretisation of the convective and diffusive terms, while the later comprises
the modelling error due to the nature of the SGS model and the discretisa-
tion error through its implementation in the modified NS equations. Further,
one must account for the numerical dissipation (if any) introduced by time
advancement Sanderse (2013).

One can roughly express the overall dissipation in an LES scheme as,

P = εC(∆x) + ν(D+ εD(∆x)) + S(τ) + εS(∆x) + εT (∆t) , (4.1)

where

D diffusive operator (physical dissipation),

S SGS operator,

εC dissipation (numerical) accompanying the convective operator,

εD dissipation (numerical) accompanying the diffusive operator,

τ SGS model (physical dissipation),

εS dissipation (numerical) accompanying the SGS operator,

εT dissipation (numerical) through time integration.

εD (dissipative) arises from the approximation used to estimate the phys-
ical diffusion through molecular viscosity, D. S is dissipation through the
SGS model τ, which can be tuned (see section 2.2.3.1), whereas, εS is the
spatial discretisation error in the model’s implementation and is a function
of the grid resolution, ∆x. εT is a function of the time step, ∆t, and must
approach zero with reducing time step.

For simplicity, we ignore the terms in the above equation that are related
to the spatial discretisation, and concern ourselves with εT (∆t). Our aim
now, is to determine what time integration schemes can ensure that εT (∆t)
is low enough to avoid numerical dissipation from affecting the flow with
minimal computational effort (see section 3.4.2).

4.3 methodology

We study the Smagorinsky model using EC schemes implemented in the
ECNS. This section provides information on the test case considered in this
article and the related numerical tests. For details on the ECNS, please see
chapter 3.



4.3 methodology 60

4.3.1 Grid-generated turbulence

We simulate the recognised experimental campaign by Comte-Bellot and
Corrsin (1971) (CBC), who used a grid to generate an isotropic homogen-
eous turbulent field in a wind tunnel. The experiments provide details on
the energy spectrum and the statistical properties of the turbulent flow at
three instances of time as it moves through a wind tunnel, at a near con-
stant average velocity, Uo = 10ms−1. We chose this case as it has been
widely used for the validation of LES codes and also for the tuning of the
Smagorinsky model (Bechmann, 2006).

Figure 4.1: A comparison of the energy spectra obtained by Comte-Bellot and
Corrsin (1971) and those using a 323 grid with the dynamic Smagorinsky
model with Lagrangian-averaging by Meneveau et al. (1996) (Men in the
graph). κ is the wave number related to an eddy’s length scale and E(κ)
is the eddy’s energy.

One must bear in mind that the flow’s Reynolds number is low, around
34000 based on the average velocity and the size of the grid used to create
turbulence (Mg = 5.08cm) and that the flow is not truly isotropic with an
isotropy ratio of 0.95 (the ratio of the standard deviations in streamwise velo-
city to that in transverse velocity). Hence, the TKE is higher in the transverse
direction than in the stream wise direction.

Although the slight anisotropy could be overlooked, the low Reynolds
number requires attention given that the fundamentals of LES, by defini-
tion, consider a high Reynolds number flow with an extended inertial range
(Pope, 2000). Further, the experimental energy spectra in the inertial range
deviate a little from the −5/3 Kolmogorov spectrum that is observed in turbu-
lent flows (Frisch, 1995) (see figure 4.1). These cannot be verified easily, even
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through Direct Numerical Simulation (DNS) because of the range of length
and time scales in the flow4, for which the current computational resources
are insufficient.

We shall nevertheless try to assess how closely our simulations can rep-
licate the spectra from the largest to the smallest scales on the grid, which
indirectly should also give us the correct decay of TKE with time.

4.3.2 Tests

We notice 3 experimentally obtained spectra in figure 4.1 (CBC). These cor-
respond to three different locations in a wind tunnel, at which the flow
was analysed (see figure 4.2). We simulate the flow between Stages I and
III, referred to as Uot/Mg = 42 and 171, respectively, in (Comte-Bellot and
Corrsin, 1971) with an intermediate stage, Uot/Mg = 98 or Stage II, where
t is the time. These numbers refer to distances downstream of the grid that
generates the turbulence.

Figure 4.2: A schematic of the experimental set-up used by Comte-Bellot and Corrsin
(1971).

To begin with, the energy spectrum at Stage I is used to synthesise a ran-
dom velocity field that bears the experimentally reported TKE and variances
in turbulent fluctuations, within a suitable domain. To ensure that the peri-
odic boundaries used in the simulation do not lead to spurious correlations,
the size of the domain in either direction must be large as compared to the
longitudinal and transverse length scales of the flow. The domain is chosen
to be Lbox = 10.8Mg ∼ 55cm in size, based on previous LES studies (Ghosal
et al., 1995; Meneveau et al., 1996). The velocity field is generated spectrally
using Rogallo’s algorithm and then converted into discretised physical space
through an inverse-Fourier transformation (Rogallo, 1981). The algorithm dis-
tributes the TKE of the flow across the range of Fourier modes in compliance
with the energy spectrum provided as input, which in this case comes from
the experimental data. During the conversion, it was noticed that the energy
of the highest wavenumber modes (the smallest scales of the velocity field)

4 A Reynolds number of 30000 is indeed high for DNS.
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is reduced in physical space5. This is rescaled to the spectrum at Stage I by
multiplying the Fourier modes individually with the factor that equals the
damping they incurred upon conversion to physical space.

Although one generates the velocity field in Fourier space, while ensuring
that it is divergence free; upon projecting the same on a discrete Cartesian
grid and even more so, in physical space, one may obtain a field that is not di-
vergence free, at least in terms of how the divergence is defined in the finite
volume code. As a result, it is important to adapt the velocity field to an NS
solver to adjust its divergence and establish logical space-time correlations
within the flow-field (Viré and Knaepen, 2009). To do so, the field is left
to decay in accordance with the NS equations and the Smagorinsky model
for a while. After its TKE has reduced significantly, the field is scaled up
in Fourier space to the energy spectrum at Stage I, similar to what is done
to correct the damping of the smallest scales due to inverse Fourier trans-
forms, i.e. by scaling the energy at individual wavenumbers till it matches
its counterpart at Stage I.

We simulate the decay on 323, 483 and 643 uniform 3D grids, with average
grid sizes6 equalling 1.72 cm, 1.14 cm and 0.86 cm, respectively. These sizes
are small compared to the longitudinal length scale of 2.4 cm and larger
than the Taylor micro scale of 0.48 cm at Stage I, which places the cut-off
filter (grid-based) somewhere in the inertial range, as the case should be.
Therefore, a 163 grid would be quite coarse. In certain cases, we also use
803 and 963 grids. With regards to time-stepping, we centre our arguments
around a time step of ∆t = 0.001s. We use this time step as reference as it
was used by Bechmann (2006) to ensure that the Courant number was below
0.1 for a second order implicit time integration scheme, while tuning an LES
code using this experimental test case for two different grid resolutions.

In addition, we use a range of time steps while investigating the time
integration schemes. When a time integration scheme is used with ∆t =

0.001s, it will be quoted by its name alone, i.e. as Ex4 or Im2. For other time
steps, we shall add a letter at the end of the scheme’s name, for example,
Ex4Q. These time steps and their corresponding letters, are summarised in
table 4.1 with Ex4 to serve as an example. For most simulations with the
Smagorinsky model, the CS is set to 0.1 (Deardorff, 1970), which will later
be determined more accurately for the ECNS. We carry out our analyses
without concerning ourselves with the accuracy of the SGS model or grid
size.

5 Parseval’s theorem holds but inaccuracies in the fast-Fourier transform may have led to this
dampening

6 ∆g = 3

√
3∏
i=1
∆i
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notation time step

Ex4Q 0.004s

Ex4D 0.002s

Ex4 0.001s

Ex4h 0.0005s

Ex4q 0.00025s

Ex4te 0.0001s

Table 4.1: A summary of the time steps used.

4.4 effect of time step and time integration schemes

While studying the time integration schemes proposed for the ECNS in
(Sanderse, 2013), we monitor the energy spectrum, the rate of decay of TKE
and the computational time. Based on how accurately the spectrum and de-
cay of TKE are predicted and with what computational effort, we will try to
propose which time integration scheme is most appropriate for the ECNS.

Using the 323 grid, we simulate the experiment with Ex4, Im2 and Im4
(the three schemes available within the ECNS), in combination with differ-
ent time steps, the acronyms for which are defined in section 4.3.2. The
reason why we choose to use a 323 grid, apart from being computationally
efficient is that the energy spectra suggest that the inertial range is not that
wide (as one would expect) for a high Reynolds number flow. With LES,
one can resolve the large energy-containing range and a part of the inertial
range but one must avoid the lower inertial range that is comparable with
the Kolmogorov scales, most of which are represented by the SGS model.
Ideally, the cut-off scale should be in the inertial range such that it is com-
parably smaller (say a factor of 10 to 100) than the large scales but larger by
a similar factor with respect to the Kolmogorov scales (see Pope (2000) for a
discussion).

Stability

In terms of stability of the Ex4, which is conditionally determined by the
CFL criterion for explicit time integration schemes, we observed that at time
steps larger than 0.004s, the simulation is unstable with a Courant number
greater than ∼ 2.4. Reducing the time step to obtain a Courant number below
1, for example 0.001s, guarantees stability. On the other hand, owing to its
unconditional stability, the Im2 is stable even at a time step of 0.01s that is
ten times the original time step as opposed to the Ex4, which is divergent
(Sanderse, 2013).

Now to compare the three methods, we must ensure that methods are
stable at the time step considered. Therefore, we shall use the Ex4 only with



4.4 effect of time step and time integration schemes 64

Figure 4.3: A comparison of the decay of TKE as predicted by the Ex4-Im2 (above)
and Ex4-Im4 (below) methods with various time steps on a 323 grid.

time steps smaller than 0.002s, which ensures stability.

Error analysis

In this section, we evaluate the accuracy of the time integration schemes
and present an error analysis. Using Ex4 with a very small time step of
0.00005s, we calculate a reference solution. By comparing the results ob-
tained with time steps comparable with 0.00005s, we noticed that this time
step is sufficient to ensure a very low error through time integration, for
the three integration schemes considered here. Next, we calculate the root-
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mean-square of the difference between the TKE of the field obtained during
a simulation and the TKE of the reference solution (interpolated in time for
the relevant time step), at every instance of time over the duration of the
simulation. One calculates the TKE using:

TKE =
1

2

(
3∑
i=1

u
′
iu
′
i

)
, (4.2)

where

u
′
iu
′
i standard deviation in the component of velocity along the ith direction.

This value is the in fact, the average kinetic energy associated with the
fluctuations in velocity across the range of eddies within the flow (presented
as energy per unit mass). Mathematically, it relates to the root-mean-sqaure
of those fluctuations, as shown in equation 4.2. We choose the TKE instead
of the KE because changes in KE are hard to detect due to the high average
stream wise velocity of 10ms−1 as compared to velocity fluctuations that are
only 2.22% of the stream wise value (see Comte-Bellot and Corrsin (1971) for
experimental values). The error is calculated using the following definitions
of e2 and e∞,

e2 =

(
1

n

n∑
i=1

|εi|
2

) 1
2

, (4.3)

e∞ = max|εi| , (4.4)

where ε is the difference between the expected and the obtained TKE at a
given instance of time and n is the number of such observations. Figure 4.3
shows the change in TKE with time obtained with various time steps and
time integration schemes.

The errors are shown in figure 4.4 with the time required for the simula-
tion. T is the time needed to simulate the test case on a 323 grid using Ex4
and ∆t = 0.001s.

Order

Figure 4.4 shows the 2nd order accuracy of the Im2 and the 4th order accur-
acy of the Ex4 and Im4 (design orders).

For a time step larger than 0.001s, the Ex4 incurs more error as compared
to the Im2. This is best explained in terms of the methods’ orders of accuracy.
The Im2 converges with second order accuracy hence the reduction (or in-
crease) in error with the refinement of time step should be less than what is
noticed with the fourth order Ex4. Therefore, Im2 is more accurate at larger
time steps with a lower magnitude of error. But as the time step is reduced,
it is the non-EC Ex4 method that is more accurate.

Im4 leads to the lowest global error at nearly all time steps. However, at
very small time steps, we observe that Im4 incurs a larger error than Ex4,
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Figure 4.4: An error analysis based on the decay of TKE on a 323 grid. The reference
solution is obtained with Ex4 and a time step of 0.0002s. T is the time
required to obtain a solution with Ex4.

and loses its 4th order accuracy. This is only because the iterative method
that is used to solve the Im4 system, reaches its limit of its accuracy as the
tolerance cannot be reduced further due to computational restrictions. Fur-
ther, at very large time steps (0.004s), the accuracy is compromised because
the time step is not sufficient to resolve the turbulent phenomena, that may
have a time scale smaller than the time step. We also present figure 4.5 with
the similar analysis on 483 and 643 grids. One notices slopes corresponding
to the accuracy of the relevant method, independent of the grid resolution.
Further, the error is larger with refined grids at a given time step, as one
must ideally reduce the time step to maintain the same Courant number.

Accuracy

To evaluate the accuracy and the combination of the time step and time
integration scheme that guarantees accuracy, we must analyse the energy
spectra. The TKE is a sum of the energy contained in the various scales of
turbulence. However, the spectra clearly show how accurately the energy
at various scales is predicted. This will be helpful in chapter 5 where we
attempt to tune the Smagorinsky model. If the model is tuned on the basis
of the TKE, one will ensure that the sum of the energy is correctly predicted.
But tuning with respect to the spectra will not only ensure that the TKE
is correct but also its distribution within the various scales of turbulence.
Therefore, it is wise to decide what is the level of accuracy required (in
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terms of the error), to predict the decay of turbulence without the influence
of numerical dissipation.

Figure 4.5: An error analysis based on the decay of TKE on different grids.

In figure 4.67, one notices that a time step of 0.002s with the Ex4 results
in a large amount of numerical dissipation as compared to 0.001s, causing
a marked change in the energy spectra; and the decay of TKE, as shown
previously in figure 4.3. We also present the ratio of the energy at a given
wavenumber for a certain time step, to the energy at the same wavenumber
obtained with the reference solution of Ex4 with a time step of 0.00005s;
mentioned as ATw in the bottom-right plot within figure 4.6. This helps visu-
alise the changes in spectra with time step more easily. One notices that
reducing the time step below 0.001s does not lead to marked changes in the
spectra (ATw is nearly 1).

Comparing the error analysis (see figure 4.5) with the change in TKE with
time shown in figure 4.3, one can establish that an error below 10−4 pertains
to a solution obtained without significant influence of numerical dissipation
through time integration. With the Ex4, this time step is below 0.005s or a
Courant number of less than 0.15, indicating that even with a higher order
method may need a small time step to avert numerical dissipation.

On the other hand, Im2 requires a time step of 0.0025s due to its lower
order of accuracy, to obtain a final error below 10−4. But the Im4 being 4th

order accurate and EC by design, is accurate enough in this case at a time
step of 0.002s itself8, as shown in figure 4.7. As a result, we also notice that
the spectra obtained with Im4 do not show much apparent variation in com-
parison with the energy obtained with the reference solution of Ex4 with

7 Compare the energy spectra at Stages II and III
8 In fact, even at a time step of 0.002s
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Figure 4.6: Energy spectra obtained using CS = 0.1 on a 323 grid with the Ex4 and
different time steps.

0.00005s. The ATw remains nearly 1 at almost all the wavenumbers (see
bottom-right plot in figure 4.7).

Efficiency

In this section, we assess which method is most suitable in terms of com-
putational efficiency. From the preceding discussion on accuracy, it is clear
that Ex4 with a time step of 0.0005s is a good approach to simulate the decay
on a 323 grid and to obtain a solution independent of time step, with a com-
putational time of 1.3T , where T is the time required by Ex4 (see figure 4.4).
This corresponds to an error below 10−4 9.

Upon reducing the time step, the error is driven to below 10−8 with Ex4
with a time step of 0.0001s and a computational time of 6.7T , due to the
method’s high order of accuracy. On the other hand, the Im4 permits using
a larger time step of 0.002s but with a very high computational time of 8.8T .
This is computationally demanding to the extent that Ex4 with a time step
of 0.0001s is as fast as Im4 with a time step of 0.004s.

9 The computational times on finer grids show a similar trend with the various schemes and
time steps. These are not discussed for succinctness
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Figure 4.7: Energy spectra obtained using CS = 0.1 on a 323 grid with the Im4 and
different time steps.

These computational demands are mostly because of the methods used
to solve the system of equations within the time integration scheme. One
uses the Newton method to linearise the system for solving the implicit EC
time integration schemes. The Newton method reaches its limit of accuracy
below a time step of 0.00025s as shown in figure 4.510. This occurs because
the solution obtained is already at machine precision. Further, it is also im-
portant to ensure that the error that results from the linearisation of system
of equations, is reduced to a value much smaller than the overall discretisa-
tion error at every time step. An error from linearisation that is comparable
to the overall discretisation error can reduce the accuracy of the implicit
methods considered here. Although we do not present the results here, we
noted that the accuracy of the Im4 is very strongly related to the tolerance
set for the linearisation. For an overall accuracy of 10−4, one must ensure a
linearisation error of 10−8 or lower. If one desires an overall error of 10−6,
the linearisation must be done till a tolerance of 10−10; and so on smaller
time steps. Not doing so can even render the Im4 less accurate than the Ex4.

10 We notice in figure 4.5 that at higher resolutions, the error levels of at a higher magnitude
although the machine precision should remain the same. This is because one may require more
number of Newton iterations at a higher resolution to reduce the iterative error in solving the
implicit schemes



4.5 conclusion 70

Hence, the advantage of an implicit method permitting a larger time step,
is annulled by the increased computational time required per time step. Al-
though the ECNS is not parallelised, we believe that the ratios of computa-
tional times with the implicit methods presented in figure 4.4, would at best
remain the same upon parallelisation, as compared to the Ex4. An improved
computational efficiency with the implicit methods would a more optimal
approach to solving the coupled system of equations.

In closing, the EC conserving nature of a time integration method does
provide stability with LES at large time steps. In most LES studies reported
in literature, the grid size is determined based on a statistical estimate of
the Taylor micro scale, the Kolmogorov scale etc., as done in this study. This
is followed by adjusting the time step to satisfy the CFL criterion in case
of explicit methods. As an alternative, one can certainly use an EC implicit
time integration scheme that is stable with large time steps, while bearing
in mind that a very large time step could lead to inadequate resolution of
turbulent phenomena with a time scale relatively smaller than the chosen
time step. But if one wishes to gather data with a higher temporal resolu-
tion of the scales, such that the time step is low enough to ensure accuracy
with either method, it would be preferable to use the Ex4 due to its lower
computational requirements, as long as the stability is not compromised.

4.5 conclusion

With regards to an implicit EC time integration scheme, we can conclude
that it is capable of averting numerical dissipation at large time steps, while
remaining stable and ultimately leading to an accurate solution. But in terms
of the test case considered in this article, it appears that a non-EC explicit
scheme is computationally efficient even with small time steps, as long as it
is of the same order as the implicit EC scheme (4th order in this case). Using
a 2nd order explicit non-EC scheme may not be favourable as we note that
even an implicit EC 2nd order scheme requires a reasonably small time step
for accuracy.

Further, it is fair to mention that the implicit methods may retain all their
advantages in simulations that involve local grid refinement and the pres-
ence of walls, the flow near which may have to be resolved with a non-
uniform grid to obtain accurate results. In such cases, the stability criteria
may be very strict for non-EC explicit methods to resolve the refined regions,
possibly rendering them unworkable. However, to harness the accuracy and
stability of implicit EC schemes for practical applications, it is imperative to
explore methods through which implicit time integration could be executed
more efficiently, as computational requirements are their shortcoming. On
the other hand, most LES studies on wind farm aerodynamics mentioned in
literature, prefer to model the shear stress at the surface instead of refining
the flow near it, to reduce computational requirements, thus favouring the
non-EC explicit methods.
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In this chapter, we assess whether an EC spatial discretisation for finite
volume methods that has theoretically been proven to ensure zero numerical
dissipation at every grid size, has significant advantages in practical LES.

Firstly, we compare the simple central difference scheme on collocated grids
available in OpenFOAM against the EC scheme on staggered grids for simu-
lating the convection of an inviscid vortex. Both the schemes, per se have
no dissipation but only dispersion when used to discretise the convective
operator. We assess what possible differences could exist between the two
codes and additionally, study the effects of using dissipative (upwind) nu-
merical schemes. In terms of spatial discretisation, these two approaches are
mathematically identical on uniform grids, as the EC scheme as shown in
chapter 3, also has a central difference based formulation.

The only aspect in which these two approaches differ is their formula-
tion for non-uniform grids. The EC scheme remains energy-conserving (or
dissipation-free) as it uses the arithmetic mean to interpolate and average
the velocity field across cell boundaries (Verstappen and Veldman, 2003).
Whereas, the central difference scheme in OpenFOAM switches to linear
interpolation on non-uniform grids. We wish to evaluate if this difference
in approach, makes one scheme more favourable than the other, and under
what circumstances.

To avoid confusion, we shall use the term dissipation-free instead of energy-
conserving to indicate the property of the conservation of energy obeyed by
at least, the energy-conserving scheme described in chapter 3 and must be
obeyed by any dissipation-free scheme in general. Therefore, EC or energy-
conserving in this chapter, will strictly refer to the scheme in chapter 3 and
that is offered within the ECNS, and not the property of being dissipation-
free.

Secondly, we tune the Smagorinsky model in either code1 to correctly
simulate the decay of isotropic homogeneous turbulence, while ensuring
that the time integration does not introduce any dissipation; to prepare both
the codes for LES, in terms of predicting the turbulence energy spectrum
correctly. Tuning in this manner will ensure that for a given initial turbulent
field, both the codes predict the same rate of decay of energy.

1 ECNS and OpenFOAM with their individual spatial discretisation schemes
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scheme ecns openfoam

Grid Staggered Collocated

Interpolation Arithmetic mean Linear

Differencing Central Central

Table 5.1: Salient features of the two dissipation-free spatial discretisation methods
studied in this chapter.

5.1 introduction

Table 5.1 illustrates the two theoretically dissipation free approaches used in
this chapter. By studying these approaches, we wish to answer the following
questions:

• A central difference scheme on a collocated grid, per se, has no dis-
sipative error but a dispersive one. How does this approach compare
with the EC scheme on a staggered grid, which itself has a central
difference-like formulation?

• Do the dissimilarities between the two approaches listed in table 5.1
significantly affect the outcomes in practical applications like LES?

The interpolation scheme in OpenFOAM is linear, which automatically changes
to the arithmetic mean on uniform grids.

5.2 spatial discretisation and numerical dissipation

To assess the effects of numerical dissipation through spatial discretisation,
we take look at equation 4.1 again that expresses the overall dissipation in
an LES scheme as2,

P = εC(∆x) + ν(D+ εD(∆x)) + S(τ) + εS(∆x) + εT (∆t) , (5.1)

where

D diffusive operator (physical dissipation),

S SGS operator,

εC dissipation (numerical) accompanying the convective operator,

εD dissipation (numerical) accompanying the diffusive operator,

τ SGS model (physical dissipation),

εS dissipation (numerical) accompanying the SGS operator,

εT dissipation (numerical) through time integration.

2 The pressure term also leads to numerical dissipation (but not with an EC scheme) but we shall
ignore it for now.
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εD (dissipative) arises from the approximation used to estimate the phys-
ical diffusion through molecular viscosity, D. S is dissipation through the
SGS model τ, which can be tuned (see section 2.2.3.1), whereas, εS is the
spatial discretisation error in the model’s implementation and is a function
of the grid resolution, ∆x. εT is a function of the time step, ∆t, and must
approach zero with reducing time step.

Physical dissipation or P, pertains to the dissipation that a numerical method
must deliver, which would ideally equal what the flow would experience in
nature. At higher Reynolds numbers, the physical diffusion is very small and
so is the error from the discrete diffusive operator, both of which can be neg-
lected. In fact, the diffusive operator is generally set to zero while simulating
the ABL3. This leads to (after reducing ∆t to a value that gives εT = 0),

P = εC(∆x) + S(τ) + εS(∆x) . (5.2)

In an EC spatial scheme, the error from the convective operator is predom-
inantly dispersive because numerical dissipation has been made zero (see
Sanderse (2013)). For high Reynolds number flow, the convective term is
large compared to the dissipative term and so is the accompanying numer-
ical dissipation. Therefore, numerical dissipation through εC can influence
the flow to a great extent and should be removed. In consequence, with an
LES code based on a dissipation-free scheme (or an EC scheme in our case),
one would expect equation 5.2 to read,

PEC = S(τ) + εS(∆x) . (5.3)

Whereas, a non-EC scheme remains,

PNon−EC = εC(∆x) + S(τ) + εS(∆x) . (5.4)

Next, we club the dissipative error from the implementation of the SGS
model, εS(∆x), with the dissipation arising from the model itself, S(τ), and
rewrite the above equations as,

PEC ≈ S(τ,∆x) , (5.5)

PNon−EC ≈ εC(∆x) + S(τ,∆x) . (5.6)

It is hard to assess the contribution of ∆x within S(τ,∆x) but it is nonethe-
less apparent that the contribution of ∆x, as a whole to P, reduces with
the removal of εC(∆x). Therefore, it is fair to hypothesise that with a non-
dissipative scheme (EC or pseudo-spectral), the dissipation unaffected by the
grid resolution to a greater extent that what would be the case with a scheme
that has inherent numerical dissipation.

This property may help tune the SGS model more easily as the grid res-
olution has a relatively minor role to play, when εC(∆x) is absent or very

3 In this chapter, the viscous term is not neglected. It will be neglected for high Reynolds number
flows in chapters 6 and 7
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small compared with S(τ) (if some numerical dissipation is present). In fact,
the property of inherent numerical dissipation in terms of εC(∆x), is put to
good use by Implicit LES methods, wherein, the dissipation introduced by
the discretisation replaces the SGS model (see Grindstein et al. (2007)).

Although we cannot completely rule out the dependence of the SGS model
on grid resolution (or εS(∆x)), we have evidence from literature that within
a reasonable range of grid resolutions, the dependence is moderate enough
for practical applications, which concern us here (confirmed for the Smagor-
insky model in Meyers et al. (2010)). It has been observed that at poor grid
resolutions, the optimal Smagorinsky constant is quite dependent on the
grid resolution. However, once the grid resolution is sufficient to promote
adequate resolution of the large scales relevant for high Reynolds number
flows, the dependence on increasing grid resolution is relatively weaker.

In the tests that follow, we shall establish qualitatively whether equa-
tions 5.5 and 5.6 hold for the spatial discretisation approaches mentioned
in table 5.1, and a few approaches that have inherent numerical dissipation,
upwind schemes to be precise. We will comment on consequences that res-
ult should the equations 5.5 and 5.6 not hold. Finally, we answer whether the
differences between a central difference scheme on a collocated grid and an
EC scheme on a staggered grid lead to marked differences in their results.

5.3 the schemes within openfoam

OpenFOAM4 is an open-source simulation package that permits the user
to customise an NS solver using a combination of spatial-temporal schemes
and a turbulence model. It uses a finite volume approach like the ECNS.

Amongst the host of schemes offered, is the Gauss Linear scheme (men-
tioned earlier in table 5.1, which is a 2nd order central difference method
that inherently has zero numerical dissipation but a non-zero dispersive er-
ror (Perić and Ferziger, 2002). To ensure that the comparison with ECNS is
fair, we use the Gauss linear scheme for all terms to render the OpenFOAM
solver as energy-conserving as possible because the ECNS uses an EC spatial
discretisation method (read dissipation-free), which applies to all operators
of the NS equations.

In addition, we also use the Quadratic Upwind Interpolation scheme for
Convective Kinematics (3rd order, QUICK)5 and the Linear Upwind (2nd

order, LU) schemes, which incur numerical dissipation, to assess their ef-
fects on the evolution of turbulent flows. For time integration, we use the
Crank-Nicolson 2nd order implicit forward time stepping with a rather low
time step to avert numerical dissipation through time integration (Perić and
Ferziger, 2002). OpenFOAM offers the simple Smagorinsky model that we
shall try to tune.

4 http://www.openfoam.com/
5 As regards to table 5.1, QUICK uses a collocated uniform grid but with upwind differencing

and interpolations defined by the QUICK scheme itself.
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It is important to mention that the pressure can contribute to the change
in kinetic energy. This is not the case with the ECNS as it ensures per-
fect pressure-velocity coupling. On the other hand, we used the Pressure-
Implicit with Splitting of Operators (PISO) algorithm with OpenFOAM. PISO
does not resolve the pressure-velocity coupling completely but approxim-
ates it with predictor-corrector steps. In such a case, we expect the pressure
to spuriously contribute to the change in kinetic energy (numerical dissipa-
tion, see equation 5.1). However, we checked the direct effect of using PISO
on our results and ensured that the tolerance and the number of predictor-
corrector steps are optimised to guarantee maximum accuracy6.

Using the two approaches mentioned in table 5.1, we simulate the con-
vective transport of a vortex in an inviscid flow and two different cases of
decaying isotropic homogeneous turbulence, using three dimensional peri-
odic computational domains. For simplicity, we refer to the spatial discret-
isation approach with the EC schemes on staggered grids directly as ECNS,
and the central difference schemes of collocated grids as OpenFOAM.

5.4 convection of an inviscid vortex

For simplicity, we study a simple two dimensional vortex used in numerical
experiments with compressible flows (Yee et al., 1999). We use the initial
condition that defines the velocity field as a function of the spatial location
and initialise a three dimensional field by repeating the two dimensional
initial condition along the third dimension. Although we do not present the
data here, we have also simulated the same case with different orientations
of the vortex, while being convected at different flow velocities, using the
ECNS. In either case, we obtained results similar to those presented here, in
terms of the conservation of KE with time.

5.4.1 Set-up: inviscid vortex

A domain with a length Lo = 10m in either direction, is discretised into
163, 243, 323, 483, 643 and 723 finite volumes7. The centre of the vortex
is located at [5, 5]m and it is being convected along the x-axis with a flow
velocity uc = 1ms−1. The velocity field with the vortex, relative to the flow
is defined using,

u ′ = −
β

2π

(
e
1−r2

2

)
(y− yc) , (5.7)

v ′ =
β

2π

(
e
1−r2

2

)
(x− xc) , (5.8)

r =

√
(x− xc)

2 + (y− yc)
2 , (5.9)

6 A tolerance of 10−10 and 2 predictor-corrector steps are sufficient. Further changes did not
alter the results noticeably

7 One on a staggered grid (ECNS) and one on a collocated grid (OpenFOAM).
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where [xc,yc] is the centre of the vortex, [x,y] is the location and β = 0.5.
Throughout the simulations with either code, the time step is adjusted to

maintain a Courant number of 0.05 that, in this case, is small enough to avert
numerical dissipation through time advancement. We observe the KE within
the domain as the vortex moves through the periodic boundaries between
t = 0 and t = 24s8. If a code is EC by design, the KE must not be altered in
course of this simulation and we shall only observe a straight line when the
KE is plotted against time.

5.4.2 Observations

Figure 5.1 depicts the velocity field at t = 0s on a coarse (163) and a fine grid
(723); and the velocity fields at t = 3s with both the ECNS and OpenFOAM.
By definition, any dissipation-free scheme should be able to transport these
vortices without reduction in KE that is generally indicative of numerical
dissipation. Judging by the structure of the vortices at t = 3s, we notice
that a low grid resolution such as 163, the vortices show some changes in
structure. However, at a more reasonable resolution of 723, both the Open-
FOAM and ECNS, show little change in structure. Although not shown here
for simplicity, both approaches demonstrate an expected 2nd order rate of
convergence through an error analysis. The ECNS, shows a slightly lower
global error.

A better insight can be obtained upon plotting the KE against time, we
notice a straight line with the ECNS indicating no change in KE or no nu-
merical dissipation, and hence, the KE is perfectly conserved (see left plot
figure 5.2). This is true even with an 83 grid, as expected (Sanderse, 2013).
On the other hand and despite its non-dissipative formulation, OpenFOAM
shows a continuous reduction in KE. This reduction, however, is not very
pronounced on finer grids and in fact diminishes constantly with resolution.
One could argue that the magnitude does not reduce by a large value, how-
ever, for an inviscid vortex within periodic boundaries, the KE should not
reduce at all, especially on finer grids (for which we could still observe some
reduction).

It could also be surmised from the right plot in figure 5.2 that OpenFOAM
displays a mildly increasing trend on a 323 grid. This may be reminiscent
of instability but the simulation was let to run for a very long time9 and the
trend seems to oscillate between increasing and decreasing, around the ideal
zero line. Further, using the upwind QUICK schemes, we observe distinctive
artificial dissipation, despite the higher order of accuracy of the scheme (see
right plot figure 5.2). Judging by the magnitude of the reduction of KE, it
may seem that there is little change with OpenFOAM as compared to the
EC scheme than compared to a dissipative upwind scheme.

8 Longer durations were also observed to check the behaviour after a very long run time.
9 We let the field evolve till t = 120s but the results till t = 24s are sufficient to come to a

conclusion.
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Figure 5.1: Contours of u-velocity at resolutions of 163 and 723 at t = 0s, the initial
condition (top). Contours of u-velocity at t = 3s with the ECNS (middle)
and with OpenFOAM (bottom).

However, with the change in KE, we are also interested in whether the vor-
tex retains its structure or not. Although the non-dissipative schemes main-
tain the KE, they incur numerical dispersion due to their central formulation,
which may show up as wiggles in the velocity field. On the other hand, an
upwind scheme should dissipate these wiggles easily (they mostly occur at
small scales with relatively less energy) and reduce the KE globally. Through
the contours of u-velocity in figure 5.3, we note that for OpenFOAM, the vor-
tex remains more or less similar to that rendered by the ECNS, and without



5.4 convection of an inviscid vortex 78

Figure 5.2: Change in KE with time (compared with KE at t = 0s) for different grid
resolutions with the ECNS and OpenFOAM approaches (left). Change in
KE with time on 323 grid using a dissipative upwind approach (right).

noticeable numerical dispersion. However, an upwind scheme like QUICK,
leads to changes in structure and also produces numerical dissipation.

Figure 5.3: Contours of u-velocity on a 323 grid at two instances of time with
the ECNS (left), OpenFOAM(centre) and QUICK (right). One notices a
change in structure of the vortex with QUICK, much apparent in the red-
yellow contours.

Based on the results, it is certain that after a long period10, the upwind
scheme would lead to a significant decay in the vortex, whereas the Open-
FOAM and ECNS approaches would be more or less similar without much
decay, at least on uniform grids. In section 5.3, we had mentioned the use
of PISO. We suspect the oscillations around 0 with OpenFOAM in figure 5.2

10 Confirmed by running the simulations till t = 120s.
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(on the resolved 323) may be a remnant of the lack of pressure-velocity coup-
ling. Increasing the tolerance or the predictor-corrector steps with PISO did
not improve the result to a straight line through zero (as seen with the
ECNS). This may occur once the PISO has reached the limit of its accuracy
or the machine precision allows no further improvement of the results. In
either case, we don’t see an uncontrolled spurious contribution of the pres-
sure term to the decay of kinetic energy.

5.4.3 Non-Uniform Grids

In this section we address the behaviour of the ECNS and OpenFOAM ap-
proaches listed in table 5.1 with non-uniform grids.

Figure 5.4: Change in KE with time on a uniform grid with a divergence-free initial
field superimposed with random fluctuations (left). Change in KE with
time on a non-uniform grid (right).

From the uniform grid used in the previous simulations, we create a non-
uniform grid, the cells of which reduce in size towards the centre of the grid,
with either dimension along the cardinal axes reducing as a geometric pro-
gression. The reduction is designed to ensure that the smallest cell (located
near the centre) is a cube with an edge equalling the half the grid size of
the original uniform grid. Simultaneously, we reduce the time step by half
to avert any numerical dissipation that may arise through local changes in
the Courant number (see chapter 4). Next, interpolate the velocity field from
a highly refined uniform grid (1283) onto a 323 grid and let the flow evolve
till t = 24s11.

In figure 5.4 (right), we notice that the ECNS shows no change in beha-
viour and produces a straight line representing zero change in KE. However,
the OpenFOAM approach is no longer able to produce the results shown in
figure 5.2. We notice that the changes in KE become more prominent and
increase by at least an order of magnitude. Additionally, the changes in KE
around 0 demonstrate a clearly increasing amplitude. One also notices a

11 We let the field evolve till t = 120s but the results till t = 24s are sufficient to come to a
conclusion.
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jump at t = 0, a sudden and a large change in KE, which we found out
occurs immediately at the first time advancement.

To know more about the latter, we simulated the original vortex super-
imposed with some minor random fluctuations, with both the codes on a
uniform grid. Figure 5.4 (left) shows the change in KE with time.

Although the ECNS retains its EC behaviour, OpenFOAM with the central
difference scheme produces the jump, after which the change in KE follows a
trend similar to that shown in figure 5.2. The random fluctuations imposed
on the divergence-free vortex, were done to add a non-zero divergence to
the initial field. The ECNS uses a projection method to modify this initial
velocity field to a divergence-free field (Chorin, 1968). OpenFOAM, however,
does not use such a method but continues with the initial field, which upon
the first time advancement is constrained into a divergence-free field leading
to the sudden change in KE.

Hence, we may assert that the jump in figure 5.4 (right), is due to the
divergence-free vortex not remaining divergence-free upon interpolation
onto a non-uniform grid. However, the marked changes in KE that follow,
are due to the OpenFOAM approach not being able to perform like the
ECNS on a non-uniform grid. This pertains to the fact that the ECNS is de-
signed to perform all mathematical operations on the convective operator
in a manner that cancels the truncation error leading to numerical dissip-
ation (staggering the grid is also important), even on non-uniform grids
(Sanderse, 2013). The approach also requires that velocity fields are inter-
polated as arithmetic means on both uniform and non-uniform grids (see
table 5.1).

We used OpenFOAM with both linear interpolation and the arithmetic
mean based approach (see chapter 3), however, noticed no changes in terms
of the conservation of KE. Therefore, we attribute the dissipation-free prop-
erty of the ECNS approach on non-uniform grids, to the use staggered grid
or possibly the combination of a staggered grid and the arithmetic mean
interpolation (despite the non-uniform grid), as suggested earlier.

Therefore, we conclude that on a non-uniform grid the ECNS approach
listed in table 5.1 is more favourable than a simple central difference scheme
on a collocated grid. Nonetheless, in the context of wind farm aerodynamics,
most LES-based studies use uniform grids, on which, we notice that both
the ECNS and OpenFOAM approaches, are more or less, the same. This
also explains why most LES codes listed in chapter 2, are able to use the
central difference approach to discretise the vertical, in combination with a
dissipation-free pseudo-spectral discretisation in the horizontal directions,
to ensure a dissipation-free simulation.
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5.5 grid generated turbulence

Now that we are aware of the similarity between the ECNS and OpenFOAM
approaches, we turn our attention to equations 5.10 and 5.11.

PEC ≈ S(τ,∆x) , (5.10)

PNon−EC ≈ εC(∆x) + S(τ,∆x) . (5.11)

According to these equations, the absence of numerical dissipation reduces
the dependence of the overall dissipation in an LES schemes, on changes in
grid resolution. To study this further, we return to the test case of decaying
isotropic homogeneous turbulence, which was introduced in chapter 4. The
case is the recognised experimental campaign by Comte-Bellot and Corrsin
(1971) mentioned in chapter 4; which shall shall refer to as CBC and use in
the same manner.

Figure 5.5: A schematic of the experimental set-up used by Comte-Bellot and Corrsin
(1971). The nomenclature for the various stages is shown in the figure and
shall be used in the discussion.

We simulate the decay on 323, 483, 643 and 963 three-dimensional uni-
form grids (listed in table 5.1), as reported in scientific literature related to
the simulation of these experiments. Finally, we use a time step of 0.0005s12

for simulating CBC with OpenFOAM based on conclusions from chapter 4.

5.5.1 Decaying turbulence: CBC

The first step to a fair comparison of the ECNS and OpenFOAM with re-
gards to LES, is to tune the Smagorinsky model for the two codes. Per our
hypothesis and equations 5.10 and 5.11, the absence of numerical dissipation
may reduce the influence of grid resolution on the overall dissipation, which
in the case of the Smagorinsky model can be controlled with the Smagor-
insky constant or CS (this represents εS and S in equations 5.10 and 5.11).

12 Smaller than that for the ECNS because the latter uses the higher order Ex4
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Therefore, the absence of numerical dissipation may ensure that CS is grid-
independent to a greater extent that a code with dissipative schemes, espe-
cially as the grid resolution is increased.

First, we analyse the effect of grid resolution (for the ECNS) for a given
Smagorinsky constant.

5.5.2 Preliminary Analysis

For the time being, we set CS = 0.1213 for the ECNS. Figure 5.6 shows the
energy spectra at different grid resolutions. To help understand the effect
of grid resolution, the bottom-right plot in the figure 5.6 shows the ratio of
the simulated and the experimentally determined value of the energy, as a
function of the wavenumber; shown in the plot at ACBC.

It is observed that upon increasing the resolution beyond 483, the part
of the spectrum close to what was correctly predicted on a 483 grid is re-
produced appropriately, whereas the dampening continues to occur close to
the wavenumber at which it began on the 483 grid. However, this dampen-
ing is small for the newly introduced wavenumbers and the sharp tail only
begins near the cut-off wavenumber for the particular grid. In short, the
lower wavenumbers more or less, remain unaffected with increasing grid
resolution and the tail shifts to higher wavenumbers.

Additionally, the part of the spectrum before the dampening, is continu-
ally predicted with improving accuracy with grid resolution. Hence, we may
conclude that beyond 963, the spectra will not be affected much because the
contribution of ∆x to S(τ,∆x) in equation 5.10, will be reasonably small.
This leads to a more or less constant overall dissipation, governed solely by
Smagorinsky model and its constant, CS = 0.12, in this case. Therefore, it
is reasonable to assume that for refined grids, we could probably resort to
a single value of CS, to correctly predict the spectra up the wavenumber at
which the spectra seem to dampen.

We also conducted tests using different SGS models and even without
one, to find out what causes the excessive dampening at high wavenumbers
near the limit of the grid’s resolution. We suspect that it is related to the use
of the Smagorinsky model in a finite volume approach, as using the Bardina
model (see section 2.2.4) that is not purely dissipative, lead to peak at the
higher wavenumbers, representing an accumulation of energy. In short, the
functioning of either model was affected at the smaller scales of the resolved
flow.

Figure 5.7 shows the results obtained with a pseudo-spectral code with
the Germano model. We also used the same model but obtained poor results
near the higher wavenumbers without any changes in the tails. This led us
to suspect that the tails may arise from the use of a finite volume method.
Therefore, we exclude regions that show these damped tails from further ana-

13 We shall later notice that CS = 0.12,0.125 is appropriate for the ECNS. We merely use the
same value for helping the reader understand the discussion that follows.
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Figure 5.6: Changes in the energy spectra for CS = 0.12 with the ECNS on 483,
643 and 963 grids. The bottom-right plot shows ACBC at different grid
resolutions.

lyses on the spectra. The reason behind their occurrence has little relevance
to the content of this thesis but could be worth investigating.

Next, we perform an analysis similar to the one followed in Meyers (2011),
to tune the Smagorinsky model properly.

5.5.3 An Alternative Analysis

To tune the Smagorinsky model in the ECNS, we first calculate what part
of the energy spectra (Stage II and Stage III) can be predicted accurately
through the simulations. For example, we check how closely can the solu-
tion on a 643, predict the spectra up to a wavenumber equal to the cut-off
wavenumber on a 323 grid and likewise for different resolutions. We choose
to tune the code to predict the energy spectrum instead of the KE correctly,
because a correct prediction of the former ensures that of the latter, but not
vice versa.

We start with CS = 0.12 on a 323 grid. The results are compared with
LES data from Meneveau et al. (1996) in figure 5.7, which appear to be quite
similar, apart from the sudden dampening of energy beyond a wavenumber
of κ = 100. Next, we use the same value of CS = 0.12 (and other values
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Figure 5.7: A comparison between the ECNS with the Smagorinsky model and CS =

0.12 on a 323 grid and a pseudo-spectral code with the Germano dynamic
model on a 323 (Men in the plot) from (Meneveau et al., 1996).

close to 0.12, for example, 0.11, 0.115, 0.125 and 0.13) to obtain the energy
spectra on grids up to 963. In either case, we ensure that the time integration
introduces no numerical dissipation (see chapter 4).

Next, we set three limits A,B and C, where A is the energy spectrum for
a 323 grid, B on a 483 grid and C for 643. Figure 5.8 shows these three limits
with grey lines. One notices that these limits are not equal to the cut-off
wavenumber of the pertinent grid. This however, ensures that the damped
tail noticed so far with the spectra obtained using the ECNS, is removed
from the analysis, due to the reasons mentioned in section 5.5.2. The same
also demands that the grid be finer than the wavenumber up to which we
wish to predict the spectra correctly because the tail does span a sensible
range of wavenumbers.

To estimate the error incurred while predicting, the part of the spectrum
up to the cut-off wavenumber on a 483 grid or B but with a 803 grid, we first
integrate the spectra obtained with a the 803 grid till the corresponding grey
line in figure 5.8. Then we calculate the difference in energy with respect
to the experimental solution integrated till the same wavenumber. This is
repeated for all logical combinations14 and the errors are summarised in
percentage within table 5.2 (see figure 5.8 to interpret results).

It is important to note that we calculate the error as the difference between
the experimentally determined (from Comte-Bellot and Corrsin (1971)) and
the simulated TKE, and not as the root-mean-square error of the differences
observed in the spectra at different wavenumbers. This is because the simu-

14 An illogical combination would be trying to assess the prediction on C with a 483 grid
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II (%) III (%)

CS N 32 48 64 80 96 32 48 64 80 96

0.115

32 15 19 20 13.4 7.8 10.9 18.8 20.3 15.6 9.4

48 12.2 14.9 12.6 8.1 7.5 10 7.5 3.9

64 10.8 10.1 6.5 3 1.1 1.1

0.12

32 11.2 15.5 18.1 12.9 7.8 6.3 14.1 18.8 14 9.3

48 8.1 12.6 10.1 6.8 2.5 7.5 6.3 3.8

64 7.1 7.7 4.8 0 0 2.2

0.125

32 6.9 12.9 16.3 12 6.9 0 10.9 15.6 14.1 9.4

48 4.1 9.5 8.8 6.1 1.3 5 3.8 2.5

64 3.6 5.4 3 3.3 2.2 3.3

0.13

32 12.1 14.3 17.6 13 7.6 0 14.2 18.4 15.7 9.6

48 7.7 10.1 9.9 6.3 2.4 7.3 6.2 3.5

64 6.8 7.9 4.6 3.3 2.6 3.5

Table 5.2: A summary of errors (reported in percentage) using the energy spectra
obtained by CBC (Comte-Bellot and Corrsin, 1971).

lated spectra show two regions of marked deviations at smaller wavenum-
bers (indicated in figure 5.8 as R1 and R2), which as it appears, do not
change with grid resolution and could lead to a constant offset in the calcu-
lated errors. Further, these region are also noticed in figure 5.7, when simu-
lated with a pseudo-spectral code and the Germano dynamic model (indicated
in the plot with Men).

In general, the errors are lower for Stage III than Stage II. With CS = 0.12
one notices a negligible error in predicting C for Stage III, especially with
finer grids. But in this case, the corresponding errors for Stage II are higher.
On the other hand, CS = 0.125 leads to a better result for Stage II than Stage
III. Increasing the CS beyond 0.125 or reducing it to 0.115, leads to a higher
error. Therefore, we may conclude that an optimal CS belongs to the range
[0.12, 0.125], with regards to the test case. Also, as hypothesised through
equation 5.5, this range of values is quite independent of the grid resolution,
possibly due the absence of numerical dissipation guaranteed by the ECNS
approach (and the low time step).

Another point worth mentioning is the shape of the experimental spec-
trum at Stage II (see R1 in figure 5.8). One notices a sharply placed data
point at a wavenumber of ∼ 25 (indicated with a cyan line), as opposed to
the smooth spectra at the other stages and the ones obtained through simu-
lations. It is probable that it is the deviation of the simulated spectra from
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Figure 5.8: Changes in the energy spectra with grid resolution for ECNS and CS =

0.12.

this data point that contributes to the error at Stage II, to a great extent given
the energy content at that wavenumber.

In closing, on the one hand, we are able to propose a suitable value of CS
that allows finer grids to predict a fair regime of the large scales correctly
with the ECNS. But on the other, we must not forget that the overall error, es-
pecially on the coarser grids, is a combination of the contributions from the
diffusive and the SGS operators, which can only be studied separately and
practically if the Reynolds number is high enough to neglect the diffusive
operator; such as within the atmospheric boundary layer.

5.5.3.1 OpenFOAM and the influence of numerical dissipation

We repeat the procedure in section 5.5.3 with the OpenFOAM approach
listed in table 5.1, and obtain a value of CS = 0.135 on a 323 grid, as shown
in figure 5.9. We ensured that time integration does not introduce numerical
dissipation by using a very low time step 0.0001s.

Upon increasing the grid resolution, one notices that the OpenFOAM ap-
proach of a central difference scheme on a collocated grid behaves similar to
the ECNS approach of an EC scheme on a staggered grid. One also obtains
the damped tail that we noticed with the ECNS, indicating that it is inherent
to a finite volume method using the Smagorinsky model. Further, the tail
dampens above a certain wavenumber, below which, the scales (the large
energy-containing ones) remain nearly unaffected with changes in grid res-
olution (see figure 5.9). Although on a 963 grid we see some dampening of
the large scales at Stage III, Stage II of the process remains nearly unaffected.
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Additionally, we use OpenFOAM with the upwind schemes, QUICK and
LU mentioned in section 5.3. As opposed to the OpenFOAM approach de-
tailed in table 5.1, one replaces the central difference scheme with QUICK
and LU.

The first observation is the strong effect of numerical dissipation leading
to a damping of the spectra, as shown in figure 5.10. As the grid resolu-
tion in increased (only shown with QUICK), we observe a reduction in dis-
sipation as the large scales move towards their experimentally established
values. However, the spectra as whole does not recover its correct shape in-
dicating incorrect decay rates at multiple wave numbers. Nonetheless, we
see that the 3rd order formulation of QUICK introduces relatively lesser dis-
sipation than its 2nd order counterpart, LU (compare top-left and top-right
in figure 5.10).

Figure 5.9: Spectra obtained with the OpenFOAM approach and CS = 0.135 on 323,
483, 643 and 963 grids (clockwise from top-left).

In keeping with our hypothesis about an non-dissipative scheme (see
equations 5.10 and 5.11) facilitating the tuning (see section 5.2), it seems
that both the OpenFOAM and ECNS approaches, equally permit a sim-
pler tuning of the Smagorinsky model. Next, we assess if these approaches
predict a similar decay with another velocity field. We are motivated to
compare these approaches because of the fact that the simple central dif-
ference scheme is used effectively in pseudo-spectral codes, as summarised
in table 2.1. Resting on our observations so far, we could presume that EC
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Figure 5.10: Spectra obtained on collocated grids with two different upwind schemes.
Top-Left: LU on a 323 grid. Top-right and bottom: QUICK on 323, 643 and
963 grids.

scheme on staggered uniform grids and the central difference schemes on
collocated uniform grids, may not be very different in practical applications
(such as ABL and wind farm simulations, which normally rely on uniform
grids).

5.6 conclusion

As far as the first question, i.e. is a central difference discretisation of the con-
vective term on a collocated grid, similar to an EC discretisation of the same
order on a staggered grid, we can affirm that the two are similar. An EC
scheme is formulated just like a central difference scheme but on staggered
grids. On the other hand, the changes in KE with a simple central difference
are negligible as compared to an upwind scheme, and can practically be
ignored as being low enough to guarantee no major changes to the large
scale structures of the flow. One may attribute the minor changes in KE to
a segregated solver used with OpenFOAM, which could introduce a split-
ting error through intermediate velocity fields with non-zero divergence, as
mentioned in section 3.4.2; or to another numerical artefact.

At the same time, it is important to note that the nearly similar behaviour
of the ECNS and OpenFOAM approaches, is restricted to uniform grids. On
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a non-uniform grid, the ECNS approach retains its dissipation-free beha-
viour, however, the simple central difference scheme on a collocated grid
(OpenFOAM approach) is unable to do the same. Therefore, for applica-
tions necessitating local grid refinements, such as next to a wall boundary
or for refining a region of interest, we advocate the use of an EC scheme on
a staggered grid.

With regards to the second question on the advantage of the ECNS ap-
proach in practical applications, we observe that the OpenFOAM approach
leads large scale behaviour that is similar to that obtained with the ECNS ap-
proach. We could not find any pronounced advantage of latter, which would
make it more favourable for wind farm aerodynamics. Further, the damped
tail in the energy spectra, noticed with either approach, can be attributed
with confidence to the use of a finite volume method with the Smagorinsky
model. This simple model does not account for changes in dissipation with
scale, leading to excessive damping at smaller scales (as confirmed with two
different codes).

We conclude that EC scheme on a staggered grid and the central differ-
ence scheme on a collocated grid could be similar in the simulation of high
Reynolds number flows (on uniform grids), like those in the atmospheric
boundary layer, which is the motivation behind developing the ECNS. Cent-
ral difference schemes are commonly used with pseudo-spectral codes to
permit the implementation of wall and outflow boundaries in the LES of
wind farms; a practice that has hitherto delivered results (Mehta et al.,
2014b).

As a suggestion, we still recommend a more comprehensive test case at
a higher Reynolds number, which may bring to light a major difference
between ECNS and OpenFOAM approaches. Further, we believe that an
ECNS-finite volume approach could find its way into practical applications,
as an alternative to pseudo-spectral methods. We will also assess the tuned
Smagorinsky model in the ECNS, can also be used to simulate a boundary
layer correctly, as done previously with a pseudo-spectral method by Meyers
(2011).



Part III

T H E T E S T

This part comprises an avant garde study that compared vari-
ous large eddy simulation codes and provided insight into the
nature of the ECNS and its capabilities as a finite volume method
for wind farm aerodynamics. Next, we simulate a neutral atmo-
spheric boundary layer and assess if the large scale properties of
a such a flow are correctly rendered by the code. For complete-
ness, we simulate two simple wind farms, following a validation
of the ECNS for an actuator disk and a neutral-ABL.



6A C O M PA R AT I V E S T U D Y O F L E S C O D E S

This chapter stems from a collaborative effort between the Delft Univer-
sity of Technology, the Johns Hopkins University (JHU), the University of
Leuven (LEU), the Technical University of Denmark (DTU) and the Energy
research Centre of the Netherlands (ECN). It concerns Stereoscopic Particle
Image Velocimetry (SPIV) measurements conducted in the wake of a model
wind turbine and a perforated actuator disk in an open jet wind tunnel, at
the Delft University of Technology (Lignarolo et al., 2014a). Later, this exper-
iment was simulated with four different LES codes to perform a comparison
(Lignarolo et al., 2015).

One may recall from chapter 2 that most LES studies of wind farms rely
on modelling the wind turbines as actuator disks (AD) with or without flow
rotation, as a trade-off between accuracy and computational effort. In their
experiments, Lignarolo et al. (2014a) calibrated a perforated actuator disk
to generate the same axial thrust as a model wind turbine that they choose
for their regular experiment. SPIV provided insight into the near and the
far wake of the actuator disk, with details on velocity, turbulence intensity
and other higher order statistics. Should an LES code use an AD that is Adapted from

Lignarolo et al.
(2015)

uniformly loaded with the force measured during the experiments, it must
be able to replicate the wake of the model actuator disk.

In this chapter, we adapt a part of the publication, Lignarolo et al. (2015).
We compare the codes in terms of their numerical schemes, especially when
relevant or similar to the ECNS1. Apart from the comparison, the aim of
this chapter is to validate the ECNS using the value of CS (0.125) obtained
in chapter 5. For completeness, we had initially studied the effects of chan-
ging the Smagorinsky constant on wake velocity and turbulence; the results
can be found in Appendix D. The value of 0.125 although obtained for a
relatively low Reynolds number flow (decaying turbulence), it seemed to be
appropriate for the case considered in this chapter.

6.1 the experimental set-up

Figure 6.1 shows the experimental set-up (the turbine is replaced with a
perforated actuator) and the field of measurement, while table 6.1 summar-
ises the test conditions. Each coloured patch in the figure indicates a field
of view, which is the extent of the laser sheet used to perform the measure-
ments. After the necessary measurements in every field of view, a carefully
selected stitching algorithm is used to combine the data into one. Within

1 Please note that ECNS is the code that belongs to ECN. To avoid confusion, the ECNS will be
referred to as ECN in this chapter.
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each field of view, 200 random samples are averaged to obtain the three
components of velocity and its variance along the three directions.

Figure 6.1: The experimental set-up (reproduced from Lignarolo et al. (2015)).

Figure 6.2: The perforated actuator disk used for the experiment (reproduced from
Lignarolo et al. (2014b)).

The actuator model was created using three fine sheets of metal resulting
in a porosity of 32% and an overall drag coefficient of CD = 0.93 (see fig-
ure 6.2). This drag coefficient equals the thrust coefficient of the model wind
turbine or CT , that was operated at a tip speed ratio of 6.97.

6.2 analogy

The parallel is that the LES codes must be able to replicate the experiment
if they use the correct thrust coefficient for the actuator disk, simulate the
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parameter symbol magnitude

Velocity u∞ 4.7 ms−1

Turbulence intensity σ∞ 0.5%

Density ρ 1.225 kgm−3

Molecular viscosity µ 18.4 µPas

Disk diameter D 0.6 m

Reynolds number ReD = ρu∞D
µ 188000

Table 6.1: Experimental conditions (Lignarolo et al., 2015).

inflow conditions as they were in the wind tunnel and use the experimental
sampling rate to gather data from the simulations.

The codes involved in this comparative study are the JHU-LES, SP-Wind,
EllipSys3D and ECNS. A comparison of their numerical schemes was pre-
viously discussed in chapter 2 but is provided again with their differences
elaborated on. Table 6.2 summarises the grids used by the various codes.
The normalised grid size is calculated using,

∆g =

3

√
3∏
i=1

∆i

D
, (6.1)

where

∆i grid size along the ith direction

D diameter of the actuator disk model.

We list out the observations with the following codes and grids,

• The ECNS code of ECN - 0.0659D,

• JHU-LES code of JHU - 0.0259D,

• SP-Wind code of LEU - 0.0405D and

• EllipSys3D code of DTU - 0.0147D.

For simplicity, we will refer to a code by the acronym of the name of the
organisation it belongs to. To begin with, we take a look at the salient fea-
tures of the codes, which are listed in table 6.3. This information is import-
ant because most of the observations, can to a good extent, be explained in
terms of the codes’ numerical schemes and SGS models. All the codes use
explicit non-EC time integration, however, report that their time step was
conservatively low. Therefore, we shall not consider numerical dissipation
through time integration while interpreting our observations. In addition to
basic numerics, the codes also differ in how they generate turbulent inflow.
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code domain points size

ECNS
14D × 10D × 10D 98 × 70 × 70 0.1470

14D × 5D × 5D 0.0926

14D × 3D × 3D 0.0659

JHU-LES

24D × 6D × 6D 192 × 48 × 796 0.0992

384 × 96 × 192 0.0496

512 × 128 × 256 0.0372

512 × 128 × 512 0.0295

768 × 192 × 384 0.0248

768 × 192 × 768 0.0197

1024 × 256 × 1024 0.0148

SP-Wind
25D × 10D × 10D 72 × 64 × 128 0.1618

144 × 128 × 256 0.0809

288 × 256 × 512 0.0405

EllipSys3D 22D × 4.43D × 4.43D 384 × 192 × 192 0.0147

Table 6.2: Grids used (the column Size, represents the average grid size in
metres).(Lignarolo et al., 2015).

JHU’s code follows the precursor simulation approach they proposed in
Stevens et al. (2013b) for wind farm simulations. ECN’s code uses a similar
approach by scaling the spectrum of isotropic-homogeneous turbulence re-
ported by Kang et al. (2003) and using Rogallo’s algorithm (Rogallo, 1981)
to generate a divergence-free field, which is left to develop in a periodic do-
main while being transported at the mean flow velocity of 4.7 ms−1. Once
the initial field is sensitised to the solver, slices of the field are stored and
later used as inflow for the turbulent test case. DTU’s code generates the tur-
bulence synthetically using the Mann model and imposes the fluctuations
on the mean flow (Mann, 1994, 1998). LEU’s code use a similar approach
to synthesise a field with an integral length scale of disk’s diameter and a
turbulent intensity of 0.5.

In terms of numerical schemes, the pseudo-spectral codes have higher ac-
curacy and typically negligible or zero numerical dissipation compared to
finite volume methods (Canuto et al., 1988). LEU’s code uses an EC scheme
for the vertical discretisation that ensures negligible numerical dissipation
in addition to the pseudo-spectral method. While, JHU’s code uses a simple
central difference schemes, the numerical dissipation through vertical dis-
cretisation can be assumed to be negligible given the high grid resolution it
uses (see chapter 5).
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code subgrid scale model spatial discretisation

JHU
Scale Dependent Horizontal: pseudo-spectral

Dynamic Smagorinsky Vertical: 2nd order

finite difference

ECN
Smagorinsky Finite volume

CS = 0.125 2nd order

energy-conserving

LEU
Smagorinsky Horizontal: pseudo-spectral

CS = 0.14 Vertical: 4th order

energy-conserving

finite difference

DTU
Eddy-viscosity Convective: Blended 3rd order

model with QUICK and 4th order

vorticity as central difference

field variable, Others: 2nd order

see Tenaud et al. (2005) central difference

Table 6.3: The codes at a glance (Lignarolo et al., 2015).

On the other hand, the two finite volume codes owned by ECN and DTU,
differ in most aspects. Although DTU’s code uses central schemes that are
more dispersive than dissipative, the use of the quadratic upwind scheme for
convective kinematics (QUICK) for stability through artificial or numerical
dissipation, could lead to a premature decay of turbulence (Sanderse, 2013).
Thus, as done in this case, the EllipSys3D is best used with very fine grids.
In contrast, the ECN code uses EC schemes and does not incur numerical
dissipation. Therefore, one can assume that the three codes from JHU, LEU
and ECN, act with very little or no numerical dissipation (even through time
integration as the time step is very low in either case) and their differences
could be governed by the LES model2. Amongst the codes from JHU and
LEU, the former uses a more advanced LES model, the Scale Dependent
Dynamic model that accounts for the variation of the Smagorinsky constant
with scale and anisotropy. Therefore, given the similarity in their numerical
schemes and accuracies, any difference between the codes from JHU and
LEU could be attributed primarily to the different SGS models they use.

Table 6.3 shows that the length of the domain used with ECN’s code is
rather small as compared to that used by the others. To increase the grid res-
olution, the domain is reduced in size along the spanwise directions, while

2 Errors through dispersion are not considered because we analyse mean velocity and turbulence
statistics, instead of instantaneous flow structures
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maintaining the same number of grid points. This is a favourable feature
of a finite volume methods that permit an easy implementation of outflow
boundaries within a domain. The effect of these boundaries in terms of the
proximity to the disk in both the spanwise and streamwise directions was
assessed to be negligible (the results are not shown here), allowing us to
reduce the computational time significantly even with a higher grid resolu-
tion.

6.3 tests

In addition to CS = 0.125, we also tested the ECN code with values of
CS equalling 0.10, 0.11, 0.12, 0.15 and 0.17. Values 0.10 and 0.15 were chosen
from literature, whereas the remaining values were observed to help predict
the decay of isotropic homogeneous turbulence with good accuracy (from
chapter 4). For simplicity, we only present the results obtained with CS =

0.125 in this thesis. Appendix D explains why this value was chosen based
on an analysis of the effects of changing the CS on the wake velocity and
turbulence.

A grid convergence analysis was carried out for both CS = 0.125 and
CS = 0.17 (in the original article Lignarolo et al. (2015)) using the domains
listed in table 6.2. The domain spanning 14D× 5D× 5D with 98× 70× 70
control volumes, has an average grid size of 0.0926m3. This places roughly
14 discrete volumes along the disc’s diameter measuring 0.6m. The finest
domain has nearly volumes 23 along the disc, whereas the coarsest one has
only 7.

The tests were carried out with inflows that were both laminar and turbu-
lent. We hypothesise that the ECN code with a tuned Smagorinsky model
and the careful minimisation of numerical dissipation, should deliver a
performance similar to that of LEU’s code with accurate pseudo-spectral
schemes with a Smagorinsky model tuned as defined in Meyers (2011).

We present the streamwise velocity after normalising it by the inflow ve-
locity, u∞, whereas we calculate the turbulence intensity using:

σ =
1

u∞
√√√√1

3

3∑
i=1

u
′
iu
′
i , (6.2)

where

u∞ inflow velocity,

u
′
iu
′
i standard deviation in the component of velocity along the ith direction.

3 ∆g = 3

√
3∏
i=1
∆i
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The standard deviation is obtained using,

u
′
iu
′
i =

N∑
n=1

[ui(tn) − ui]
2

N
, (6.3)

where

N number of samples

ui average velocity in the ith direction

tn time at which the sample is collected.

The results are presented as radial profiles of flow variables; mean velocity
and turbulence intensity in this case. In figure 6.3 for example, the x-axis
represents the magnitude of the field variable and the y-axis represents the
radial distance from the centreline of the actuator disk. The disk extends
from y

D = 0 (centreline) to y
D = 0.5 (edge), where D is the diameter of the

actuator disk. The shear layer spans y
D = 0.4 to y

D = 0.7, the region beyond
which, will be called the outboard shear layer.

6.4 grid convergence

The comparative study also includes a convergence study. It appears from
table 6.2 that only the codes from JHU, LEU and ECN could be analysed
for their sensitivities to grid resolution, since they are the only ones that
use a range of grids for their simulations. We noticed that there is no partic-
ular trend in the accuracy of predictions and downstream distance (as we
shall see later in section 6.5). Therefore, we would use the data at 2.2D for
comparison, which we believe is unbiased given that the three codes deliver
accurate results after 1.8D (see figures 6.7 and 6.8, which will be discussed
later).

Nearly (except one) all results provided by JHU use a continuous laminar
inflow. While, the data from the codes used by ECN and LEU was obtained
with a turbulent inflow.

With regards to velocity, the results obtained with the codes from ECN
and LEU improve consistently with increasing grid resolution. The latter
leads to an excellent result at maximum resolution (see figure 6.3). One must
note that the meshes used with the ECN code are the coarsest amongst the
three codes. In fact, the finest mesh used with the ECN code is nearly as
coarse as the coarsest mesh used with the code from JHU; and comparable
to the medium mesh used with LEU’s code. Nevertheless, as regards to
section 2.5.3, the grids used by the ECN code, are sufficiently resolved to
predict the properties of the wake accurately.

Further, the codes from LEU and ECN demonstrate a steady rate of con-
vergence to the experimental data. In contrast, the best prediction with
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Figure 6.3: Profiles of mean velocity in the wake at different grid resolutions ob-
tained with the codes from JHU, ECN and LEU. (adapted from Lignarolo
et al. (2015)).

JHU’s, is afforded by the coarsest mesh (0.0992m, see table 6.2))4, which
is comparable to the medium meshes used by the other two codes. All the
other meshes provide nearly similar results and as shown in figure 6.3, over-
estimate the velocity.

We would also like to draw attention to the velocity profile outside the
shear layer where the incoming flow is undisturbed. In figure 6.3, one no-
tices that around y

D = 0.8, the velocity equals the freestream velocity. Read-
ers are requested to note that the actual domain spans much beyond y

D = 0.8
and the velocity profile in that region shows a speed-up to account for the
reduced mass flow in the wake of the disk. We do not show this region for
succinctness.

In terms of turbulence intensity, ECN’s code does not show any growth
in turbulence with grid resolution (see figure 6.4). This alludes to the purely
dissipative nature of the Smagorinsky model that easily smothers any weak
turbulence (recall that the inflow had a turbulence intensity of only 0.5%).
Although LEU’s code used the same model, it nevertheless shows a small

4 We are unable to offer an explanation for this.
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Figure 6.4: Profiles of turbulence intensity in the wake at different grid resolutions
(adapted from Lignarolo et al. (2015)).

growth of turbulence on finer grids, possibly due to the pseudo-spectral
method that is comparable to a very high-order finite volume method.

Akin to what was observed with the velocity field, JHU’s code leads to a
different observation with regards to turbulence intensity. On the coarsest
mesh that lead to excellent predictions of the velocity field, one notices little
growth of turbulence, although more in magnitude than predicted with the
other two codes (see figure 6.4). As the grid resolution increases, the turbu-
lence grows further and approaches quite close to the experimental value
but only to an extent (∆ = 0.0295). Further increase in grid resolution leads
to a reduction in peak value and a less accurate prediction (with ∆ = 0.0197
and 0.0148). We are unable to offer an explanation regarding this irregular
trend in the prediction of wake profiles with changes in grid resolution with
JHU’s code.
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6.5 observations

Next, compare the profiles of velocity and turbulence intensity behind the
actuator model obtained with the LES codes against that from SPIV. For
either code, we use the results obtained on the finest meshes. DTU’s results
were obtained on a single highly refined mesh, whereas those JHU did not
display a regular trend with increasing grid resolution. Therefore, we choose
the most accurate result from the latter for the comparison.

The results in this section are presented as radial profiles of velocity and
turbulence intensity, at different locations downstream of the actuator disk
(see figure 6.5 for example). For every downstream location, x-axis repres-
ents the magnitude of the field variable (velocity or turbulence intensity)
and the y-axis represents the radial distance from the centreline of the actu-
ator disk.

The disk extends from y
D = 0 (centreline) to y

D = 0.5 (edge), where D is
the diameter of the actuator disk. The shear layer spans yD = 0.4 to y

D = 0.7,
the region beyond which, will be called the outboard shear layer.

6.5.1 With a laminar inflow

In terms of the velocity profiles, all codes predict the velocity correctly near
the centreline and towards the outboard shear layer, as one sees in figure 6.5.
However, ECN’s code predicts a reduced velocity deficit inside the shear
layer. This is observed clearly beyond a downstream distance of 0.7D. On
the other hand, the codes from JHU and LEU underestimate the deficit in the
shear layer with increasing downstream distance (deficit being the expected
profile with velocities lower than the inflow).

In terms of turbulence intensity, it is noticed that using a laminar in-
flow leads to a delay in the build-up of turbulence (see figure 6.6). DTU’s
code generates a reasonable amount of turbulence that develops quickly
with downstream distance, albeit with its peak value shifted towards the
centreline with respect to the experimentally determined location of the
peak. On the other hand, the codes from LEU and ECN do not show any
growth of turbulence even as far as 2.2D. The turbulence profile in fact, does
not evolve with downstream distance. While, JHU’s code allows the turbu-
lence to develop from a laminar inflow but does achieve the correct peak
value in the shear layer; but the peak’s location is correctly predicted (com-
pare the locations of the peak turbulence intensity in figure 6.6 for the codes
from JHU and DTU).

6.5.2 With a turbulent inflow

With a turbulent inflow, ECN’s code delivers an improved velocity profile
and wake width, especially after 1.8D (see figure 6.7). Additionally, the
codes owned by DTU and LEU also show an improvement, with the lat-
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ter being quite accurate after 1.8D. The observations with JHU’s code re-
main unchanged, with agreeable predictions near the centreline and over
predicted deficits in the shear layer.

With regards to turbulence intensity, the codes from ECN and LEU are
yet unable to display a reasonable growth in turbulence, although the tur-
bulence intensity increases slightly with a turbulent inflow (see figure 6.8).
JHU’s code is able to reach the correct predictions around 1.8D, whereas
DTU’s code shows a steady and steep growth in turbulence, leading to an
eventual over-prediction. This over-prediction is also noticed in the region
between y

D = 0 and y
D = 0.5, where the negligible turbulence intensity if

overestimated.

6.6 conclusions

Table 6.3 shows that the codes from JHU and LEU use pseudo-spectral
schemes albeit with different SGS models, which is the major difference
between the two. With pseudo-spectral schemes, one can expect the code
to be free from numerical dissipation. Further, with either code, the time
step was chosen rather conservatively to prevent dissipation through time
integration. Therefore, at finer resolutions, we can expect the codes’ beha-
viours to be dominated by SGS modelling. A direct proof is the grid con-
vergence shown by LEU’s code (see figures 6.3 and 6.4). However, due to
the Smagorinsky model, LEU’s code permits little growth of turbulence at
coarse resolutions; this turbulence influences the recovery of the wake and
hence, the velocity profile. The advanced Scale Dependent Dynamic model
used with JHU’s code serves as a fine example of the same. With increas-
ing resolution, the predictions of turbulence intensity improve, whereas the
velocity predictions do not show a constantly improving trend.

As mentioned earlier, the codes from ECN and LEU use non-dissipative
schemes with the Smagorinsky model, with the only difference being their fi-
nite volume and pseudo-spectral formulations, respectively. The grid conver-
gence studies and wake profiles, clearly hint at a comparable performance
of the two codes. We surmise that ECN’s code with a tuned Smagorinsky
model, may serve as a finite volume based alternative to pseudo-spectral
code used by LEU, with a tuned Smagorinsky model. At the same time,
we are convinced that correctly predicting the velocity field and the turbu-
lence intensity, could be a challenge with the simple Smagorinsky model,
as our observations suggest. Both the codes predict the velocity field cor-
rectly but do not permit the growth of turbulence as a consequence of the
Smagorinsky model. Nonetheless, we must acknowledge that the flow has
little turbulence to begin with, 0.5%, and that the Smagorinsky model, being
purely dissipative, is not able to predict laminar to turbulent transitions (see
chapter 2).

Therefore, a single validation of the ECNS against the test-case described
in this chapter will not amount to a comprehensive validation, as regards to
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wind farm aerodynamics. This is because the Reynolds number of the flow
in this test-case does not represent the regime of high Reynolds number
turbulent flows for which the fundamentals of LES are theoretically valid.
Thus, in chapter 7, we check whether the ECNS with CS = 0.125 (and rel-
evant modifications) is able to simulate a neutral-ABL correctly in terms of
both the velocity and turbulence statistics, to comply with the requirements
of a higher Reynolds number and to ensure more relevance to our aim of
simulating wind farms.
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Figure 6.5: Profiles of velocity in the wake with an initially laminar inflow at five dif-
ferent locations downstream of the actuator disk (adapted from Lignarolo
et al. (2015)). These locations are presented in terms of the actuator disk’s
diameter, D.
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Figure 6.6: Profiles of turbulence intensity in the wake with an initially laminar in-
flow (adapted from Lignarolo et al. (2015)).
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Figure 6.7: Profiles of velocity in the wake with an initially turbulent inflow (adapted
from Lignarolo et al. (2015)).
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Figure 6.8: Profiles of turbulence intensity in the wake with an initially turbulent
inflow (adapted from Lignarolo et al. (2015)).



7W I N D FA R M A E R O D Y N A M I C S

Here we present an evaluation of the code’s ability to simulate an ABL and
its interaction with a wind farm, based on the conclusions we have made in
the previous chapters. First, we modify the ECNS to simulate an ABL. Next,
we simulate a small model wind farm for a qualitative insight, followed by
a simulation of the turbines positioned at the ECN Wind Turbine Test Site
Wieringermeer (EWTW).

Based on the tests described so far, we have an indication that the value of
CS for the ECNS lies between [0.1, 0.13]. Now, for tuning the ECNS to simu-
late an ABL correctly, we would have to account for the reduction of CS near
the ground in compliance with increased anisotropy. This has been explored
in detail (see Porté-Agel et al. (2000)) and is known to be consequential to
the proper prediction of velocity in the surface layer. If the value of CS that
is pertinent to unbounded atmospheric flow is not reduced, it may result in
an increased streamwise velocity near the ground. To correct this, we will
rely on the ad hoc wall damping function, proposed by (Mason, 1989). The
value of CS that we reported in chapter 5 is based on the decay of isotropic
homogeneous turbulence. The same value may not hold for a more complex Images &

content also
appear in Mehta
(2016)

case like an ABL. A good reason is that the scales change their nature from
being homogeneous and isotropic to ones that lose these properties with
proximity to the ground. The scales close to the ground would be smaller
in size as compared to the larger scales, and we know from our tests in
chapter 5 that a finite volume method with the Smagorinsky model led to
some dampening of these scales. Finally, the tests shown in appendix D, and
done as an extension of chapter 6, demonstrated that changing the value of
CS affects both the velocity and turbulence profiles.

Through our previous investigations we know that:

• Numerical dissipation through time integration can be reduced using
the Ex4 for time advancement and maintaining a Courant number such
that the resulting numerical dissipation is significantly lower than the
dissipation through molecular viscosity and the SGS model.

• A finite volume scheme that is dissipation-free ensures that the Smagor-
insky model-Mason requires minimal or no tuning at all with changes
in grid resolution.

This chapter is similar to the study conducted by Meyers (2011) to tune
the SP-Wind code for ABL simulations. We only expect to see a difference
between using a pseudo-spectral scheme and a finite volume EC scheme,
possibly in the form of increased grid resolutions to achieve similar accur-
acy. The motivation lies in the results with SP-Wind reported in chapter 6

107
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confirming its ability to predict average velocity fields with good accuracy
even with the simple Smagorinsky model.

7.1 start-up

We will begin by describing how we intend to simulate a neutral-ABl with
the ECNS. Such a simulation comprises three parts as described below.

• An initial velocity profile with turbulent fluctuations to permit the
growth of turbulence. This is important with models like the Smagor-
insky model that generally do not permit the transition of an initially
laminar flow into a turbulent one, due to the purely dissipative nature
of the model.

• A function to imitate the presence of the ground. In LES, one is unable
to use a no-slip condition when the first grid point does not lie within
the viscous sub layer (Hultmark et al., 2013). One must instead rely on
a function that imposes the relevant shear stress on the flow at the first
grid point.

• A modification to the SGS model to modulate its behaviour near the
ground. In the case of the Smagorinsky model, this could be an ad hoc
function to reduce the Smagorinsky constant in the regions close to
the ground.

The reason behind our choice of developing a neutral-ABL from a simple ve-
locity profile with synthetic isotropic homogeneous fluctuations is to sens-
itise the turbulent field to the ECNS and to develop spatio-temporal cor-
relations based on a statistically-converged neutral-ABL, which could be
missing in a purely synthetic turbulent ABL. One can read the details in
section 2.5.5.

Finally, the readers must note that in the tests described hereafter, the x
and z-axes will always represent the streamwise and spanwise directions,
respectively and the y-axis, the vertical (as shown in figure 2.7).

7.1.1 Velocity profile

A mathematical representation of the velocity in the planetary boundary
layer that is commonplace, is the log wind profile (Panofsky and Dutton,
1984) or,

u(y) =
u?

κ
ln

(
y

yo

)
+ψM , (7.1)

where
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u component of velocity along the streamwise direction

y height above the ground

u? friction velocity

κ von Kármán constant

yo aerodynamic roughness length

ψM stability correction.

For neutral-ABLs that concern us here, the stability correction is zero. The
constant κ, is set to 0.4, as used in many similar studies (Lu and Porté-
Agel, 2010; Meyers, 2011). The roughness length on the other hand, must
be changed as per the terrain. It is the height at which the wind speed is
theoretically zero and varies between 0.0001 m for open seas to 1 m or more
for forests and cityscapes.

In a regular simulation, we use equation 7.1 and the velocity that we desire
at the hub-height of the turbine to obtain the friction velocity. This will be
used to calculate the relevant shear stress to be imposed as the boundary
condition.

7.1.2 Wall stress

Using Monin-Obukhov’s similarity theory (see Businger et al. (1971)), one
relates the instantaneous wall shear stress to the average horizontal velocity
at the first grid point as,

τiy = −u2?
ũi
u∆1

, (7.2)

τiy = −

(
κ

ln
(y∆1
yo

)
)2
u∆1 ũi , (7.3)

where1

i direction x or z

u∆1 average horizontal velocity at the first grid point

ũi instantaneous velocity in the ith direction

∆1 height of the first grid point.

Although the above formulation was introduced for averaged quantities,
one uses it to calculate the instantaneous shear stress as well. This is simply
because an equivalent theory for instantaneous flows does not exist. Further,
the average horizontal velocity is defined by,

u∆1 = 〈
√
ũ2 + w̃2〉|∆1 , (7.4)

1 Recall the tilde represents the resolved velocity field in LES
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where

u streamwise velocity

w spanwise velocity.

Bou-Zeid et al. (2005) addressed the consequences of using the instant-
aneous velocity field in using the above formulation based on the average
velocity field. As opposed to equation 7.3, the log-law was validated to be
used simply as,

τ
log
iy = −

(
κ

ln
(y∆1
yo

)
)2
〈ũ〉2 . (7.5)

The quantity 〈ũ〉2 is less than 〈ũ2〉 because ũ fluctuates between being negat-
ive and positive. As a result, one may often obtain the stress through equa-
tion 7.4 to be greater than its value dictated by equation 7.5. Simply put,
a higher value of τiy would lead to a reduced value of velocity near the
ground.

Resorting to averaging can help remove fluctuations that lead to an over
predicted shear stress. This however, is not an option with non-homogeneous
surfaces, for which, Bou-Zeid et al. (2005) suggested explicit filtering as a
scale greater twice as big as the grid resolution (2∆). Although the filtering
proves quite effective, we will rely on averaging as we use a homogeneous
surface. Further, explicit filtering with a finite volume method by transform-
ing the velocity fields into Fourier modes requires a computational effort and
mandatory accuracy, without which the conversion from physical to Fourier
space and back, may lead to dampening of the small-scale fluctuations, as
mentioned in section 4.3.2.

Therefore, despite the drawbacks pointed out by Bou-Zeid et al. (2005),
we shall use equation 7.3 to model the wall stress.

7.1.3 Modulation of the Smagorinsky constant

Mason (1989) proposed the following ad hoc function to reduce the value of
the Smagorinsky constant near walls in keeping with increased anisotropy
and loss of scale invariance (Porté-Agel et al., 2000).

CSy =

[
C−n
So

+

{
κ+

(
y

∆
+
yo

∆

)}−n]− 1
n

, (7.6)

where



7.2 atmospheric simulations 111

parameter symbol magnitude

Height Ly 1000 m

Length/Breadth Lx,Lz 2π Lym

Density ρ 1.225 kgm−3

Molecular viscosity µ 18.1 µPas

Roughness length yo 0.01 m

Friction velocity u? 0.3561 ms−1

Grid points Nx ×Ny ×Nz 64 × 64 × 64

96 × 96 × 96

Grid resolution ∆64 53.2 m

∆96 35.5 m

Table 7.1: The size and configurations of the domain used for ABL simulations.

y height above the ground

CSy Smagorinsky constant at height y

CSo Smagorinsky constant for homogeneous isotropic turbulence

∆ grid resolution

n an integer of choice.

Despite the facilitation the formulation offers in simulating wall-bounded
flows with the Smagorinsky model, the above function led to excess dissip-
ation near the ground (Porté-Agel et al., 2000). The only alternative to this
is using the SDDM or the modulated gradient model (Lu and Porté-Agel,
2010), which have not yet been used in finite volume methods.

We understand that a faulty prediction near the ground, especially in the
region between 10 to 40metres, could influence predictions of power genera-
tion while simulating wind farms. Nevertheless, we choose a damping func-
tion because of its simple and tunable formulation but certainly recommend
an alternative approach with the SDDM being used to obtain the values of
the Smagorinsky constant near the ground, which could then be combined
with the simple Smagorinsky model. Further, a comparative study of LES
codes as done in chapter 6 but for an actuator disk within an ABL, could
provide more insight into the above.

7.2 atmospheric simulations

To standardise our simulations, we use the domain often used by Porté-Agel
et al. (2000) in the study of neutral-ABLs, the dimensions of which are listed
in table 7.1. For all our simulations we use a time step, ∆t = 0.125s2. We
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operate the ECNS till the flow statistics reach a quasi-steady state, i.e. they
do not change as averages over a fixed period of time (10 minute averaged
data in our case). This generally required simulating a few hours of real
time, following which, flow quantities averaged over 10 minutes showed
little change with time. To tune the ECNS, we use the values of CS we found
to be suitable through the tests in chapter 5, while using a value of 1 or 2

for n. We compare our results in terms of the average streamwise velocity
profile and the energy spectra as a function of height. To complement our
tests, we also used CS = 0.1,n = 1 and CS = 0.15,n = 1, which turned out
to under and over dissipative near the walls, leading to a peaks or a sharp
tail in the energy spectra. However, the average streamwise velocity was not
strongly affected.

For clarity, we only discuss the most relevant results and use a semi-
logarithmic plot for the velocity profiles. These results pertain to the com-
binations CS = 0.125,n = 1 and CS = 0.12,n = 2 that rendered the most
accurate velocity profiles. Other combinations were tested but the results are
not reported here for succinctness.

A 643 grid seems appropriate for tuning the Smagorinsky model-Mason
system as Meyers (2011) used a 64× 48× 64 uniform Cartesian grid. Non-
etheless, we must also take in account our observations from chapter 4 re-
garding the dampening of higher wavenumbers, possibly due to a finite
volume method with the Smagorinsky model. Therefore, we also use a 963

grid to corroborate the values of CS and n that we obtain.
Figure 7.1 depicts how the velocity prediction improves with resolution,

especially in the lower part of the boundary layer close to the ground, re-
gardless of the tuning parameters. Outside of this region, above y/Ly = 0.1,
the tuning parameters do not affect the profile. On a 963 grid, the combin-
ation CS = 0.125,n = 1, approximates the log-law closely till around 20m
above the ground, followed by a under estimated velocity regime. On the
other hand, the combination CS = 0.120,n = 2, under estimates the velocity
below y/Ly = 0.1. Although increasing the grid resolution improves the
prediction with both CS = 0.120,n = 2 and CS = 0.125,n = 1, the latter
renders a more accurate average velocity profile.

A slight dependence on the grid resolution can be expected at this stage
as the pseudo-spectral code used by Meyers (2011) is more accurate than
the ECNS for a given grid resolution, in terms of the discretisation errors.
Therefore, one can expect a weaker dependence of the Smagorinsky model-
Mason system on grid resolution with the SP-Wind than with the ECNS.

Next, we take a look at the spectra at various heights in the ABLs. One
expects the spectra to segregate into two regimes. The first with a slope
of nearly −1 in the region near the ground and the second with a slope
of −5/3, located away from the ground, as noticed by various studies (see

2 To ensure the absence of numerical dissipation we consider a maximum Courant number of
0.01, which is conservative as per our observations in chapter 4
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Figure 7.1: The average streamwise velocity with height for different grids and com-
binations of the Smagorinsky-Mason model. The y-axis is the ratio of the
streamwise velocity to the friction velocity, u? and x-axis is the ratio of
the height and the height of the domain, Ly.

Porté-Agel et al. (2000) and references therein). Figure 7.2 shows that around
400m above the ground, the spectra collapse onto the standard −5/3 slope
for isotropic homogeneous turbulence, more or less, independently of the
tuning parameters.

But it is the region below 400m that we are interested in. Here, we anti-
cipate the inertial range to exhibit a slope of −1. Notwithstanding, we also
notice the sharp dampening of the spectra at higher wavenumbers that we
noticed earlier in chapter 4, which we attributed to the finite volume ap-
proach used in the ECNS. Therefore, in this case too, we will only observe
how the spectra up to this sharp tail responds to changes in CS and n.

One notices in figure 7.2, that the spectra near the ground do not depend
much on the combination of the CS and n. In fact, they collapse well onto the
−1 slope, apart from the sharp dampening at higher wavenumbers, which
we also noticed in chapter 4. Thus, with nearly similar spectra for either
combination, CS = 0.12,n = 2 and CS = 0.125,n = 1, we choose the latter
as it renders a more accurate velocity profile.

It is important to mention that Meyers (2011), did not observe the damped
tails while finding an appropriate tuning combination with the KUL code,
SP-Wind. This is probably due to the relatively accurate pseudo-spectral
method they use (as compared to the ECNS). Further, they did not observe
any strong under prediction in the velocity profile near the ground, as repor-
ted by (Porté-Agel et al., 2000), which Meyers (2011) attributed to a possibly
high value of CS = 0.17,n = 1 used by Porté-Agel et al. (2000). Instead,
the optimal combination of CS = 0.14 and n = 1 chosen by Meyers (2011),
resulted in an agreeable velocity profile.

Therefore, we expect that the ECNS tuned with correct values of CS and
n can indeed be used for wind farm simulations. We are unable to ex-
plain whether the under prediction in the velocity near the ground is a
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Figure 7.2: The energy spectra with height on 643 (top) and 963 (bottom), for CS =

0.12,N = 2 (left) and CS = 0.125,N = 1 (right).

consequence of the loss in energy due to the damped tails resulting from a
finite volume approach with the Smagorinsky model, the use of the Monin-
Obukhov theory in an instantaneous sense and without explicit filtering
(proposed by Bou-Zeid et al. (2005) to reduce this under prediction) or a
combination of the two.

7.3 simulation of a simple wind farm

The ECNS includes an immersed interface method to implement a simple
actuator disk within a Cartesian grid (Sanderse, 2013). We use the approach
detailed in Meyers and Meneveau (2010) to impart a tangential force to the
flow in addition to the axial force through an actuator disk or an actuator
disk with rotation. LES studies have shown that the latter could be a reas-
onable alternative to the actuator line approach for wind farm simulations
(Wu and Porté-Agel, 2011).

The parameters that govern the turbines’ operations, namely, the thrust
coefficient, tip speed ratio, axial induction etc., are borrowed from Meyers
and Meneveau (2010). Unlike the formulation for a stand alone turbine, one
must now use the local velocity field averaged at the actuator disk to obtain
the force it imparts to the flow. Further, the thrust and power coefficients
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Figure 7.3: Contours of time-averaged (above) and instantaneous (below) streamwise
velocity in a plane through the centres of the turbines’ rotors and parallel
to the ground, at y = 80m. x is the streamwise direction (separation 7D)
and z is the spanwise direction (separation 5D).

pertinent to a single turbine (CT and CP) must be modified using the local
velocity field (CT ′ and CP ′ , for turbines on a wind farm. Table 7.2 summaries
these parameters.

We simulate a farm within a domain spanning 2800m× 1000m× 1200m
and discretised into 140× 96× 90 finite volumes along the, streamwise direc-
tion, the vertical and the span wise direction, respectively. Fifteen turbines
are introduced into the domain, each with a rotor spanning 80m (D) and
mounted 80m above the ground. The turbines are separated by 7D in the
streamwise direction and 5D in the span wise direction, and are placed as
shown in figure 7.3.

An ABL inflow is generated using the approach mentioned in section 7.2,
with the parameters shown in table 7.1. This should lead to a log-law profile
with a velocity of around 8ms−1 at a height of 80m (using equation 7.1).
The simulations are run for long enough to establish a quasi-steady state,
following which time-averaged statistics on the velocity and turbulence are
collected3. We present the profiles of streamwise velocity and turbulence

3 For most cases in this chapter, the spin-up time is about 8 hours (simulated time) after which the
relevant time-averaged statistics (10 minutes) are collected. We obtained statistical convergence.
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parameter symbol magnitude

Thrust coefficient CT 0.75

Modified CT CT ′
4
3

Power coefficient CP 0.34

Modified CP CP ′ 0.8

Axial induction a 0.25

Table 7.2: The turbine parameters used for the simulation of a simple wind farm
(borrowed from Meyers and Meneveau (2010)).

intensity at 2D, 4D and 6D behind every turbine4. The profiles at 1D before
the first turbine (T1 in the plots) serve as a reference (log-law inflow).

One notices how the first two turbines introduce a large velocity deficit
in their wakes (see figure 7.4). However, this deficit reduces slightly bey-
ond the third turbine. Concomitant to this phenomenon, is the increase in
turbulence behind the first two turbines, reaching a near constant trend in
the profiles behind the remaining turbines, as shown in figure 7.5. This tur-
bulence causes the wakes of T4 and T5 to recover faster than that of T3

through increased mixing that draws energy from the faster freestream into
the wake; as confirmed through various LES studies (see chapter 2). The
recovery is clearly seen through the time-averaged contours in figure 7.3.
Figure 7.7 shows isosurfaces of Q-criterion coloured by streamwise velocity,
in the wake of the turbines.

7.4 simulation of the ewtw

The test site at Wieringermeer comprises five turbines with 80m rotors
mounted at 80m above the ground and separated from each other by 305m
or 3.8125D (Bot, 2015). Each turbine has a rated capacity of 2.5MW. We shall
follow the approach in section 7.3 to simulate the farm in an aligned condi-
tion (shown in figure 7.6, exposed to an ABL with a wind velocity of 8ms−1

at hub height. For the same, we will use u? = 0.4787ms−1 and yo = 0.1m to
obtain the relevant log-law profile (using equation 7.1). At the given velocity
at hub height, the thrust coefficient, CT of the turbine is 0.789.

The computational domain with the turbine spans 2440m×750m×1650m,
discretised into 106× 150× 105 finite volumes. As opposed to the previous
case, the grid resolution along the vertical is much higher and so are the
number of points on the turbines. After generating the inflow and feeding
it concomitantly into this domain, we gather statistics on velocity that are
also compared with the predictions made by FarmFlow, ECN’s engineering

4 Except for the last turbine, for which we only have the profiles up to 4D due to the size of the
domain
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Figure 7.4: Streamwise velocity u, at three downstream locations, 2D, 4D and 6D,
where D = 80m; for the five turbines (see highlighted row in figure 7.3),
as a function of height, h. To serve as reference, the inflow profile at 1D
before the first turbine, T1 (or −1D) is also shown.

model (Bot, 2015). For completeness, we also present data on turbulence
intensity.

Figure 7.8 shows the variation in streamwise velocity with height, in the
wake of the five turbines at EWTW, obtained by both the ECNS and Farm-
Flow (dashed lines). The profiles of velocity have been plotted at five loc-
ations between one turbine and the next. Similar to what was noticed in
section 7.3, the velocity deficit recovers faster for downstream turbines, con-
comitant with the increase in turbulence intensity, which brings about mix-
ing between the slower wake and the faster free stream flow in the ABL, as
predicted by the ECNS (the turbulence intensity is shown in figure 7.9).

On the other hand, FarmFlow predicts a much quicker recovery of the
wake. For all the turbines (except for T5 for which FarmFlow data is not
available), the wakes recover to velocity profile that is the same for the three
turbines downstream of the first one (T1), within a small distance of 3D.
As mentioned earlier in chapter 2, parabolic models such as the one used
in FarmFlow, tend to predict the velocity deficit correctly in the near wake.
However, we do not have any relevant experimental data on the velocity
profiles to confirm this. All experimental aerodynamic data at the EWTW is
collected at a single point at hub-height, with a mast that is not aligned with
the turbines and hence, is exposed only to the uninterrupted ABL flow.
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Figure 7.5: Streamwise turbulence intensity σ, at three downstream locations, 2D,
4D and 6D, where D = 80m; for the five turbines (see highlighted row
in figure 7.3), as a function of height, h. To serve as reference, the inflow
profile at 1D before the first turbine, T1 (or −1D) is also shown.

Figure 7.6: The locations of the five turbines at the EWTW (T1 to T5) and of the
meteorological mast.

7.5 conclusion

We observe that upon using the ad hoc Mason function to modulate the
Smagorinsky constant near a wall boundary, we are able to use the simple
Smagorinsky model to simulate the flow within an ABL. Based on the ve-
locity profile and the turbulence spectra at various heights in the ABL, we
propose two possible combinations for the ECNS, CS = 0.125,N = 1 and
CS = 0.12,N = 2, of which, the former seems to be more appropriate.
Nonetheless, we are unable to explain why either combination leads to a
marked under prediction in the velocity near the ground. This could be a
consequence of the loss in energy due to the damped tails resulting from the
combination of a finite volume approach and the Smagorinsky model (as
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noticed in previous chapters), the use of the Monin-Obukhov theory in an
instantaneous sense and without explicit filtering (proposed by Bou-Zeid
et al. (2005) to reduce this under prediction) or a combination of either of
these sources.

An analysis of a model wind farm reveals that the ECNS-Smagorinsky
approach is capable of resolving the basic trends in wake velocity and tur-
bulence observed at wind farms. The turbulence is shown to develop and
reach a nearly steady value, after two wake-turbine interactions. This also
causes a quicker and similar recovery of the wakes of downstream turbines,
through turbulence. Due to lack of computational resources, we are unable
to validate this for a real wind farm, or a larger model wind farm with more
turbines.

We also perform a comparison between an engineering model and the
ECNS-Smagorinsky approach for a set of turbines separated by a small dis-
tance (4D). ECNS predicts a trend similar to what was observed for the
model wind farm but the engineering model predicts a quicker recovery of
the wake. Although it has been established that parabolic engineering mod-
els (such as the one used here) are accurate in the near wake, we are unable
to compare the ECNS and the engineering model comprehensively, due to
limitations on experimental data.
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Figure 7.7: Isosurfaces of Q-criterion coloured by streamwise velocity in the wake
of turbines shown in figure 7.3. For one of the rows (III), the contours
of streamwise velocity have been shown in a place passing through the
centre of the turbines and normal to z-axis.
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Figure 7.8: Streamwise velocity u, at five downstream locations as a function of
height, in the wake of the turbines at EWTW. The dashed lines repres-
ent the results obtained with FarmFlow (expect T5).
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Figure 7.9: Streamwise turbulence intensity σ, at five downstream locations as a func-
tion of height, in the wake of the turbines at EWTW.



C O N C L U S I O N S

Those who cannot renounce
attachment to the fruits of their labour,
are far from the path to enlightenment

Bhagavad Gita, 6-2

As regards to the large eddy simulation with energy-conserving schemes,
we obtain the following conclusions, which hold only in the case of incom-
pressible flows and strictly, in the study of wind farm aerodynamics. We
present these conclusions as answers to the questions mentioned in sec-
tion 2.7, which we shall also quote here.

• The first question concerns the advantages and practicality of energy-
conserving implicit time integration schemes.

– In general, a non energy-conserving explicit time integration scheme,
when used in combination with a small Courant number1, is suf-
ficient to minimise numerical dissipation to a magnitude signific-
antly lower than the subgrid scale dissipation. Although this is
true for an explicit method of any order, a higher-order method
is more suitable due to its higher efficiency.

– An energy conserving implicit time integration scheme removes
the restrictions on Courant number and increases the accuracy
as compared to a non energy-conserving explicit method of the
same order, for a given time step. This however, comes at the cost
of computational time, which increases due to complexity of the
system of equations used for time advancement. Further, the gain
in accuracy is disproportionate to the extra computational effort,
making explicit time integration the favourable option.

– With regards to industrial LES, apart from accuracy, the computa-
tional time is also of consequence (and the practical consideration
of using existing codes or developing new ones). Therefore, we
advise an explicit method with a suitable time step.

• The second questions concerns the similarities and differences between
central difference and energy-conserving spatial discretisation schemes,
which mathematically have a non-dissipative formulation.

– As long as the grids are uniform, a central difference on a col-
located grid and an energy-conserving scheme on a staggered

1 Chapter 4 recommends a Courant number below 0.15 with Ex4.
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grid, are essentially the same, in formulation and function. On
non-uniform grids however, only an energy-conserving scheme
on a staggered grid can guarantee the absence of numerical dis-
sipation, due to a difference in interpolation of the velocities and
fluxes based on arithmetic means instead of linear interpolation.

– Notwithstanding, uniform grids remain the norm for wind farm
simulations dealing with large scale phenomena on wind farms
and hence, central difference schemes could be used.

• The third question concerns the tuning of the Smagorinsky model
and how the tuning is made less sensitive to changes in grid resolu-
tion by the absence of numerical dissipation.

– Tuning while ensuring the absence of numerical dissipation, en-
ables the simple Smagorinsky model to accurately render the
most energetic scales of a flow, over a range of grid sizes capable
of resolving those scales.

– An energy-conserving scheme2 with a finite volume method en-
ables the above, similar to a pseudo-spectral scheme.

– When the Smagorinsky model is used with a general finite volume
approach, scales comparable to the grid size suffer from excessive
dissipation, despite predictions of the most energetic scales being
similar to those rendered by pseudo-spectral schemes.

• Finally, the question regarding the performance of a tuned Smagor-
insky model with a dissipation-free numerical scheme, in practical
applications.

– For an actuator disk: A tuned Smagorinsky model produces accept-
able profiles of mean velocity. Turbulence intensity on the other
hand, is generally under predicted, possibly due to the simplicity
of the Smagorinsky model in not accounting for scale-dependent
behaviour of turbulence. This however, is a conclusion from stud-
ies only in the near wake of the actuator disc and for an inflow
with little (0.5%) turbulence, wherein the range of turbulent scales
is not wide enough and scale-dependent behaviour is more sig-
nificant. Therefore, this conclusion should be verified against a
test case relevant to wind farms (a higher ambient turbulence, a
sheared inflow and a detailed analysis of both, the near and the
far wake), with a higher Reynolds number and a wider range of
scales. It is likely that when the ambient turbulence is high and
that the large scales are distinctly resolvable, the Smagorinsky
model may deliver a better performance in terms of turbulence
statistics.

2 Also a central difference scheme but on a uniform grid
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– For a neutral atmospheric boundary layer: As noticed earlier, an ac-
curate velocity profile can be obtained by controlling the dissip-
ation through the Smagorinsky model. However, the turbulence
spectra show dampening near the higher wavenumbers.

– For a wind farm: Qualitative trends in the evolution of wake ve-
locity and turbulence were shown by the ECNS code3. A com-
parison with data from an engineering model revealed that the
ECNS predicts a higher deficit in the near wake. However, due
to the lack of experimental data, we are unable to state which
method is more accurate.

3 Staggered Cartesian grid with an energy-conserving spatial discretisation



R E C O M M E N D AT I O N S

As per the conclusions, we recommend the following:

• Energy-conserving implicit time integration schemes are accurate but
computationally demanding. The procedure involved in solving the
system of equations is iterative and demands a very low tolerance.
However, the computational time can be reduced by increasing the
tolerance and not iterating till the system is perfectly solved. Although
this will lead to a non-EC implicit scheme, the incurred error could
be as low as that incurred by the non-EC explicit schemes that we
recommend. We chose to solve the system perfectly as we intended to
study EC schemes in detail, for which we needed a perfect solution. As
a recommendation, one could study the effects of using a perfectly EC
implicit scheme but with a small error in its iterative process, which
will not reduce it accuracy by a big margin or hamper its stability, but
save a lot of computational effort.

• Should the above be possible, the schemes can be used for applications
other than wind farm aerodynamics that involve local grid refinement
(near wall boundaries, for instance), unstructured grids etc.

• For wind farm aerodynamics, future studies could rely on central dif-
ference schemes on collocated grids for averting numerical dissipation
(as long as the common uniform grids are used). Such schemes are
readily available in open-source codes like OpenFOAM and can be a
fine alternative to the development of newer schemes and codes.

Additionally, we advocate research involving the following for the devel-
opment of large eddy simulation for industrial wind farm aerodynamics.

• As an alternative to the Mason ad hoc damping function, one could use
the values of the Smagorinsky constant reported by the comprehensive
scale dependent dynamic model near a wall boundary, to modulate the
constant used with the simple Smagorinsky model.

• A comparative study of subgrid models and numerical schemes with
clearly defined grid, time and turbulence parameters can help ascer-
tain the effects of numerical schemes and turbulence models on the
overall accuracy of a computational approach.
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To conserve, or not to conserve . . .

This thesis concerns the use of large eddy simulation for wind farm aerody-
namics. The aim is to suggest an approach that the industry could use to
predict quickly and accurately the interaction between wind turbines and
the atmospheric boundary layer and, by extension, the power generated by
the wind farms. Further, this approach should be able to generate accur-
ate aerodynamic data that could be used to tune engineering models more
appropriately.

Central to this thesis are energy-conserving schemes, which guarantee the
absence of numerical dissipation and ensure stability at any grid resolution
and time step. Our primary objective is to use these schemes to simulate
turbulent flows using large eddy simulation and in doing so, evaluate how
numerical dissipation could affect the overall accuracy.

Our research questions concern the accuracy and efficiency of EC time in-
tegration schemes; the similarity and differences between an EC and central
difference spatial discretisation; and the tuning of the Smagorinsky model
in the absence of numerical dissipation.

EC schemes should guarantee the absence of numerical dissipation that
spuriously contributes to the withdrawal of energy, which in large eddy
simulation is ideally the task of molecular viscosity and the subgrid scale
model. A review of existing literature suggests that the Smagorinsky model
could be a fine choice to start with because of its simple formulation and
ease of implementation. On the contrary, literature specific to the large of
eddy simulation of wind farm aerodynamics, suggests the use of more com-
prehensive models for higher accuracy. The pertinent conclusions raise con-
cerns over the purely dissipative nature of the Smagorinsky model and its
inability to function correctly in regions of anisotropy, such as in the wake
of a turbine (actuator disk) or near wall boundaries. Further, literature on
wind farm aerodynamics alludes to a preference for pseudo-spectral spatial
discretisation over finite volume methods for accuracy and the absence of
numerical dissipation. However, in either case, the time integration is gen-
erally done with non energy-conserving explicit time integration schemes.
These explicit time schemes were challenged in terms of accuracy and stabil-
ity, which led to the proposal of energy-conserving implicit time integration
schemes.

Despite all the concerns over the accuracy and appropriateness of the
Smagorinsky model, some studies report acceptable results with necessary
modifications to the Smagorinsky model, non-dissipative finite volume schemes
(central difference schemes) and with explicit methods for time integration,
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as regards to simulating the atmospheric boundary layer. To know more
about which schemes are most relevant to industrial wind farm aerodynam-
ics, we carry out a series of tests on both ideal and practical turbulent flows.
The former are used to assess how minimising numerical dissipation using
an EC scheme makes the tuning of the Smagorinsky model less sensitive to
changes in grid resolution. Whereas, tests concerning practical applications
help validate the combination of energy-conserving schemes and the tuned
Smagorinsky model for large eddy simulation.

We conducted controlled tests with isotropic homogeneous turbulence,
which reveal that numerical dissipation through both time integration and
spatial discretisation can spuriously contribute to the decay of energy. An
energy-conserving implicit time integration scheme guarantees stability, even
at large time steps but requires more computational effort than a non energy-
conserving explicit scheme of the same order. This increase in computational
time is such that a non energy-conserving scheme with a smaller time step,
is sufficient to minimise numerical dissipation and becomes practically more
workable. Further, reducing the time step with an energy conserving impli-
cit time integration scheme does not alter the computational time propor-
tionately. For instance, reducing the time step by half increases the compu-
tational time by a factor of two (nearly) with a non energy-conserving expli-
cit time scheme. But the same with an energy-conserving implicit scheme
leads to a computational time much higher than twice because the system
of equations being solved iteratively, must be solved more accurately with
smaller time steps.

In terms of spatial discretisation, the absence of numerical dissipation is
important for accuracy. On uniform grids, which are commonplace in the
large eddy simulation of wind farms, a simple central difference scheme is
as accurate as an energy-conserving spatial scheme. Both schemes enable
the tuning of the Smagorinsky model independent of the grid resolution,
as long as the grids accommodate the relevant energetic scales. This tun-
ing, when attempted with a scheme that introduces numerical dissipation
(through time integration or spatial discretisation, or both), is hard to realise.

These simple tests help conclude that an energy-conserving spatial scheme
(could be replaced with a central difference scheme on a uniform grid), com-
bined with a non energy-conserving time integration and an appropriately
tuned Smagorinsky model, may be used for practical applications. A com-
parison against other large eddy simulation codes, with comparable or su-
perior numerical schemes, in terms of simulating a model actuator disk,
reveals that our approach is accurate. The combination of the absence of
numerical dissipation and a tuned Smagorinsky model, delivers accurate
velocity profiles in the wake, however, the turbulence statistics are not up
to the mark. Notwithstanding, it is important to note that these conclusions
were obtained from analyses in the near wake for an inflow with very little
turbulence. A more germane validation would involve far wake analyses
with a reasonably turbulent inflow.
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Next, the tuned Smagorinsky model is combined with a simple ad hoc
damping model, to modulate its dissipation near wall boundaries. For the
high Reynolds number flow with an atmospheric boundary layer, we ob-
tain a good velocity profile, contrary to the known dissipative nature of
the Smagorinsky model and in keeping with the tuned model-dissipation
free approach used previously with a pseudo-spectral code. A simulation
of a cluster of actuator disks within the boundary layer, produces agreeable
results. We notice basic qualitative trends in wake velocity and turbulence
being correctly rendered with our approach.



S A M E N VAT T I N G

Te behouden, of niet te behouden . . .

Dit proefschrift betreft het gebruik van large eddy simulation1 voor wind-
molenpark aerodynamica. Het doel is een werkwijze voor te stellen, die
gebruikt kan worden door de industrie om de interactie tussen windtur-
bines en de atmosferische grenslaag snel en nauwkeurig te voorspellen en
daaruit volgend de energie die wordt opgewekt door het windpark te voor-
spellen. Daarnaast zou deze aanpak ook geschikt moeten zijn om nauwkeur-
ige aerodynamische gegevens genereren waarmee engineering modellen af te
stemmen.

Centraal in dit proefschift staat een groep van numerieke methodes, de
zogenaamde energiebehoudende schema’s. Deze schema’s garanderen de
afwezigheid van numerieke dissipatie2 en verzekeren stabiliteit ongeacht de
resolutie van het rekenrooster en tijdstap. Het primaire doel is het gebruik
van deze schema’s voor de simulatie van turbulente stromingen met behulp
van een large eddy simulatie en daarbij te evalueren hoe numerieke dissip-
atie de algehele nauwkeurigheid beïnvloedt.

De onderzoeksvragen betreffen de nauwkeurigheid en efficië ntie van en-
ergiebehoudende tijdsintegratie; de overeenkomsten tussen een energiebe-
houdende en een centrale ruimtelijke discretisatie; en de kalibratie van het
Smagorinsky model in de afwezigheid van numerieke dissipatie.

Een energiebehoudend schema zou de afwezigheid van numerieke dis-
sipatie moeten garanderen, die een foutieve onttrekking van de energie
veroorzaakt. In het kader van large eddy simulation is deze onttrekking
bij uitstek de taak van het subgrid scale model en moleculaire viscositeit.
Een overzicht van de literatuur suggereert dat het Smagorinsky model een
prima eerste keuze is vanwege zijn eenvoudige formulering en gemak van
implementatie. Daarentegen adviseert de academische literatuur die spe-
cifiek gaat over large eddy simulatie van windparken het gebruik van uit-
gebreidere modellen voor hogere nauwkeurigheid. Met name het zuiver
energie-onttrekkende gedrag van het Smagorinsky model en het onvermo-
gen om anisotropie in de turbulentie mee te nemen, zoals dat optreedt in het
zog van een windturbine (actuator disk) of in de buurt van wanden3, zijn
aanleiding tot zorg. Bovendien suggereert de literatuur over windmolenpark
aerodynamica dat er een voorkeur is voor pseudo-spectrale methoden boven
eindige volume methoden gezien hun nauwkeurigheid en afwezigheid van

1 De simulatie van de grote wervelingen in een turbulent stroming.
2 De reductie van energie door numerieke fouten.
3 Noodzakelijk voor het simuleren van de grond.
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numerieke dissipatie. Hoewel, de eindige volume methode met een ener-
giebehoudende ruimtelijke discretisatie al eerder werd voorgesteld als al-
ternatief, is deze methode slechts geverifieerd voor laminaire stromingen.
Niettemin, zijn beide methodes alleen gebruikt in combinatie met een niet-
energiebehoudende, expliciete tijdsintegratie. Hiervan werden de nauwkeur-
igheid en stabiliteit in twijfel getrokken wat leidde tot het voorstel om
gebruik te maken van de energiebehoudende impliciete tijdsintegratie schema’s.

Ondanks de vragen omtrent de nauwkeurigheid en toepasbaarheid van
het Smagorinsky model, zijn er studies die acceptabele resultaten rapport-
eren voor de simulatie van een atmosferische grenslaag, gebruik makend
van een aangepast Smagorinsky model, dissipatieloze eindige volume dis-
cretisatie (centraal-differentie schema) en expliciete tijdsintegratie. On te
achterhalen welke schema’s het relevantst zijn voor industriële windpark
aërodynamica, worden numerieke experimenten gedaan op academische
en praktische turbulente stromingen. De academische problemen worden
gebruikt om in te schatten in hoeverre vermindering van numerieke dis-
sipatie met een energiebehoudend schema ervoor zorgt dat de kalibratie
van het Smagorinsky model in een large eddy simulatie minder afhankelijk
wordt van rooster fijnheid. De praktische problemen dienen vooral ter val-
idatie van een large eddy simulatie met de combinatie van een energie be-
houdend schema en het Smagorinsky model.

Gecontroleerde testen aan een stroming met isentrope, homegene tur-
bulentie laten zien dat numerieke dissipatie door zowel tijdsintegratie als
ruimtelijke discretisatie de afname van energie op een foutieve manier kan
beïnvloeden. Een impliciete, energiebehoudende tijdsintegratie garandeert
stabiliteit, zelfs voor grote tijdstappen, maar is ook reken intensiever dan een
expliciete tijdsintegratie van dezelfde orde die geen energiebehoud heeft.
De grotere rekentijd die dit met zich mee brengt is dusdanig dat de niet-
energiebehoudende methode praktischer toepasbaar is, zelfs met een kleinere
tijdstap die de numerieke dissipatie voldoende verminderd. Daarbij komt
ook nog dat de rekentijd van de energiegehoudende, impliciete tijdsinteg-
ratie niet proportioneel toeneemt als de tijdstap wordt verkleind. Bijvoor-
beeld, als de tijdstap wordt gehalveerd, leidt dit tot een (bij benadering)
verdubbeling van rekentijd bij een expliciet, niet-energiebehoudend schema,
maar tot een veel meer dan verdubbeling van rekentijd bij een energiebe-
houdend, impliciet schema. Dit komt met name doordat het stelsel vergelijkin-
gen, dat het impliciete schema iteratief oplost, ook tot een hogere nauwkeur-
igheid opgelost moet worden.

Voor de nauwkeurigheid van de oplossing is het van belang een ruimtelijke
discretisatie te hebben zonder numerieke dissipatie. Voor uniforme reken-
roosters, die gemeengoed zijn in de simulatie van windparken, is een standaard
centrale differentie even nauwkeurig als een energiebehoudende discretisa-
tie. Beide methodes staan een calibratie van het Smagorinsky model toe,
die onafhankelijk is van de rooster fijnheid, zolang wordt voldaan aan de
voorwaarde dat de meest relevante energetische schalen kunnen worden
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gerepresenteerd op het rooster. Kalibratie voor een methode die numerieke
dissipatie toevoegd, is moeilijk te realiseren.

De resultaten van de academische problemen ondersteunen de conclusie
dat een energiebehoudende, ruimtelijke discretisatie (wat ook verkregen kan
worden met een centrale differentie op een uniform rekenrooster), gecom-
bineerd met een niet-energiebehoudende tijdsintegratie en met een naar be-
horen gekalibreerd Smagorinsky model, gebruikt kan worden voor prakt-
ische toepassingen. Een vergelijking met andere large eddy simulatie pro-
gramma’s, die vergelijkbare of betere numerieke methodes gebruiken, laat
zien dat de voorgestelde methode nauwkeurig is bij toepassing op een
trekkende schijf. De afwezigheid van numerieke dissipatie en een gekalib-
reerd Smagorinsky model resulteert in nauwkeurige snelheidsprofielen in
het zog, hoewel de turbulente intensiteit niet goed voorspeld wordt. Een
kanttekening die hierbij geplaatst kan worden is dat deze conclusies zijn
gebaseerd op de analyse van het nabije zog en voor een instroming met een
lage turbulente intensiteit. Een analyse van het zog verder stroomafwaarts
voor een instroming met een aanzienlijke turbulente intensiteit zou toepas-
selijker zijn.

Vervolgens is het gekalibreerde Smagorinsky model gecombineerd met
een ad hoc demping model om de dissipatie van het Smagorinsky model
dicht bij de grond aan te passen. Voor een atmosferische grenslaagstroming
bij een hoog Reynolds getal worden goede gemiddelde snelheidsprofielen
gevonden, dit in tegenstelling tot de dissipatieve eigenschap van het Smagor-
insky model en in overeenstemming met een gekalibreerd model dat vrij is
van dissipatie en al eerder toegepast is met een pseudo-spectraal methode.
Een simulatie van een groep trekkende schijven binnen een atmosferische
grenslaag produceert goede resultaten. De te verwachten trends in de snel-
heid en turbulentie in het zog worden kwalitatief goed weergegeven met de
in dit proefschrift voorgestelde methode.



E P I L O G U E

To conserve, or not to conserve . . .

In closing, we would like to provide an answer to the question, to conserve,
or not to conserve but only within the scope of our research and the domain
of wind farm aerodynamics. The question relates to the mathematical rep-
resentation of the physics of a flow. Physically, the energy of a flow remains
conserved1. A correct mathematical representation of a flow in a continuous
sense, in essence, also conserves the energy of a flow.

However, this is not always the case when a flow is represented mathem-
atically in a discrete sense. It is known that both spatial discretisation and
time integration introduce numerical dissipation that can spuriously alter
the energy of a flow leading to non-compliance with energy-conservation. To
ensure compliance in a discrete setting, the numerical (or artificial) dissip-
ation can either be forced mathematically to remain zero or be reduced to
tolerably low value. The latter is relevant when factors like computational
time, the expected (or practically required) accuracy of the method, the ease
of implementation etc., outweigh the requirement of a numerical scheme
that guarantees zero numerical dissipation.

A much pertinent case is the simulation of wind farm aerodynamics for
which one may a non-energy conserving explicit time integration (that intro-
duces numerical dissipation) with a small time step to reduce the numerical
dissipation, instead of using an energy-conserving implicit time integration
that is computationally very demanding. Nonetheless, at the same time, the
dissipation through spatial discretisation should be avoided with an energy-
conserving discretisation on a staggered grid or a central difference discret-
isation on a collocated uniform grid2. One may also use a non-energy con-
serving upwind discretisation with a very refined grid, which will only lead
to an increased computational time.

Thus, as regards to the energy-conserving schemes used in this thesis,
we conclude that they are not an absolute requirement for the large eddy
simulation of wind farm aerodynamics.

1 Or changes as per the equations defined in chapter 3

2 As mentioned earlier, uniform grids are the norm in wind farm simulations.
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A P P E N D I C E S



AS I M P L E N U M E R I C A L T E S T S W I T H T H E E C N S

The early stages in developing the ECNS to ECNS-LES witnessed a lot of
simple numerical tests that were used to assess the behaviour of various
LES models to choose the most appropriate one and more important, verify
if the implementations are correct. This appendix describes a couple of such
tests that helped us choose the Smagorinsky model and understand the
requirement for tuning it.

EC schemes are mainly designed to avert numerical dissipation while the
NS equations are solved over a discrete computational domain. However,
one the flow is turbulent and an SGS model is introduced to make up for
the scales that are not being represented on the computational grid, the
accuracy is governed by a more dominant factor, the SGS dissipation. Adapted from

(Mehta et al.,
2014a)

With simple tests we noticed how two fundamentally different SGS mod-
els, the Smagorinsky and the Bardina model, affect the growth of turbulence
and the dissipation of TKE, which in turn influence how the flow evolves.
The theoretical aspects and relevant algebra has been outlined in chapter 3.
For these tests, we use a very small time step in combination with the Ex4,
the reasons for which have been outlined in chapter 4. We will analyse the
results in terms of the following equation,

d
dt

∫
Ω

kũ dΩ =

ψ︷ ︸︸ ︷
−ν

∫
Ω
‖∇ũ‖2 dΩ︸ ︷︷ ︸
ψv

−

∫
Ω

(∇ · τ) · ũ dΩ︸ ︷︷ ︸
ψs

, (A.1)

where

ψ rate of change of KE.

ψv +ψs = ψ, are obtained through post-processing and characterise the
contribution of molecular viscosity and the SGS tensor, and their total con-
tribution to the change in KE, respectively (equation A.1 is not solved).

SGS models have been compared in terms of how they predict; the roll-
up of shear layer in 2-D and the decay of a Taylor-Green vortex in 3-D. The
Smagorinsky model is used with two values of CS; 0.17 corresponding to
homogeneous isotropic turbulence as suggested by Lilly (1967) and 0.1 that
is apt for anisotropic flows and leads to lower dissipation (Porté-Agel et al.,
2000). The Bardina scale-similarity model relates the stresses at the scale of the
grid’s cell and the same scale filtered spatially at another test scale; the ratio
of the two scales or β governs the model’s dynamics (Bardina et al., 1983;
Meneveau and Katz, 2000). The test scale should not be large in comparison
to the grid resolution for the hypothesis of scale-similarity to hold. We use
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two values of β; one equal in size to the grid resolution (β = 1) and the
other, twice its value (β = 2).

We must impress upon the fact that this is not a rigorous validation exer-
cise but merely a qualitative analysis of the code’s ability.

a.1 shear layer in 2-d

LES is employed to repeat the detailed simulations done by Brown and
Minion (1995) on a perturbed doubly-periodic shear layer and the ensuing
vorticity, at a Reynolds number of 10000. Although turbulence is intrinsic-
ally 3-D, a 2-D verification of the ECNS will provide insight into numerical
inconsistencies that could be adverse in 3-D.

Figure A.1: Contours of vorticity with different SGS models. The spurious wiggles
disappear with higher SGS dissipation (top-right: solution from Brown
and Minion (1995)).

All simulations used a [0, 1]2 domain discretised into 322, 642, 1282 and
2562 points. We however, only present the results for the 642. Due to the
unavailability of DNS, a reference solution was obtained with the ECNS on
a 3202 grid with a time step of 10−4s. In terms of spatial resolution, 2562
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Figure A.2: The evolution of KE with different SGS models. ψ = dK
dt is clearly en-

forced on finer grids.

and 3202 grids produced identical results. Following a thorough investiga-
tion, the time step was set to 0.005s to avert a significant influence of time
integration on the solution. A solution obtained by Brown and Minion (1995)
with a centred fourth-order finite difference method on a 642 grid is used
for a qualitative comparison.

At a macroscopic level, the ECNS does render the large scale structures
correctly at a resolution of 642, as shown by the contours of vorticity in fig-
ure A.1. An error analysis revealed that the spatial accuracy is indeed second
order (juxtaposed with the 3202 solution, not shown here). One easily ob-
serves the dispersion stemming from the central EC discretisation schemes
that is most apparent with the Bardina model (β = 1), which by construc-
tion is not purely dissipative, unlike the Smagorinsky model (Bardina et al.,
1983). The Smagorinsky model helps dampen the wiggles by smoothing the
solution for a better representation on a coarse grid. But in doing so, the
large scale structures are rendered incorrectly in terms of an elliptical rather
than circular structure of the large vortex (an error analysis showed that the
Bardina model is more accurate, despite the wiggles).

The ECNS is constructed to enforce KE conservation in a discrete setting
for an inviscid flow. An analysis of KE dissipation as dKdt , reveals that equa-
tion A.1 is satisfied by all SGS models in the limit of fine grid resolution,
assessed using the reference solution obtained on a 3202 grid. However, on
coarse grids, the decay is predicted more correctly with the Bardina model
or with Smagorinsky model using a smaller CS, which makes the latter less
dissipative. In fact, the Bardina model is quite accurate even on a 642 grid.
Further, Smagorinsky model shows a large deviation near t = 0s, which
reduces only when the simulation becomes less dynamic near t = 2s, as
shown in figure A.2.

Mathematically, the SGS tensor alters the velocity field through the mo-
mentum equation, which in turn determines the KE, albeit with some error.
Whereas, ψ is obtained through post-processing but also depends on the
SGS tensor. Smagorinsky model regularises the velocity field to be easily
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rendered on a coarse grid, in turn ensuring accurate post-processing, which
is noticeable by the closeness of ψ and dK

dt for CS = 0.17. But this leads to a
large inaccuracy in predicting either of them correctly.

Compliance with equation A.1 is purely an aspect of post-processing. An
EC-LES merely prevents numerical dissipation from altering the velocity
field and hence its KE, which must ideally be dissipated through the SGS
tensor.

a.2 taylor-green vortex in 3-d

2-D tests revealed that an EC spatial discretisation will lead to a dispersive
solution that will however, be more accurate than a solution obtained with
a dissipative model, which will be free from spurious wiggles. But the true
nature of turbulence can only be interpreted with a 3-D test case.

This experiment records the decay of an initially isotropic Taylor-Green
vortex in a [−π,π]3 domain, at a Reynolds number of 1600. This case is
particularly interesting as the flow is initially laminar and transitions into
turbulence with time (Aubard et al., 2013). Data on the rate of decay of
turbulence KE, ε or −dKdt , from earlier DNS studies serves as a reference.
LES was done on 163, 323, 483 and 643 uniform grids.

Visualising the vorticity is made easy with the Q-criterion, a positive value
of which indicates a dominance of vorticity over shear (Jeong and Hussain,
1995). Figure A.3 depicts how the flow transitions from being laminar with
vortex tubes into small-scale turbulence. A comparison between the Bardina
model, β = 1 and Smagorinsky model, CS = 0.17, reveals the effects of
SGS dissipation on the velocity (indirectly vorticity) field in figure A.4. Al-
though the Smagorinsky model renders a smoother field due to increased
dissipation, the field’s KE as suggested by the colour bars is relatively lower.

But which model is more accurate can only be deduced by observing
the evolution of KE with time. Although Smagorinsky model renders a
smoother field, the Bardina model with β = 1 is more accurate than Smagor-
insky model at estimating ε, and more so a 642 grid. Also, a more accur-
ate peak dissipation is obtained with the Bardina model. The deviation with
Smagorinsky model near t = 0 as noticed in 2-D tests, is also also appar-
ent in 3-D, although diminishing with grid resolution. Further, the Bardina
model with β = 2 is as accurate as the Bardina model with β = 1 on a finer
grid. This happens because using β = 2 on a coarse grid, sets the test-scale
to a relatively larger value at which the hypothesis of scale-similarity may
not hold true, as opposed to a finer grid on which scale-similarity would be
plausible with β = 2 (see figure A.5).

To summarise, it is evident that the ability of an EC-LES to correctly pre-
dict the velocity field and hence its KE is, to a great extent, determined
by the SGS model. A more dissipative model, such as Smagorinsky model,
may render a smooth solution of a coarse grid, which may not be accurate.
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Figure A.3: Isosurfaces of Q-criterion for an isovalue of 0.5, which are coloured by KE
at various instances using the Bardina model with β = 1. t = 0s: initial,
t = 3s: laminar, t = 8s: in transition and t = 18s: small-scale turbulence.

Having said that, it is important to mention that the basic assumptions of
Smagorinsky model lack experimental support, as opposed to those of the
Bardina mdoel (Zang et al., 1993). However, its ease of implementation and
ability to generate agreeable mean flow statistics have made Smagorinsky
model and its higher-order extensions dominant in wind farm LES codes.
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Figure A.4: Isosurfaces of Q-criterion for an isovalue of 0.5, which are coloured by KE
at t = 14s, using the Bardina model with β = 1 and Smagorinsky model
with CS = 0.17.

Figure A.5: The evolution of ε with time on 322 & 642 grids obtained with two
variants of the Bardina and Smagorinsky models.



BH I G H E R O R D E R R E Q U I R E M E N T

Here we will be describing the 4th order formulation in brief, followed a test
of its accuracy. The readers are referred to Sanderse (2013) for details.We first
investigate the effect of using a 4th order convective operator, without the
SGS model. The numerical test is exactly the same as described in section 5.4;
the advection of an isentropic vortex in the absence of viscosity and body
forces, and in the presence of periodic boundaries.

Next, we shall repeat the tests in chapter 4 and also the final analyses
on the dependence of the Smagorinsky constant on grid resolution, if the
dominant convective term is discretised as a 4th order accurate operator.

b.1 the fourth order formulation

In this section, we shall refer many a times to the equations in section 3.4
that pertain to a 2nd order EC spatial scheme. With the symbols retaining
their previously-mentioned meaning, equations 3.43 and 3.44, are rewritten
as,

MIIu(t) = 0 , (B.1)

ΩIu̇(t) = −CII(c(t), u(t)) + νDIIu(t) − GO2p
∗(t) . (B.2)

where

MII 2nd order accurate divergence operator

ΩI the control volume

As Figures 3.1 and 3.2 depict, the discrete volume is Ω, which will be
mentioned as Ω1 (or ΩII hereafter. For simplicity, we have neglected the
effect of body forces and non-periodic boundary conditions, the formulation
of which must change with the intended order of accuracy.

To obtain a 4th accurate formulation, Verstappen and Veldman (2003) dis-
cretised the above equations on control volumes that are three times as
coarse as Ω1, Ω3, and combined the two different equations in a manner
that cancels the leading order error, resulting in a 4th order accurate method.
For example, equation B.2 for simple convection would read,

Ω1u̇(t) + C1(c(t), u(t)) = 0 . (B.3)

where

C1 convective operator discretised over a volume Ω1
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Whereas, on a control volume that is three times Ω1,

Ω3u̇(t) + C3(c(t), u(t)) = 0 . (B.4)

where

C3 convective operator discretised over a volume Ω3

Ω3 equals 33Ω1 or 27Ω1. Next, using the reasoning described in Verstap-
pen and Veldman (2003), the equations B.3 and B.4 are combined into,

ΩIV u̇(t) + CIV (c(t), u(t)) = 0 . (B.5)

where

CIV the 4th order accurate convective operator

ΩIV effective control volume for the 4th order formulation

CIV and ΩIV can be expressed as,

ΩIV = 32+dΩ1 −Ω3and (B.6)

CIV = 32+dC1 − C3 , (B.7)

where

d number of dimensions, 3 is this case

Using the above formulation, we simulate the convection of a vortex in
the absence of viscosity.

b.2 convection of an inviscid vortex

The vortex is simulated on 83, 163, 243, 323, 483, 643 and 723 uniform grids,
while the reference solution is calculated separately on a 963 grid. On each
grid, the convective operator is obtained with both, the 2nd and 4th order
formulations. A simple error analysis in terms of the u and v components of
velocity reveals the order of accuracy of either formulation (see figures B.1
and B.2).
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Figure B.1: Convergence of ||e||2 at two instances of time.

Figure B.2: Convergence of ||e||∞ at two instances of time.



CVA L I D AT I O N O F A FA R WA K E E N G I N E E R I N G M O D E L

This section describes how the ECNS-LES was employed to successfully val-
idate a simple physical model designed to improve the far wake deficit mod-
els common in the wind industry. We add this appendix to emphasise one of
the conclusions in Mehta et al. (2014b), regarding the use of advanced tools
like LES to study and improve simpler engineering models for industrial
use through careful benchmarking.

Central to method was an improved prediction of the wake deficit in
the near wake as opposed to simply prescribing an empirically determined
value (see section 2.1.2 for traditional far wake methods). A accurate near
wake deficit was prescribed using a simple vortex ring model for which the
turbine is represented by a uniformly loaded actuator disk that is free to
shed discrete vortex rings, which are later processed to obtain the velocity
field (Baldacchino and van Bussel, 2014). Next, the field calculated with the Adapted from

(van Heemst
et al., 2015)

vortex ring model, is fed to the far wake models proposed by Jensen (1983)
and (Larsen et al., 2008). The former is relatively simple and widely pop-
ular, whereas the latter that is based on an an eddy-viscosity formulation,
is more compatible with the vortex ring model. The aim is to use the vor-
tex ring model instead of the original stream-tube approach of the Larsen
model in the near wake, to improve the prediction of the overall velocity
field in the wake.

To validate the new model, the ECNS along with its Smagorinsky model,
is used to simulate an actuator disk, with parameters similar to those men-
tioned in table 6.1. For succinctness, we will not be detailing the vortex ring
model or the other models mentioned above, for which the readers are re-
ferred to van Heemst et al. (2015).

We simulate a single actuator disk with a diameter of 0.6m with an ini-
tially laminar inflow velocity of 4.7ms−1 and a thrust coefficient of 0.93.
The computational domain measures 12D× 8D× 8D, where D is the actu-
ator disk’s diameter; and is discretised into 120× 80× 80 control volumes.
The disk itself, is placed at 4D from the inflow boundary.

However, we used the ECNS without its Smagorinsky model being tuned,
as this test was done before we considered the effect of the model constant,
CS, on the flow. The results mentioned here were generated with CS =

0.15, which as per appendix D is different from the more accurate value of
CS = 0.125 for the ECNS. However, the differences resulting from various
values of CS are more apparent through the profiles of turbulence intensity
than through the profiles of velocity deficit, which are quite similar for both
CS = 0.125 and CS = 0.15 (see appendix D).

Figure C.1 suggests that the coupled vortex ring-Jensen model results in a
more gradual wake recovery as compared with the reference Jensen model.
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Figure C.1: The streamwise velocity normalised by the inflow velocity and plotted
along the wake’s centreline

On the other hand, the vortex ring-Larsen model shows a reasonable resemb-
lance with LES in the near and the far wake, as can be seen in figure C.2.
The stream tube near wake model used by Larsen et al. (2008) appears to
over predict the wake losses in the near wake, resulting in a lower centreline
velocity in the far wake.

With regards to the LES itself, one notices some untoward behaviour along
the edge of the rotor, where the velocity in the near wake experiences a
sudden drop that is much apparent at the first three locations depicted
in figure C.2. This is probably due to the Immersed Interface Approach
used to implement the circular actuator disc on a Cartesian grid of limited
resolution. One could circumvent this by smearing the relevant body force
smoothly across the domain with a Gaussian distribution, as done in many
other LES codes (see Porté-Agel et al. (2011) for example). We also repeated
the simulation using a higher grid resolution, albeit on a smaller domain
due to limited computational power, only to notice a reduction in the effect
of the abrupt implementation of the body force.

As compared to the engineering models, the LES results displayed a con-
traction of the wake at 8D. Also noticed was that the wake recovery pro-
moted by the turbine-generated turbulence in the far wake, begins beyond
the previously assumed distance of 2D. Ideally, the vortex ring near wake
model should be extended to a position between 2D− 4D, however, a strong
vortex ring interaction after 2D prohibited a converging velocity field in this
region.
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Figure C.2: Radial profiles of streamwise velocity normalised by the inflow velocity
at different downstream locations.

We observed that the excellent agreement afforded by the vortex ring-
Larsen model, was achieved in nearly a hundredth of the computational
effort put into the LES. This prompted further research into wake interaction
and multiple turbine simulations.



DE F F E C T O F T H E S M A G O R I N S K Y C O N S TA N T O N
A C T U AT O R D I S K P R E D I C T I O N S

In Lignarolo et al. (2015), the ECNS was used with CS = 0.17. Later we stud-
ied the effect of the following values on the wake velocity and turbulence;
0.10, 0.11, 0.12, 0.125 and 0.15. Values 0.10 and 0.15 were chosen from literat-
ure, whereas the remaining values were observed to help predict the decay
of isotropic homogeneous turbulence with good accuracy (see chapter 4).
The tests were carried out for a turbulent inflow using the grids mentioned
in table 6.2, referred to as coarse, medium and fine.

d.1 sensitivity to the smagorinsky constant

As evident from existing literature, average flow properties change with the
amount of dissipation the Smagorinsky model brings. Upon reducing the
Smagorinsky constant from 0.17 and simulating the flow on a medium grid,
we notice the following changes.

• A minor reduction in CS does not lead to the growth of turbulence.
But with a value of ∼ 0.12, the turbulence intensity increases consist-
ently with downstream distance. Although the peak value of turbu-
lence achieved is rather low, the spurious growth of turbulence outside
of the shear layer and in proximity to the disc (see figure 6.8, x/D = 0.7
& 1.1), is no longer seen.

• Further reduction in CS, causes a large growth in turbulence. Although
the peak value is yet unachievable, the turbulence grows in the region
behind the disc to relatively large values as compared to the experi-
mental predictions (see figure D.1).

• These changes in turbulence can be related to the changes observed in
the average velocity field in the wake, shown in figure D.2. Excessive
turbulence promotes a lot of turbulence mixing, which in turn leads
to a quicker recovery of the wake deficit, as is the case with CS = 0.10.
The recovery itself, is more apparent as one moves further from the
disc.

• In general, a value of CS less than 0.17, demonstrate a relatively lower
deficit or a higher velocity in the shear layer. But unlike CS = 0.10, the
controlled growth of turbulence does not lead to a spuriously quick
recovery of wake deficit.
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d.2 sensitivity to grid resolution

Figure D.3 depicts how the velocity field improves consistently with down-
stream distance while using the fine grid and setting CS to 0.125, a value that
we chose from the previous section. The improvement is mostly noticeable
around the shear layer, which is well predicted at x = 2.2D.

On the other hand, the changes in turbulence intensity do not show a
conclusive trend. The turbulence grows relatively easily on the fine grid, and
more so, with downstream distance (see figure D.4). Although the growth in
turbulence is much less as compared to that observed when using CS = 0.17
on a fine grid, the latter results in an incorrectly high value of turbulence in
the near wake, especially behind the actuator disk (between y/D = 0 & 0.5).
This however, vanishes around x/D = 1.8 with more turbulence in the shear
layer than predicted with CS = 0.125, on a positive note.

d.3 inference

A preliminary inference while using a turbulent inflow includes the follow-
ing.

• An appropriate value of CS leads to an improvement in the prediction
of the velocity field, especially with improvement in grid resolution.
This is closely related to how correctly the Smagorinsky model dissip-
ates the KE (or TKE).

• Using the appropriate value of CS as suggested by predictions of
the velocity field, does not lead to improved turbulence statistics. Al-
though the growth of turbulence is promoted by a lower value of CS
and improved grid resolution, it may not be consistent with down-
stream distance and could be excessive.
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Figure D.1: Profiles of turbulence intensity with different values of CS.
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Figure D.2: Profiles of streamwise velocity with different values of CS.
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Figure D.3: Profiles of streamwise velocity with CS = 0.125 on different grids.
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Figure D.4: Profiles of turbulence intensity with CS = 0.125 on different grids.
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Well Tim Maloney raised his head
When a bottle of whiskey flew at him
He ducked, and landing on the bed
The whiskey scattered over Tim
Bedad he revives, see how he rises
Tim Finnegan rising in the bed
Saying “Whittle your whiskey around like blazes,
T’underin’ Jaysus, do ye think I’m dead?”

Whack fol the dah will ya dance to yer partner
Around the flure yer trotters shake
Wasn’t it the truth I told you?
Lots of fun at Finnegan’s Wake

Finnegan’s Wake, an Irish street ballad, performed by The Dubliners.
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’Who in the world am I?’ Ah, that’s
the greatest puzzle.

Alice in Wonderland
Lewis Carroll
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