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Abstract

Wind turbine designs are driven by aerodynamic

loads on the structure. If loads are reduced, the

dimensions of certain parts and the total cost can

be reduced. Individual pitch control (IPC) is known

to be effective, but a rotor with distributed blade

control (DBC), also known as a smart rotor, can

achieve more. With DBC the aerodynamic shape

of the blade is adapted locally to reduce loads.

Such a system can react quicker than IPC and can

be tuned to local conditions.

This paper focusses on the combining different

sensors with various control structures and shows

what reductions in fatigue load can be obtained

with DBC within realistic constraints.

A rotor equipped with two control devices on each

blade is examined. The resulting controllers are

tuned to achieve performance within constraints

and their stability is analysed. A linearised model

of the Upwind 5MW reference turbine is used. The

resulting damage equivalent loads are compared

with those for baseline controller and IPC.

This paper confirms that DBC is effective, reduc-

ing the damage equivalent loads by up to nearly

50% relative to the baseline controller. That is 18-

27% more reduction than IPC can achieve on its

own. From the different sensor-controller combi-

nations measuring the in-blade moments near the

DBC actuators is found to be less useful than flap-

wise blade velocities or blade root moments. The

best results are obtained when IPC and DBC are

used together. The results show that it is also im-

portant to examine the effect on other turbine com-

ponents.

Keywords: wind turbine control, individual pitch

control, load reduction, actuator limitations, smart

rotor control, distributed control

1 Introduction

The goal of research into wind turbines is to reduce

the cost of energy. One way to achieve a lower

cost of energy is by reducing the fluctuations of the

loads that act on the wind turbine. This allows the

use of lighter parts or improves the life-expectancy

of parts. The fluctuations can be reduced by using

control to adjust the lift of the aerodynamic profile,

for instance by changing the angle of attack rela-

tive to the wind experienced at each blade or by

adjusting the profile itself.

Individual pitch control [10, 23] is one method to re-

duce the loads on the structure. However, the load

reduction one can achieve with individual pitch

control (IPC) is limited, because one has to ro-

tate the entire blade. This results in two limitations;

on the one hand, the acceleration is limited and

on the other, the response is the same along the

whole blade. Active devices on the trailing edge

that adapt the local aerodynamic shape have been

shown to act quick and the response can be tai-

lored to the location and loads along the blade.

Research has mainly focussed on the aerody-

namic modelling of the devices that can adjust the

aerodynamics, mainly flaps (or deformable trailing

edge geometries) [6, 21], tabs [27, 13] or synthetic

jets [9]. Flaps have been added to a wind turbine

model and were shown to work with a controller in

a simulation [19]. Flaps were also built and shown

to work well in a non-rotating wind tunnel test [25].

Attention has also gone to where the actuators are

most effective [1]. More extensive overviews of re-

cent work were conducted by Barlas and van Kuik

[4] and by Berg et al [7].

Across this work, there was relatively discussion

on the choice of sensor type and sensor location

in combination with the control strategy. This pa-

per compares the performance of different control

strategies based on different sensors.

2 Approach

We examine a linearised aeroelastic model of a

wind turbine at three different average wind speeds

(11, 15 and 20 m/s). A baseline controller is used

for rotor speed and power regulation. IPC is also

designed to reduce static tilt and yaw rotor mo-

ments.

Several combinations of controller structure and

sensor type are explored. We examine two ways



of using the sensors and actuators, one uses the

sensors and actuators separately on each blade

(in rotating coordinates), the other combines the

sensor and actuator signals using modulations of

the rotational speed. Though the control strategies

that are used here are relatively simple, handling

the actuator constraints well and proving stability

are not trivial; this will be further explained.

3 Model
3.1 Aeroelastic turbine model

A linearised aeroelastic model of the Upwind 5 MW

reference turbine [16] is used, which is a slightly

modified version of the NREL 5 MW reference tur-

bine [18]. The model is obtained using Turbu [24].

Turbu generates a linear, time-invariant (LTI) model

of the wind turbine. The model is linearised at

a particular average wind speed and a particular

wake-structure. The LTI model allows the applica-

tion of standard design methods such as LQG, H2

and H∞ and allows stability (margin) assessment.

The aerodynamics are based on a BEMmodel and

a total of 14 annuli were assumed, where the first

and last are only half as wide as the others.

Realistic wind excitation signals are applied to the

blade, representing both stochastic (turbulence)

and deterministic (tower shadow, wind shear) ef-

fects. More specifically, time-series of wind excita-

tion signals are generated for each blade element.

Each signal represents a wind speed realisation

along a helix, corresponding with a volume of air

passing through that part of the rotor. This helix-

based wind modelling approach has the advantage

of low computational complexity and while achiev-

ing an accurate approximation of the effect of 3D

turbulence on the loads of the blade elements [22].

3.2 Baseline and IPC control

The baseline controller is a basic controller con-

sisting of torque control on the basis of a QN-

curve and a proportional-integral action (PI) that

changes the collective pitch angle to regulate rotor

speed. This basic controller is extended with gain-

scheduling, notch filters at the tower frequency and

drive train frequency, a low pass-filter with 20 dB

reduction at 3p and basic transition management

of the cross-over region between rated and below-

rated production.

An example of more advanced control of torque

and pitch angle can be found in [26]

The IPC controller is based on integrator loops

acting on the tilt and yaw moments from which

the tower, 3p and 6p frequencies are filtered out

[10, 23].

Figure 1: The distributed controller uses two actu-

ators on each blade

3.3 Distributed actuator model

The actuator is an active device on the trailing

edge that can effectively change the aerodynamic

properties of the section of the blade the de-

vice is attached to. Because the higher-frequency

(aero)dynamics of the devices are not yet fully ex-

plored and because we did not want to limit this

study to a particular device, we assume generic,

independently controlled actuators that change the

local aerodynamic pitch of the blade.

We assume there are two of these actuators on

each blade. One is located at a radial position

of 50% to 73% of the blade length (the inner ac-

tuator). The second, adjacent to the first, covers

73% to 88% of the blade length (see Figure 1).

The actuators respectively cover 3 and 2 annuli.

These locations and lengths have not been opti-

mised, though earlier work [1] indicates a similar

range.

The change in aerodynamic lift from a step change

in the angle of attack of an aerofoil is not instant

and changes over time. These effects are known

as unsteady aerofoil aerodynamics and dynamic

inflow.

There are various ways of calculating the lift as a

function of time after a change in the angle of at-

tack due to the unsteady aerofoil aerodynamics.

For a sinusoidally oscillating aerofoil, an approxi-

mation of Theodorsen’s solution given in [12]:

C(k) = 1− 0.165

1− 0.0455
k

i
− 0.335

1− 0.30
k
i

(1)

where k = ωc/2U , where ω is the frequency of

the oscillation, c is the chord of the aerofoil, U
is a steady oncoming wind speed and i =

√
−1.

The function C(k) is a transfer function in the nor-

malised frequency k, that gives the phase and am-

plitude relative to a steady (ω = 0) unit change in

the angle of attack.

With equation (1), one can calculate a frequency

ω for which the amplitude of the response remains

within an arbitrary margin of the steady-state re-

sponse. This could be considered a maximum

‘bandwidth’ for the controller. If we demand that

the amplitude of the response should be at least

1/2
√
2 (-3dB) of the steady-state response, the

bandwidth of the controller ought not be more than

5.9 rad/s for the innermost edge of the inner actu-

ator, while one could allow 16.1 rad/s for the out-

ermost edge of the outer actuator. The phase-shift



according to this approximation would be 15°.

More detailed analyses concerning the unsteady

aerofoil aerodynamics have also been performed

for specific actuators, e.g. the effect of variable

trailing-edge geometry [21, 2] and microtabs [13].

The effect of synthetic jets is still being investigated

[9].

Another way to use equation (1) is to recognise

that the approximation indicates that the response

is always within the range 0.5-1, even for high-

frequencies. That means that if we demand that

the amplitude of the response is at least 0.5 of

the steady-state response, the allowed ‘bandwidth’

is infinite. One could therefore also consider un-

steady aerofoil aerodynamics to be an uncertainty

in the control gain and phase.

The dynamic inflow effect of the use of the actu-

ators has been taken into account, as described

in [22], although for frequencies that are multiples

of the rotational frequency, this is not expected to

make a significant difference.

The actuators will also have some dynamics, but

these depend on the type of actuator one chooses

to use. Both the effect of the unsteady aerody-

namics and the actuator dynamics, could possibly

be compensated for if one uses an inverse model

to drive them.

Here unsteady aerodynamics and actuator dynam-

ics have been ignored, but the response of the dis-

tributed controllers is limited both in amplitude and

velocity.

3.4 Constraints

Both the blade pitch mechanism and the dis-

tributed control actuators have physical con-

straints. We have a assumed a maximum pitch

speed of 8°/s and a maximum pitch acceleration

of 16°/s².

For the distributed controller it is impossible to es-

tablish constraints without assuming properties of

a specific device. Most studies investigating con-

trol have so far used flaps; Lackner [19] and Barlas

[5] assume 10% chord length actuators that can

achieve a maximum deflection of 10°and a max-

imum speed of 40°/s. Berg et al. [ 8] assume 20°

and 100°/s respectively, while Andersen et al. [ 1]

assume a 5°maximum deflection. Troldborg [ 21]

showed that turning a curved flap of 10% of the

chordlength through one unit angle, approximately

corresponds to turning the entire aerofoil 42-45%

of one unit angle (depending on the flap geome-

try).

Here we have assumed a maximum rotation of the

aerofoil of ±5°. For the rate of change in aerofoil

Figure 2: Turning a 10% chord length, curved flap

10°corresponds to turning the profile 4.2-4.5°[ 21]

angle a maximum velocity of 20°/s is assumed.

4 Distributed controller design

There are multiple controllers for blade load reduc-

tion using active devices on the blades that have

already been explored. These include proportional

(P) and proportional-derivative (PD) control based

on flapwise blade [1] or tip deflections [8], PID con-

trol based on the tilt and yaw components of the

blade root moment [19] and a smoothed PD with

an additional notch filter based on the blade root

moments in a fixed, non-rotating set-up [25]. From

a control point of view, that leaves a great many

options open for exploration.

For distributed control strategies, where sensors

and actuators are used over a large part of the

structure, it is important to decide whether to use

a centralised or a decentralised controller. A cen-

tralised controller uses all sensors signals to calcu-

late the control action of each actuator. A decen-

tralised controller decides the control action of an

actuator using the measurement of a single sen-

sor (multiple single-input-single-output controllers).

Centralised controllers have the advantage that

they can achieve better performance, because

they have more information available, whereas de-

centralised controllers tend to require less compu-

tational effort, no centralised architecture and can

be very robustly stable if one of the sensors or ac-

tuators fails.

The controllers that have been examined so far are

either decentralised controllers or they act on the

Coleman transform [14] of the sensor and actuator

signals. The transform allows the rotor tilt and yaw

components to be acted on as though they were

separate sensors and separate controllers. This

could be considered to be somewhere in between

a fully decentralised set-up and a fully centralised

controller.

An example of a fully centralised controller would

be the application of an linear quadratic Gaus-

sian (LQG) controller to the Coleman transformed

model. An LQG controller consists of a linear

quadratic regulator (LQR), a gain matrix that calcu-

lates the response on the basis of the states and a

Kalman filter for that estimates those states.



frame controller

structure

velocity in-blade

bending

moment

blade

root

moment

rotating filtered P X X X

rotating IMP X X X

1p mod filtered I X X

1p mod IMP X X

np mod filtered I X

Table 1: Explored controller structure and sensor

combinations

Here an array of possible control sensors and con-

troller structures was analysed under equal cir-

cumstances. The combinations we examined are

indicated in Table 1 (options and combinations are

further explained below). Fully centralised con-

trollers are not examined.

4.1 Sensors

The sensor signals we examined are the flatwise

blade velocities at the centre of each actuator (at

62% and 81% of the blade radius), the in-blade

bending moments at the innermost part of each

actuator (at 50% and 73% blade radius) and the

blade-root-moments.

4.2 Controller structure

The controller structure was also varied. We exam-

ined controller structures based on simple filters,

the internal model principle (IMP) and a controller

based on modulations at multiples of the rotational

frequency (np-modulated)

4.2.1 Filtered controllers

For the signals in the rotating domain, one basic

structure is a filtered proportional (P) controller.

The filters consist of real-valued poles and zeros

for which the location was part of a controller opti-

misation. This is further discussed in section 4.4.

The option of absolute velocity feedback in combi-

nation with filters is examined a bit more in depth.

For the 1p-rotationally modulated signals, the con-

troller is a filtered integral (I) controller. For these

signals, the filter consists of band-stop filters at

multiples of the blade-pass frequency, i.e. at

3p,6p,9p,. . . , depending on what is appropriate at

that particular modulation.

Skyhook control

Proportional absolute velocity feedback is also

known as skyhook-damping and is a well known

concept in the field of active vibration control (e.g

[3]). For further reading in the field of active vibra-

tion control, the reader is referred to [15, 20].

With skyhook-damping, the absolute velocity at a

point on a structure is measured and an actuator is

used to generate a force that is proportional but in

opposite direction to the measured velocity. If the

sensor and actuator are co-located this is a very

robust control approach, because the sensor and

actuator can only absorb energy. It is equivalent

to a damper attached to a non-moving coordinate

system (hence the name sky-hook damping).

If we differentiate or integrate the velocity signal to

obtain acceleration or position feedback and use

that for control, we get control structures that are

equivalent to added mass (acceleration feedback)

or a skyhook stiffness (position feedback). Be-

cause these are all ’passive’ control strategies, (i.e.

they cannot add energy to the system) that also

means that if multiple of such loops are applied to

a structure, they must all remain stable (assuming

we have ideal sensors and actuators and no de-

lays).

In our model, the control action corresponds to

a local change in the aerodynamic pitch of the

blade. This results in a change of the lift and drag

forces on that section of the blade, with the largest

change in the flat-wise direction. To make sure the

control force and the measured velocity act along

the same axis, we have used the velocity of the

blade in flat-wise direction. It is difficult to measure

the true absolute velocity, but a common approx-

imation is the integrated signal of an accelerome-

ter. This might give some drift problems at very low

frequencies, on the other hand, very low frequency

(≪1p) changes in the loads represent changes in

the rotor-average wind and ought to be taken care

of by the baseline controller. This means that the

drift problem can be solved using a high-pass filter

at a low frequency.

Because we used multiple poles, the filter can not

be considered completely equivalent to a damper,

mass or stiffness and the ’passiveness’ of the con-

troller is not guaranteed. A Coleman transform

of the filters at the selected operating point was

combined with the linearised model to verify ana-

lytically that the controller remains stable (see ap-

pendix A).

4.2.2 IMP

Another structure is based on the internal model

principle (IMP). In this case the model that is as-

sumed is a representation of the main load com-

ponents at the rotational frequencies.

For the control in rotating coordinates, the IMP

controller consists of a combination of inverse-

notch filters at multiples of the rotational frequen-

cies p. Each of these subfilters consisted of a real

valued zero and 2 complex-valued poles. The fre-

quency of the poles is kept at 1p,2p,3p depending

on the subfilter. The optimisation is allowed to vary

the damping of the poles (i.e. the Q-factor of the

filter), the location of the real-valued zero and the
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Figure 3: Structure of mmDBC

gain of each filter.

The combination of IMP control with velocity feed-

back is similar to the use of tunable vibration ab-

sorbers (e.g. [11]). Tunable vibration absorbers

are commonly used to target specific excitation or

structural frequencies.

For the Coleman transformed sensor signals, the
IMP controller structure is targeted at the asym-
metric rotor loads (tilt and yaw rotor loads) at the
frequencies 0 and 3p in fixed frame, equivalent to
1p, 2p and 4p frequencies on the rotating blade (3p
blade flapping is symmetric, and can be controlled
using the axial component of the Coleman trans-
formed signals). According to the internal model
principle, in order to completely reduce 0p and 3p
loads on the rotor, the controller should consist of
an interconnection of an integrator and an inverse
notch at the 3p frequency. In practice, since the ro-
tational frequency of the rotor varies, the notch is
substituted by a lightly damped second order filter,
resulting in the following IMP controller structure:

CIMP (s) = G0

1

s
F0(s)

︸ ︷︷ ︸

0p control

+G3

2c(3p)s

s2 + 2c(3p) + (3p)2
F3(s)

︸ ︷︷ ︸

3p control
(2)

where F0(s) and F3(s) are suitable filters, and 2-

by-2 gain matrices G0(s) and G3(s) are computed

by using static output H∞ optimization.

The IMP controller is designed for a model in the

fixed reference frame, and hence has the advan-

tage that the wind turbine model is time-invariant,

i.e. it does not depend on the azimuth angle. This

allows the use of advanced controller design tech-

niques for linear systems with guaranteed closed-

loop stability. A disadvantage of this controller

structure is that actuator constraints cannot be ex-

plicitly appropriately handled due to the 3p band-

pass filter in the controller.

4.2.3 Multi-rotational modulated control

(mmDBC)

The idea behind multi-rotational modulated control

(mmDBC) is to use a set of coordinate transforma-

tions to transform the blade flapwise loads at fre-

quencies multiple of the rotational frequency (1p,

2p, 3p, etc.) to static loads in other coordinate sys-

tems [23]. These coordinate transformations are

referred to here as multi-rotational modulations. An

np-modulation, n=1,2,3,. . . , transforms the blade

bending moments M1,M2,M3 at and around the

np frequency to quasi-static loadsMnp
c ,Mnp

t ,Mnp
y .

These loads can then be reduced by using simple

integrator-based control structures. The outputs

of these controllers θnpc , θnpt , θnpy need to be trans-

formed back to the original blade coordinates and

are added up for the various modulations to create

the desired angles for the actuators on the blades

(see Figure 3).

In contrast to the IMP approach, where the con-

trol structure involves narrow band pass filters at

the frequencies at which reduction is required, the

mmDBC approach results in integral control struc-

tures that significantly simplify the implementation

of schemes for dealing with actuator limitations

(anti-windup schemes). A method for translat-

ing the original constraints of the distributed con-

trol devices to constraints in the np-modulated

coordinate systems has been developed. The

method distributes the available actuation freedom

betweeen the different control loops (see Figure 3)

according to the required control activity in each

loop.

A disadvantage, on the other hand, is that the wind

turbine model in these transformed coordinates is

dependent on the azimuth angle1, which makes

the application of linear controller design and anal-

ysis tools not directly possible.

The azimuth dependency introduces parasitic 3p

and 6p effects on the outputs of the model, but

these can effectively be notched out in the con-

troller, resulting in an input-output behaviour that

can well be approximated with a linear time-

invariant model. One way to construct this approx-

imate linear model is by using system identification

methods on input-output data obtained by simulat-

ing the np-modulated model with low frequency ex-

citation (with a bandwidth of, say, 0.1 Hz) on the

inputs θ
(np)
c , θ

(np)
t , θ

(np)
y .

4.3 Stability analysis

We use different methods to establish stability, de-

pending on the control strategy. For controllers that

use measurements in the rotating domain, it was

realised that they could be Coleman-transformed

to a linear controller in the non-rotating coordinates

(see appendix A). Combined with the linear wind

turbine model this results in a linear model that can

be analysed with linear methods. The controllers

1Exception is the 1p-modulation, also called Coleman trans-

formation, that results in azimuth independent linear time-

invariant model.



based on the Coleman transform are already in an

LTI format.

For the multi-rotational modulated controllers, a

Floquet analysis is used to establish stability. Such

an analysis is described for instance by [17].

Both the Floquet analysis and the Coleman trans-

form are limited in their validity by the assumption

of a constant rotor speed and linear base-line con-

trol. Therefore the time-series of the controller sig-

nals from the distributed controllers were also ex-

amined.

To establish robustness, additional simulations

were done where the gains and the delays of the

actuators on the blades were varied independently.

Because of the different gains for the actuators,

the blades are no longer equal and a Coleman-

transform of the controller will not yield a time-

invariant linear model. Therefore the time-series

were examined. With gains varying between 0.5

and 2 times their original value and delays up to

0.1 second, the time-series showed no sign of in-

stability.

4.4 Optimisation

For the filtered and IMP controllers in rotating co-

ordinates, an optimization program is used to se-

lect the filter gains and pole and zero locations.

The optimization algorithm is a localised random

search for the parameters that are allowed to vary.

The results can therefore only be guaranteed to be

locally, but not globally, optimal. The algorithm op-

timized the variables to obtain a minimum design

equivalent load on the flatwise blade root moment,

while making sure that the controller remained sta-

ble and that its output did not exceed the actuator

constraints in a 500 second simulation.

The optimisation of the filters occurred on a lin-

earised model with a linearised baseline control

and individual pitch control at an average wind

speed of 15 m/s.

As expected, it appeared in the optimisation that

the constraints of maximum amplitude and speed

of the actuator, rather than the stability constraint,

resulted in limited gains of the distributed con-

troller.

5 Results

It would not be practical to discuss all examined

controllers here. We will limit ourselves to the

two combinations that gave the best results: ro-

tating, filtered velocity feedback (’skyhook’) and

multi-rotational modulated, filtered integral feed-

back (mmDBC) of the blade root moments.
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Figure 4: Controllers with optimised filters for ve-

locity feedback at the outer actuator location show

similar response

5.1 Resulting velocity feedback con-
trollers

Figure 4 shows the bode response of the result-

ing (decentralised) controllers for the outer actu-

ator. These controllers are all based on velocity

feedback in the rotating frame, but have varying

structures.

The structures used are proportional controllers

with filters consisting of 1 pole (1p), 2 poles (2p), 2

poles and 1 zero (2p1z), 3 poles (3p) and 3 poles

and 1 zero (3p1z). These ’p’s denote the number

of poles, not multiples of the rotational frequency

of the turbine. The figure also shows the optimised

result of a controller based on an IMP controller

aimed at 1, 2 and 3p.

The response of each of these optimised con-

trollers shows a very similar trend, in the frequency

region depicted, i.e. a 20 db/decade declining am-

plitude and a 90 degree phase shift. At low fre-

quencies the response is constant. This effectively

corresponds to the response of a first order low-

frequency high-pass filter, applied to an integral

controller. This control applied to a velocity feed-

back signal is similar to proportional displacement

feedback combined with a high-pass filter. This is

similar to some of the controllers used in earlier

publications ([1, 8]). In combination with the veloc-

ity feedback controller, the filter with 2 poles per-

formed best. One of these poles was located at a

low-frequency, the other at high frequencies.

5.2 Simulation results

We examined the effectiveness of the controllers

at three different wind-speeds, i.e. 11, 15 and 20

m/s. At 11 m/s we used the non-linear baseline

controller as described in section 3.2. At 15 and 20

m/s we used linearised versions of the controller,

without gain-scheduling. Some time-lag was in-
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Figure 5: Spectrum for 15 m/s wind with distributed

control options

cluded in the simulation, to prevent instant feed-

back in the system. In the simulations, we have not

adjusted any of the parameters of the distributed

controllers as a function of the rotor or wind speed.

The design equivalent loads are calculated for a

composite material with a fatigue exponent of 10

for one timeseries of 500 seconds at each wind-

speed. As a measure of the control effort, the root-

mean-squared (RMS) of the pitching velocity of the

blade as a whole and the distributed actuators are

also investigated. These are shown in Table 2.

The results show that a reduction of the design

equivalent load of up to 47% is possible.

Figure 5 shows the spectrum of the flatwise blade

root moment loads for various control options. The

skyhook controller is actively reducing the loads

over a much wider part of the spectrum. At 2 Hz,

there does seem to be some amplification of the

loads. The mmDBC controller mainly achieves its

reduction at 1 and 2p and achieves a significantly

higher reduction at 1p than the skyhook controller.

Figure 6 shows a time-series of power and pitch

angle for the non-linear controller with 11 m/s av-

erage wind. The figures show that there is no sig-

nificant change in power production relative to the

baseline controller, but do show that the pitching

with the mmDBC controller is less than for skyhook

control.

Figures 7a and 7b show pitch angle of the dis-

tributed actuators on the blade and the blade root

moment of one of the blades for part of this time-

series. It shows that skyhook and mmDBC both

reduce the variation of the loads, but with different

control actions. Smart rotor control also affects

tower motion. Table 3 shows the ’design equiva-

lent translations’ (a rainflow count of the displace-

ments) of the tower top. Skyhook control can de-
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Figure 6: Power production and pitch angle in a

simulation with 11 m/s wind, with distributed con-

trol options
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(a) Distributed pitch angle
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(b) Blade root moments

Figure 7: Results for part of the time series of a

simulation with 11 m/s wind, with distributed con-

trol options



crease the motions in both fore-aft and side-to-side

motion. mmDBC on the other hand, tends to have

an overall detrimental effe ct on the motions. This

may be amended with extra notch filters.

A side effect of employing skyhook control is that

the gain margin for the individual pitch controller is

increased. Initial investigations show that optimis-

ing the optimal velocity feedback in combination

with individual pitch control allows for even more

reduction in the design equivalent load. This is

mostly due to extra suppression of the 1p compo-

nent in the loads. It can be expected that mmDBC,

which already suppresses this frequency very ef-

fectively, will benefit less.

6 Conclusions, discussion, fu-
ture work

We examined different combinations of controller

structures and sensor signals for reducing the flat-

wise blade root moments. The most effective of

these were absolute velocity feedback (skyhook)

with a filter that is similar to an integrator in com-

bination with a high-pass filter and a non-linear

controller based on modulation of the blade root

moments at multiples of the rotational frequency

(1p,2p,3p) (mmDBC).

The results show that distributed control within the

chosen constraints can reduce the blade root mo-

ment significantly: nearly 50% in design equivalent

load.

We saw that the multi-rotational modulated con-

trol was considerably better at reducing the 1p

loads than that the skyhook controller and resulted

in significantly reduced efforts for blade pitching.

The skyhook controller, on the other hand, showed

overall better performance and reduced loads over

a wider frequency range.

A significant reduction of the tower-top motions,

both fore-aft and side-to-side, was observed for

skyhook control, but applying mmDBC resulted in

an increase. This shows it is important to look at

more variables than just the one being minimised.

To improve the result for mmDBC either a notch

filter can be included or an extra loop for tower

damping can be added.

An absolute velocity feedback controller combined

with an integrator is similar to a proportional dis-

placement feedback controller. We already dis-

cussed that others also used proportional dis-

placement feedback controllers, ([1] and [8]). An-

dersen et al. remark on the use of the PD controller

for displacement feedback: Using a PD regulator

instead of a P regulator will make the flaps roughly

twice as efficient. The efficiency meant here is the

amount of reduction for a unit of effort of the actu-

ators. A PD controller for displacement feedback

is equivalent to an integral controller for velocity

feedback with a significant proportional component

at high frequencies. The controllers that we found

showed no significant proportional part at high fre-

quencies, while the controller structure did allow

for it.

There can be several causes for this difference,

first of all, the controllers we examined were se-

lected on maximum performance within the actua-

tor limitations, the controller designed by Andersen

et al. was designed for maximum performance at

a particular control effort. Other causes of the dif-

ference could be the different constraints on the

controller or the inclusion of a different time lag in

this study.

If one uses IPC and/or distributed blade control for

load alleviation this ought to result in lower induc-

tion in parts of the swept area with higher wind and

higher induction for parts with lower wind speeds.

Especially for situations with strong wind shear,

with an average wind below rated this could affect

the wake structure. This might also result in power

loss. For the wind speeds we examined, even at

slightly above rated wind speeds, no power loss

was observed.

Acoustic noise can also be affected. Noise is

assumed to be caused by the turbulence in the

boundary layer and the volume of the noise is as-

sumed to affected by the thickness of the bound-

ary layer. The thickness of the boundary layer is

affected by the camber, but could also be affected

by the motion of the wind turbine blade.

Future work

Despite the encouraging results there is still much

to be examined, both in a wider context of the en-

tire turbine and specifically for the controllers that

are designed for distributed blade control.

Further research should include:

◦ non-linear simulation of the wind turbine

◦ an examination of how distributed blade con-

trollers affect extreme loads.

◦ a study where a dynamic model of the change

in lift as function of time is and a dynamic model

of the actuators is included that also examines

whether these dynamics can be compensated

for using inverse models. An analysis on the

aerodynamic limitations due to non-linearity and

stall should be included.

◦ a study examining how velocity, position and ef-

fort constraints affect controller design and max-

imum obtainable performance

◦ a strategy for below-rated operation should be

further examined, minimising noise and loads

and maximising power are likely to require con-



flicting actions.

◦ a comparison of the decentralised control strat-

egy and a LQG controller applied to the Cole-

man transformed model should be examined to

establish how the performance of these con-

trollers compare.

◦ it should be examined whether a combination of

multi-rotational modulated individual pitch con-

trol and velocity feedback control results in even

better performance.

◦ the reduction of the tower-top-motions observed

for skyhook control may benefit the stability of

the individual pitch controller and baseline con-

troller. It should be examined whether the notch

filters that are employed now to filter out some

of these motions are still needed in combination

with distributed blade control.

◦ a study aimed at the effects on the design equiv-

alent loads of other parts of the wind turbine

(mainly hub, nacelle frame and tower)

◦ an optimisation of the choice of location, length

and number of devices in combination with vary-

ing control strategies to confirm the results pre-

sented in [1].
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A Coleman transform of
isotropic state space ma-
trices

We want to show that controllers acting on local

signals on the rotor result in a stable system. A

practical way of doing so is Coleman transform-

ing the control strategies to the ’fixed frame’, Cole-

man domain and combining that with the Coleman

transformed model of the wind turbine.

Let’s assume we have the filters of the control func-

tions of each blade organised in a state space sys-

tem:

ẋ = Ax+Bu (3)

y = Cx+Du (4)

where x are the states of the filter, u is the input

and y is the control function.

A.1 Applying a general coordinate
transformation

We wish change the states to Coleman trans-

formed states by applying3:

xcm = C−1
cmx (5)

and we want a new set of statespace equations like

3 and 4, where ẋcm depends on xcm. Starting at

equation (5):

ẋcm = ˙(

C−1
cm

)

x+C−1
cmẋ

= ˙(

C−1
cm

)

Ccmxcm +C−1
cm (Ax+Bu)

= ˙(

C−1
cm

)

Ccmxcm +C−1
cmACcmxcm +C−1

cmBu

=
(

˙(

C−1
cm

)

Ccm +C−1
cmACcm

)

xcm +C−1
cmBu

(6)

We have used the fact that equation (5) implies x =
Ccmxcm to get rid of terms containing x.

We will also want our in- and outputs as Coleman

Coordinates. Thus equation (6) becomes:

ẋcm =
(

˙(

C−1
cm

)

Ccm +C−1
cmACcm

)

xcm

+C−1
cmBCcmIucm (7)

Note that the matrix CcmI used to transform the

inputs is not equal to the matrix Ccm used to trans-

form the states. It contains similar elements, but

the size must match the number of the inputs u

rather than the number of states x.

We can now write a Coleman form of equation (4):

ycm = C−1
cmOCCcmxcm +C−1

cmODCcmIucm (8)

whereCcmO is used as a transform for the outputs.

So far, these equations hold for any transforma-

tion, as long as the inverse of the transformation

and its time derivative exist.

A.2 Applying Coleman transforma-
tion with a constant rotor speed

Now lets have a look at what happens when we

employ the Coleman transformation for a set of 3

states that are spaced 120 degrees apart on a cir-

cle:




x1,cm
x2,cm
x3,cm



 = C−1
cm





x1
x2
x3





3The inverse is due to the definition of the Coleman matrix



where:

Ccm =





1 sinψ1 cosψ1

1 sinψ2 cosψ2

1 sinψ3 cosψ3



 (9)

Here, the angles ψ are the angle of each blade

with respect to the vertical. That means that as the

wind turbine rotates, these values vary; they are

time-varying. For the 3 blades turbine:

ψ1 = α, ψ2 = α+ 120◦, ψ3 = α+ 240◦ (10)

where α is the azimuth.

The inverse of the Coleman matrix is simply:

C−1
cm =





1⁄3 1⁄3 1⁄3
2⁄3 sinψ1

2⁄3 sinψ2
2⁄3 sinψ3

2⁄3 cosψ1
2⁄3 sinψ2

2⁄3 sinψ3



 (11)

Now we want to apply these matrices to all the

states and obtain the correct matrices to apply in

equations 7 and 8

Each filter can be defined by their own set of state-

space equations:

ẋb1 = Ab1xb1 +Bub1 (12)

yb1 = Cb1xb1 +Db1ub1 (13)

with

xb1 =











x1b1
x2b1
x3b1
...











and:

Ab1 =











a1,1b1 a1,2b1 a1,3b1
a2,1b1 a2,2b1 a2,3b1 . . .
a3,1b1 a3,2b1 a3,3b1

...
. . .











We will organise the states in groups of 3, i.e.:



































x1b1
x1b2
x1b3
x2b1
x2b2
x2b3
x3b1
x3b2
x3b3
...



































which means that:

A =























a1,1b1 0 0 a1,2b1 0 0
0 a1,1b2 0 0 a1,2b2 0
0 0 a1,1b3 0 0 a1,2b3 . . .

a2,1b1 0 0 a2,2b1 0 0
0 a2,1b2 0 0 a2,2b2 0
0 0 a2,1b3 0 0 a2,2b3

...
. . .























(14)

That means that the transform matrix looks like:

Ccm,big =











Ccm 0 0
0 Ccm 0 . . .
0 0 Ccm

...
. . .











(15)

And for the inverse:

C−1
cm,big =











C−1
cm 0 0
0 C−1

cm 0 . . .
0 0 C−1

cm

...
. . .











(16)

We are almost, there we just need the time deriva-

tive of this function, we will assume that α = ωt

˙C−1
cm,big =













˙C−1
cm 0 0

0 ˙C−1
cm 0 . . .

0 0 ˙C−1
cm

...
. . .













(17)

where:

˙C−1
cm =





0 0 0
2
3ω cosψ1

2
3ω cosψ2

2
3ω cosψ3

2
3ω sinψ1

2
3ω sinψ2

2
3ω sinψ3



 (18)

So now we can combine these with equation (7).

Lets have a look how it this works out for the multi-

plication C−1
cmACcm.

Due to the structure of C−1
cm and Ccm the top left

corner of the resulting matrix is:

C−1
cm





a1,1b1 0 0
0 a1,1b2 0
0 0 a1,1b3



Ccm (19)

If we assume that the filters are isotropic (the same

on each blade) that means: a1,1b1 = a1,1b2 =
a1,1b3 = a1,1 and equation (19) simplifies to:



a1,1C
−1
cm





1 0 0
0 1 0
0 0 1



Ccm

= a1,1C
−1
cmCcm

= a1,1





1 0 0
0 1 0
0 0 1



 (20)

This is equal to the original matrix in equation (14).

In fact one can show that due to the fact that the

filters are equal, equations 7 and 8 simplify to:

ẋcm =
(

˙(

C−1
cm

)

Ccm +A
)

xcm +Bucm (21)

ycm = Cxcm +Ducm (22)

Remains the part ˙(

C−1
cm

)

Ccm. Lets examine the

top left part of this multiplication:





0 0 0
2
3ω cosψ1

2
3ω cosψ2

2
3ω cosψ3

2
3ω sinψ1

2
3ω sinψ2

2
3ω sinψ3









1 sinψ1 cosψ1

1 sinψ2 cosψ2

1 sinψ3 cosψ3





=





0 0 0
0 0 ω
0 −ω 0



 (23)

These items only occur for the ’on-diagonal’ ele-

ments. Thus, if we wish to write equation (21) as:

ẋcm = Acmxcm +Bucm (24)

then the matrix Acm:

Acm =























a1,1 0 0 a1,2 0 0
0 a1,1 ω 0 a1,2 0
0 −ω a1,1 0 0 a1,2 . . .
a2,1 0 0 a2,2 0 0
0 a2,1 0 0 a2,2 ω
0 0 a2,1 0 −ω a2,2

...
. . .























(25)



DEQL

(MNm)

Reduction RMS

(Blade

pitch

velocity)

Reduction2 RMS

(Profile

pitch

velocity)

11 m/s, nonlinear

baseline control

baseline 6.73 - 0.382 65.6% 0

IPC 6.38 5.2% 1.11 - 0

mmDBC 5.36 20.4% 0.369 66.7% 2.98

mmDBC + IPC 5.32 21.0% 0.531 52.2% 2.59

Skyhook 2p 5.43 19.3% 0.393 64.6% 3.64

Skyhook 2p + IPC 5.22 23.4% 1.08 2.7% 3.58

15 m/s, linearised

baseline control

baseline 9.40 - 0.248 85.6% 0

IPC 6.86 27.0% 1.72 - 0

mmDBC 5.66 39.8% 0.239 86.1% 3.40

mmDBC + IPC 5.41 42.4% 0.925 46.2% 3.47

Skyhook 2p 6.21 33.9% 0.249 85.5% 5.88

Skyhook 2p + IPC 5.03 46.4% 1.60 7.0% 5.68

20 m/s, linearised

baseline control

baseline 11.0 - 0.165 91.0% 0

IPC 8.88 19.3% 1.84 - 0

mmDBC 6.79 38.3% 0.157 91.5% 3.47

mmDBC + IPC 6.63 39.7% 1.02 44.6% 3.40

Skyhook 2p 6.82 38.0% 0.165 91.0% 6.97

Skyhook 2p + IPC 5.79 47.4% 1.68 8.7% 6.80

Table 2: Effect of control strategy on damage equivalent blade root moments and control effort in 500 second

simulations

DEQL

(Tower

fore-aft)

Reduction DEQL

(Tower

sideways)

Reduction

11 m/s, nonlinear

baseline control

baseline 7.27e-3 - 1.22e-3 -

IPC 7.49e-3 -3.0% 1.25e-3 -2.4%

mmDBC 6.75e-3 7.2% 1.40e-3 -14.0%

mmDBC + IPC 6.68e-3 8.2% 1.29e-3 -5.5%

Skyhook 2p 6.23e-3 14.3% 1.20e-3 2.1%

Skyhook 2p + IPC 6.34e-3 12.7% 1.18e-3 3.9%

15 m/s, linearised

baseline control

baseline 5.59e-3 - 3.60e-3 -

IPC 5.60e-3 0.9% 3.45e-3 4.4%

mmDBC 5.85e-3 2.8% 4.34e-3 -20.3%

mmDBC + IPC 5.91e-3 3.0% 5.05e-3 -40.2%

Skyhook 2p 3.33e-3 26.4% 3.43e-3 4.8%

Skyhook 2p + IPC 3.34e-3 26.9% 3.42e-3 5.11%

20 m/s, linearised

baseline control

baseline 7.73e-3 - 4.69e-3 -

IPC 7.75e-3 0.3% 4.64e-3 -0.9%

mmDBC 8.41e-3 -8.8% 6.51e-3 -38.9%

mmDBC + IPC 8.84e-3 -14.4% 6.48e-3 -38.3%

Skyhook 2p 5.34e-3 31.0% 3.63e-3 22.6%

Skyhook 2p + IPC 5.31e-3 31.3% 3.56e-3 24.1%

Table 3: Effect of control strategy on tower top ’design equivalent translation’
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