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Abstract

This report presents the research activities and achiewgdtseon extreme event recognition
(EER) and control (EEC). This work has been performed within tamé&work of WP3 of the
SenterNovem proje¢Sustainable Control (SusCon). A new approach to operatelinbines”
with project number EOSLT02013.

An extreme wind gust with direction change can lead to lacgel$ on the turbine (causing fa-
tigue) and unnecessary turbine shut-downs by the supey\dgstem due to rotor overspeed. The
proposed EER algorithm is based on a nonlinear observer @eddtalman filter) that estimates
the oblique wind inflow angle and the blade effective wind spsignals, which are then used
by a detection algorithm (CUSUM test) to recognize extrenanes: The nonlinear observer re-
quires that blade root bending moments measurementsdive@nd out-of-plane) are available.
Once an extreme event is detected, an EEC algorithm is aditlzé (i) tries to prevent the rotor
speed from exceeding the overspeed limit by fast colledilaele pitching, and (ii) reduces 1p
blade loads by means of individual pitch control algorittdasigned in ari ., optimal control
setting. The method is demonstrated on a complex nonlinsatuine model.
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List of Symbols

The following symbols (with SI dimensions) are used in the {s&t also Figure 1 for visualiza-
tion of some wind speed definitions):
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cord length of blade elemeunt,

lift, drag, and pitch-wise torque coefficients,

Prandtl’s tip and root correction term,

lead-wise (in-plane) and flap-wise (out-of-plane) bladeot bending moment,
(= [M}, M2, M3, ML M2 M3T) vector of blade root bending moments,
state covariance matrix in the extended Kalman filter,

aerodynamic pitch-wise moment (nose-down positive) ahelet A of bladeb,
aerodynamic forces in normal and leadwise direction fomelet A of bladeb,
annulus-averaged lift component of the aerodynamic farcesrmal direction,
rotor radius,

distance from rotor center to the middle of annulus

breadth of annulug,

blade root radius,

(= 27r40r4) area of rotor annulugd

generator torque reference (output of controller),

sampling time at which the turbine model runs,

sampling time at which the control algorithms run,

mean undisturbed wind speed in the longitudinal wind fieléation,

axial, yaw-oriented and tilt-oriented componentg/of

equilibrium axial and tangential induction wind speeds,

dynamic term on the axial induction wind speed,

Glauert's correction term to# for oblique inflow,
(=0 + 5UA2/3) axial induction wind speed of annulust3 R

transport velocity of the wake,

annulus-averaged transport velocity including Prandfisdot correction term,
bladeb effective wind speed,

equilibrium normal and lead-wise effective wind speed atlblelement,
normal and lead-wise effective wind speed variation at eletrd of bladeb,
state of the (reduced) SDS model,

augmented state, consistingaof{us, us, u3]’ andg,

angle of attack of element of bladeb,

additional (tod,,,) yaw misalignment angle for modeling wind direction change
rotor coning angle,

pitch angle reference for bladgoutput of controller),

air density,

angle of attack correction for blade elemehtiue to rotor coning,

pitch angle of element of bladeb,

(= ¢"?) pitch angle of bladé, measured at the blade root,

equilibrium yaw and tilt angles of the wind spe€d(see Figure 1),
azimuth angle of bladg

rotor azimuth angle,

azimuth offset angle due to oblique inflow orientation,

rotor speed,

filtered rotor speed,



Figure 1: De_finitions of}ilt[?tlt, yawp*yw and axialU,,, oriented components of the equilibrium
wind vectorU, and yawg,,, and tilt ¢,;; angles.
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1 Introduction

Extreme wind conditions, such as wind gusts and/or wind tiorchanges, can lead to very large
turbine loads causing fatigue, automatic shut-downs arm deenage to some turbine components.
Such effects could be circumvented by means of timely reciogrof the extreme evenektreme
event recognitioly followed by a promptly and proper control system reaciiextreme event
control). In this report the extreme event recognition (EER) is penfat by means of estimating
the oblique inflow angle (yaw misalignment) together withdalaffective wind speed signals
from measurements on the flapwise (out-of-plane) and le&dfivisplane) bending moments in
the blade roots. These estimates are used to recognize exénaants (wind gusts and/or wind
direction changes), which activates an extreme event @o(EEC) algorithm. The EEC has
on the one hand the purpose of preventing rotor overspeeidi{vean trigger complete turbine
shutdown by the supervisory system) by collectively pitchihe blades toward feather, and on
the other hand to reduce 1p (once per revolution) blade lbgdtsdividually pitching the blades.

The problem ofotor-effectivewind speed estimation has been addressed in the literatiseve
eral occasions, where the usual approach is to estimatetbdymamic torque on the rotéy, (u),
which is subsequently inverted to obtain the rotor-unifavind speed:. The estimation of/,

is done either by neglecting the rotor dynamics and usingtiéc power-wind curve (Thiringer
and Petersson, 2005; Ma et al., 1995), or by considering aleifimpt-order model of the ro-
tor dynamics, i.e. neglecting shaft torsion, (van der Haoiil van Engelen, 2004; Kodama and
Matsuzaka, 2000; Sbarbaro and Pefia, 2000). Recently, somewha advanced models have
been used, including first shaft torsion mode to the rotor dynamsterqaard etal., 2007). In
estimating the aerodynamic torque, the majority of thesthaus rely on the computation of the
time-derivative of the rotor speed measurement, and ara@s\&ry sensitive to measurement
noise as well as to unmodelled higher order dynamics sucbveer tsidewards motion and col-
lective blade lead-lag motion. To avoid this, appropriatefiihg of the rotor speed is necessary,
which inevitably introduces time delay and, hence, sacgfibe performance of the wind estima-
tor. More advanced methods have, though, also been studetdding extended Kalman filter
(Ma et al., 1995), linear Kalman filter in combination with-tracking control loop (Dstergaard
etal., ZOOV), or augmented-state nonlinear filters (SbaramidDeﬁé, 20@0). Still, all these pub-
lications have several things in common: they all assumesorge rotor-effective wind speed
signal, no yaw misalignment, a rigid rotor and tower, and egailibrium-wake aerodynamics
based on static power-wind curves.

To the best of the author’'s knowledge there has been no jitiblicon simultaneous estimation
of bladeeffective wind speeds and yaw misalignment angle, whidn ihe basis of the EER
algorithm developed in this report. More specifically, anraegted state extended Kalman fil-
ter (EKF) is utilized, based on a nonlinear wind turbine moddédis model consists of a linear
structural dynamics module (SDM) on which aerodynamic fe@ed torques are acting as com-

Q
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Figure 2: Turbine simulation scheme
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puted by a nonlinear aerodynamic conversion module (ACkyed by realistic blade-effective

wind speed signals. Compared to the model used in the Kalnten &lmodel of an even higher
complexity is used for simulation and analysis, the maingonents of which are given in block-
schematic form in Figure! 2 (in which the physical meaning ef silgnals is described later on).
These components are:

» 40-th order linearized structural dynamics model (SDMJaoted using the softwareURBU
ﬂvan Engeleﬁ, 20@7), with degrees of freedom in tower fouadgablade flanges and drive
train, and including pitch actuator dynamics,

* nonlinear aerodynamic conversion module (ACM) based @adlelement momentum
(BEM) theory, including

- dynamic wake effects as modeled by €N Differential Equation Model
(Snel and Schepe*s. 1994),

- Glauert’'s azimuth-dependent correction term for the aixidliction speed in case of
oblique inflow (van der Hooft et al., 2007),

- correction on the angle of attack due to rotor coning, asemgnted in the nonlinear
aero-elastic wind turbine simulation tooHRTAS {Lindenburg and Schepe}s, 2001),

* linear blade pitch controller regulating the filtered gexter speed at its rated level (when
operating at above-rated conditions), and consisting ofe@oRtroller in series with low-
pass filter at the 3P blade frequency, notch filter at the firstt@wdeward frequency, and
notch filter at the first collective lead-lag frequency,

* nonlinear generator torque controller based on staticna\ QN-curve at below rated
conditions andcconstant poweproduction above-rated, operating on the filtered generator
speed signal (same three filters used as in pitch controller),

+ additional azimuth-dependent nonlinearities arisimgrfithe Coleman transformations be-
tween the fixed reference frame (in which the input/outputaligjof the SDM are defined)
and the rotating reference frame (in which the signals o6& are defined), see blocks
M (modulation) and D (demodulation) in Figure 2,

* realistic blade effective wind speed signhals are gendratesed on the helix approxima-
tion concept, including both a deterministic term for maaggwind shear, tower shadow,
tilt and yaw misalignment, wind gust, and a stochastic tdmat tnodels blade-effective
turbulence.

The EKF uses a simplified model in which the structural dynamioslehis reduced to order
20, and the ADM model excludes dynamic wake effects, as veetha effects of the structural
dynamics onto the aerodynamics, i.e. the effects of theatiton and deformation of the blades
and the tower onto the apparent wind speeds are neglectede@bwise speeds of the blade
elements resulting from the rotation of the rotor is, of s@imot neglected, only the variations
around these speeds).

Based on the blade-effective wind speeds and oblique inflayleaestimated by the EKF, an
extreme event detection mechanism is used, consisting ofnalative sum (CUSUM) test that
detects (significant) changes in the mean value of the egtthsginals. Once the extreme event
flag is raised by the CUSUM test, an EEC algorithm is activatedabrasists of two components.
The first one is a rotor overspeed prevention algorithm thatediately starts pitching the blades
to feather with the maximally allowed pitch speed, and atsiéi@e time sets the reference gen-
erator torque equal to its rated value. This action has thpgsearto prevent rotor overspeed in
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order to avoid a possibly unnecessary turbine shutdowndguipervisory system. The conven-
tional power control is turned back on when either the (filigretor speed begins decreasing, or
the pitch angles have reached a suitably defined referenge,wahich is a function of the axial
component of the (estimated) wind speed. The last one is cmmif-line under the assump-
tion of rated rotor speed and rated generator torque. Theegsoaf switching the conventional
control algorithm back on is performed in a bumpless mangendans of proper controller state
re-initialization. The second component of the EEC consistsandividual pitch control (IPC)
algorithm aiming at the reduction of 1p blade loads, whighrather large under oblique inflow
conditions. A modern optimak,, control methodology is used for the design of the IPC. This
loads reduction control should be only activated after titerroverspeed prevention system is
deactivated, as their simultaneous activity would reghiegle pitch speeds exceeding the max-
imal allowable speed. In fact, the IPC could, principally,Ileeworking even when there is no
extreme event, although the resulting continuous cyckcl®lpitching might be undesirable. In
the implementation in this report the IPC is only active whemeghe estimated oblique inflow
angle is larger (in absolute value) th&or.

The report is organized as follows. The next section expldiasbtation used throughout the
report, as well as the physical meaning of the used variaBlestion 3 describes the structure and
the main components of the turbine simulation model. Therdtgo for detection of extreme
events in developed in Section 4, while extreme event coigrtie topic of Section'5. The
complete EER-EEC method is tested in simulations in Section 6. @pertris concluded in
Section 7 with some concluding remarks.
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2 Notation

For a scalar or vector variabte v denotes its equilibrium or mean value, while = v — ©

is called the (current) variation around the equilibriuntuea An superscriptm, as inv™,
means that the variable is defined in multi-blade coordiredexbtained by performing a Coleman
demodulation (see Section 4.1) of the signélb being defined in the rotating reference frame).
Subscripts/subscripts and A, as in U, denote the number of the blade € 1,2,3) and
the number of the blade element (= 1,2, ..., Nu,,) for which the variable is defined. For
simplicity of notation it is assumed in the ADM that the numbgblade elements is equal to the
number of annuli, and that the length of tAeth blade element is equal to the breadth of annulus
A. The operatiod ® B denotes the Kronecker product betwegand B, while vec(A) stacks
the columns of the matriXd below each other into one vector. The operatorepresents the
direct sum of matrices, i.ed @ B = blockdiag(A, B). Then-by-n identity matrix is denoted as
I,,, anddy ; is the Kronecker delta function.

ECN-E-08-069 11






3 Turbine Simulation Model

The turbine simulation model represents a typical 3-blagezbntal axis wind turbine (HAWT).
The model consists of an integration of several blocks, a&ls&d on Figure 2. These blocks are
explained in more detail in the following subsections.

3.1 Structural dynamics system (SDM)

The SDM block consists of a linearized model, obtained withstifewvare TURBU n,
’fO?). The model assumes rigid blades and tower, but cordamrees of freedom in the blade
flanges, in the tower foundation, in the rotor shaft, and idetithe pitch actuator dynamics.
Although the blades are considered rigid, there &g, = 14 blade elements per blade, al-
lowing for a better representation of the aerodynamic ®ree computed from the ADM block,
described in Sectidn 3.3. The model (see Figure 2) has:

40 states: positions and speeds in 3 directions for the thladle flange elements and the
tower bottom element, rotational position and speed fotwhedrive-train elements, and 4
states per blade for modeling the servo-pitch actuatoteatiree blades (all states defined
in multi-blade coordinates, see Section 4.1),

+ 130 inputs: 3 reference blade pitch angl€s, one reference generator torgtig 3Nun,
_blade (_alement torqu_eﬁm, 3Ngnn normal forcesqj{g and3N,,, leadwise forceaﬁ, all
in multi-blade coordinates, and

133 outputs: rotor spe€d, 3 blade root out-of-plane bending momen{s™, 3 blade root
in-plane bending moment/™, 3N,,, blade element pitch angle{ﬁgbAvb)cm, 3Nunn
normal veIocities{éVnA’b)m and3Ng,, leadwise veIocitieS(SVlA’b)Cm, also in multi-blade
coordinates.

The inputsd“™ andT, are controlled inputs, the outputs M ™, and M ™ are assumed mea-
sured, and the remaining inputs and outputs are used focameecting the SDM with the ADM.

3.2 Wind generation

The generated blade effective wind speeglfave two components: a deterministic component
which is the same for all blades and is used to represent wistsgwind shear and tower shadow,
and a stochastic turbulence component, which is computelednasis of the helix interpolation
algorithm, described Appendix C. These blade-effectivevgipeeds are computed in such a way
that the resulting flapwise blade root bending moments ajupiate (in terms of spectrum) those
arising from a three-dimensional wind field turbulence. Thebleffective wind speed signals
are defined in longitudinal wind field direction (i.e. paralielthe undisturbed wind vectdr).

In addition to that, an oblique inflow angleis generated by the wind generation module, which
represents yawed flow.

3.3 Aerodynamic module (ADM)

The ADM consists is summarized in an algorithmic form as feo
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Algorithm 3.1 (ADM)

Given

Equilibrium values and parameters frofURBU: Usy, Uy, Uns, U, VA, VA, VA, 6492, qﬁ;ﬁ’,
Qﬁib, G ra, ca, Sa, 0ra, R, C, p, Cr(a), Cp(a), Car(a).

From SDM:, 3¢, 6V,i+°, sv;A40

From wind module3, u

From ADM at previous time instansU;*

Step 1 Compute transformation matrik(3) mapping longitudinal wind field direction (direc-
tion of U) to the axial, yaw and tilt direction (see Figure 1):

U:V@$+Uﬁ+Ui,

gZ_)yw = arctan ( L_U[ZZ ) sgn (Uyw) ,

&tlt = arccos UQUJFUJ“D sgn (Utlt) 1)
11 (ﬁ) COS(¢tlt) COS(¢yw + /6)

T(ﬁ) = TQ(ﬁ) = COS(¢tlt) Sln(¢yw + ﬁ)

13 sin ¢y

Step 2 Compute undisturbed wind speeds, including current bleffiestive wind speed varia-
tionsu, (containing turbulence and wind gusts):

e
Uyﬁw = T(ﬁ)U,
Us
Yb = w+ ,b=1,2,3.
uft = -3 Zb 1 “b: (2)
Sup = up — ult,
e Ul
Upid™™ | = |Upw | +T(B)u",
U,B gust UB

tit tit

Step 3 Compute Glauert’s correctiofU; A5 to the axial induction speed

,corr

( 5 sgn (Ugt’g““ , if Uﬁ’g““ = 0.
8,gust
arctan ( % ) , if (Ufwgwt > O)&(Ugtgust > 0).
_ ' Ut B,gust B,gust
01 = ¢ m — arctan U@ et | ), (U™ < 0)&(Uy; >0).
7 + arctan Uﬁ L)), IE Uy < 0)&(U,7" <0). 3)
27 — arctan ( Utg“m - ) if Ufwgmt > O)&(Ugtgwt <0).
\/ Uﬂ gus t UB gust)z
arctan B P Aa/s N
A T Ua —U; 2
oU; ng, éi—RrA tan 5 cos(yb — sy)U; "

Step 4 Compute setting angles of blade elements’, including angle of attack correction
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564 due to rotor coning ()

SR = 2CA sin (,
¢A b ¢A b ¢A R 4 5¢A,b‘ (4)

Step 5 Compute normal/;** and IeadwiseUlA’b effective wind speeds and angle of attacks per
blade element:

UL = oUA - sULY
U gt GA v,
UMt = —(VA+ V)

5ugx

sub, | = T(B)su

ougy, %)
Ulljobq = sin(?) (Ufﬁ,gu‘gt + 5ugw) — cos(y?) (Ugtgwt + ou tlt)
ULt = UM 4 sub, — sUL — VM0
M = UM ub 4 oV

Ab
at = arctan (g ) dAP.

1

Step 6 Compute normal and lead-wise forces and pitch-wise torgeedlade element

s = Yoea (CLlaANUM + Cpfat)t) [ (0) + (U - -j?:;,
s = o (Cuta 2 Cotartt®) (G (0) el O
St — —Lpc? Crs(ah) <(U,§"b)2 N <UZA,b)2> _ gt

Step 7 Update dynamic term on axial induction speEqA to be used in next time instant
(ECN Differential Equation Model):

_ 2 2
Ut = \/ (vt + sub, — U - 5U;‘;”) (Uit + sy, )+ (U + oudy, )
dA’b _ 27ra Uit
3 \/ UAb VAb+5VAb)
F}fx’b = % arccos (e~ (i~ “)dA~b> arccos (e_(”_“‘mf)ﬁ) ,
A_ 13 Ab
Fl=3>iaf’
_ 2 2 2
U = \/ (Ut + o, — FAOA = 0URY) "+ (U + oub, )+ (U + ol )
A Ab
UtrF SZz 1UtrF’
1,7
Sy = T,
(Tf‘ —274 Cos('y))

2 2
Ab Ab Ab
Grripe = S 12PCACL( MU; \/(Un ) + (Uz ) ;
dUu# Eqn,uft*QF;UfUtﬂ,F

a IRF/ A
A A dUP
SUPM — sUP + CET,

(7)
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3.4 Conventional controller

The controller is built up of two loops: pitch control for geatr speed regulation (active above
rated only) and generator torque control for power regoiteaccording to optimak QN-curve
below rated, and constant power above rated). Both looperatiie rotor speed filtered with
a series of low-pass filter at the 3P frequency (4th order s&v€hebyshev type Il filter with
cutoff frequency of 3P — 0.8) rad/s and 20 dB reduction), band-stop filter around the firsetow
sidewards frequency, (2nd order elliptic filter with stop-ban{.85 f.4, 1.15 f,4] rad/s, 30 dB
reduction and 1 dB ripple), and a band-stop filter at the firdectVe lead-lag frequencyj; (4th
order elliptic filter with stop-bandD.8 f;;, 1.05 f;;] rad/s, 30 dB reduction and 1 dB ripple). The
pitch controller is a PI compensator designed to achieverargaigin of 2 and a phase margin of
45 degrees.

3.5 Problem Formulation

In this report, an extreme rising wind gust with simultangaind direction change is simulated.
These have been chosen as specified in IEC 61400-1: 15 m/s risidgyust (on top of the mean
wind U = 15 m/s and the additional blade-effective turbulence) in aoafion with a direction
change ofr20/U = 48°. A simulation of the complete turbine model with the desedlextreme
event occurringy sec after the beginning of the simulation, is shown in FigureO® the top
subplot of the figure the rotor spe€l. (the fluctuating [black] curve), together with its filtered
verS|onQ (the smoother [green] curve) are given. The rated spgduking approximately7.7
rpmis glven by the bottom dotted line, while the overspeetitJiwhich should not be exceeded
as this would trigger the supervisory system to start an gemery stop of the turbine, is given
by the top dashed line. The overspeed limit is set to 15 % abwwedted value (20.3 rpm).

Rotor speed

I
8 10 12 14 16 18 20
Time [s]
x 10° Blade root out-of-plane bending moments

o
N
IS
o

[Nm]

Time [s]
7 Tower foundation fore-aft bending moment

2
g O;\/\/\_/\/\/\/\/\M
Z

ok i

0 2 4 6 8 10 12 14 16 18 20
Time [s]

Figure 3: Turbine simulation under extreme rising gust anelation change &t= 5 sec, without
EEC
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The supervisory system is not modeled in the simulation, sdutbine is not stopped after the
rotor speed exceeds the overspeed limit arauad9 sec. The second subplot in Figure 3 gives
the collective pitch angle of the rotor blades. In the beiigrof the simulation the controller
works at below-rated operation region, and switches to @lpated when the filtered rotor speed
exceeds8.7 rpm (= Q + 1 rpm). The third subplot (middle) shows the generator tordiiee
constant-power control strategy above rated is easilyg@zable by the inverse proportionality
of the generator torque to the filtered rotor speed. The fouwrtiplst gives the three flap-wise
blade root bending moments. The 1p loads, resulting from lbigue inflow, are clearly seen in
the second half of the simulation. Finally, the last (fifth) glab in Figure 3 shows the tower base
fore-aft bending moment.

The purpose of the report is to develop algorithm for extrewemecontrol that

* is capable of preventing rotor overspeed, when possihtk, a

 achieves 1p blade root bending moment reduction.

To this end, the extreme event should be detected at an ¢aghky, svhich is the focus of the next
section.
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4 Extreme Event Recognition

The recognition of extreme events, proposed here, is basedeoestimation of the wind pa-
rametersu, and 3 by means of a nonlinear estimator (EKF), which estimates ane tised in
a CUSUM test for detecting changes in their mean values a#firgstrom extreme wind gusts
and/or extreme wind direction changes. This section desstiiese components in more detail.

4.1 Simplified model

The algorithm for EER utilizes an EKF for the estimation of a shbedaaugmented state?,
consisting of the turbine structural model statand the unknown inputs (i.e. the three blade
effective wind speed signalg, and the oblique inflow anglg). In order to somewhat reduce
the computational complexity of the EKF, it is based on a margkfied model than the one
used for turbine simulation, described in Section 3. This &fiag model also consists of an
interconnection of an SDM and ADM blocks, although their céerjty is somewhat simplified
as described below:

(ADM) The aerodynamics neglects the effects of the movement ofldued and tower onto
the torques and forces acting on the blade elements (witlexbeption of the leadwise
blade element velocity due to rotor rotation, which is, otie®, not neglected). This

boils down to settin@VlA’b = Vlgb Q-9Q) andéV;*" = 0 in Section 3.3. Furthermore,
the blade element pitch angle variations are assumed to fstacd over the blade, i.e.
s¢pM = 54, and are assumed measured at the blade roots. The thirdfgatjui is that

equilibrium wake is considered, being equivalent to sgt«ﬁﬁf = 0 (and skipping Step 7
in the algorithm of Section 3.3). The variations of the axiauation wind speed around
the equilibrium value will then be (approximately) incorpted into the blade effective

wind speed estimates as if there was equivalent longitudiimal speed variation.

(SDM) The order of the structural model which is used for simulatimgwind turbine (being
40), is reduced to 20 using the model reduction by balanesttation technique. In this
way, the 20 least controllable and observable states in thé 8bdel are removed. This
model reduction is performed on the SDM model with all 130 isgoputs, but only the
10 measured outputs (i.8, 6¢°, MS™ and M ™).

(Ts) The model reduction, mentioned above, is performed aftampsng the SDM model to
T = 0.02 sec (the sampling time SDM for turbine simulatiorfis= 0.005 sec).

Define the Coleman transformatidhy(-) (modulation) and inverse Coleman transformation
Tp(-) (demodulation)

1 1 1
To() = = | 2sin(1)  2sin(ws) 2sin(iis)
2cos(1p1) 2cos(th2) 2cos(1s)

, Tar() = |1 sin(pa) cos(ha) | = Tp ().

1 sin(¢y3) cos(vs)

{1 sin (1) COS(%)]

The mapTp is used to transform variables, defined in the rotating refedrame, to the non-
rotating reference frame (e.d/™ = Tp(v)M.), while Ty, is used for the inverse operation.
Using this notation, the simplified model can be compactledbsd in the following state-space
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form _
Structural dynamics:

Tpy1 = Axy + Bov™ + Bgodi™
OM™ = Cuxy + Dév,‘;m + Dgodi™
0y, = Cauy, + DQ(SUzm

5¢)zm = C¢£Ck + Dgév,ﬁm
Coleman (de)modulation: (8)
IMy, = (12 @ T (V) ) OME™

O = Tar(Vr) 07"

édi™ = (Isn,,, @ Tp(Yr))ddy
dvi™ = (Tp(Yr) © 1)dvg,
Aerodynamics:

ddy = fapn (6, 6k, uk, Br)

wherez;, € R™ contains the (reduced) SDM model state,
OMy = [6M, 6MZ, 5MZ, 6 My, SMy, M,

is a vector of in-plane and out-of-plane blade root bendimgnents,dv! = [567, 0T,], € R?
contains the control signals (being the reference bladé pihgles and generator torquej, =
[u1, u2, us)y, represents the blade-effective wind speefls, = [0¢!, 5¢%, 64%];, contains the
blade pitch angles, and

1 1 Nannvl 171 N(LYLTL71 111 Nan’7l71
(5q711’2 e (5q7v , (5ql1 , 5qlN ) (5qt1 , (5q§V )
ddy, = vec 0qn™ ... Oqn T | 0q)" ... g T | gt ... Ogqp ™ (9)
1,3 Nann,3 1,2 Nann,3 1,3 Nann,3
0qn” ... Oqn oq ... 0q 0q, ... 0gqy

k

is a long vector consisting of all blade element normal aad-eise force variations and pitch-

wise torque variations. The functiginpas (6, déx, uk, Bk ) represents the equations (6), rewrit-
ten in terms of the variable)y, d¢y, uk, Bk } by using equations (1)-(5) and under the simplify-
ing assumptions for the ACM, described in the beginning f lection.

The following nonlinear model then relates the inputs to tle@sured outputs
rpr1=Azy + B(Tp(Yr) © 1)6vy + Ba(I @ Tp(¥r)) fapar (62, 0b, ug, Br)

oMy =(I @ Ty (Y1) (Cag, + D(Tp(Yr) © 1)vk, + Da(I @ Tp(Yr)) fFapas (02, 6k, uk, Br))

I =Caqx + Do(Tp(¢y) & 1)dvg,

0k =T (Y1) (Cpxr, + Dg(Tp (V) © 1)dvy,) 10
where the rotor azimuthy;, is viewed as known time-varying parameter singeis needed in
Fapa (092, dr, uk, Bx) but depends only on the rotor spe@dup to time instantk — 1), but
not on€); (and, hence, is not a function of the current state).

The goal is to construct a filter that uses the blade root bendimgient measuremenid;, to
estimate the state, together with the unknown inputs, andgy.

4.2 Augmented-state extended Kalman filter

For the purpose of EER, the unknown inpujsand 3, in model [(10) need to be estimated. One
way to do this is model them as the response of a given stacmagtiel to a random white noise
process, to append this model to the turbine dynamics modetheen use a Kalman filter to esti-
mate both the state of the turbine and the state of the stichasdel from whichu;, and 3, are
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computed. Although blade-effective wind turbulence mediz exist\(van Engelen and Sch\aak,
2007), their parametrization is in practice not an easy.tésknuch more practical approach is
the so-callediugmented-stati€éalman filter technique, which is often used in the literafiorehe
estimation of (time-varying) unknown input signals (dist@ances), see e.g. Kanev and Verhaegen
(Wos) and the references therein. The basic idea behindgpi®ach is to model the unknown
input using aandom walk model

[u’““] = [“’“] + 7, (11)

Br+1 %

wherer;, is a zero-mean white Gaussian process with covariancexm@iri Usually, the co-
variance matrixR, of the noise ternr;, is viewed as design parameter that provides a trade-off
between tracking speed and smoothness of the estimatesinmalicity, it is often selected as
diagonal matrix. Faster tracking of the true signals canlitained by appropriately increasing
the elements of?,, which however results in less smooth (i.e. more noisyyests, and vice
versa.

Basically, the model (11) represents an integrated whitseneariable, so that the output will

have its energy concentrated in the lower frequency bardihance using such model is mostly
suitable for modeling constant or slowly varying signals.e Thade effective wind speeds and
the wind orientation angle are naturally low frequency aignmaking such kind of modeling

sufficient. Given the random walk model (11), the statef the system (10) is augmented with
the unknown inputs, resulting in the following augmentéatesmodel

i1 flz i) By (1)

— N E
Tht1 Az + By(I @ Tp(Yr)) fapn (0%, 6, uk, Br) B(Tp(¢r) ® 1) Tol
Ukt1 | = Ug + 0 vk, + |:I4:| Tk,
Br+1 o2 0

g(x()ivwk)

oMy = (I @Tur)) (Crr + Da(I @ Tp(Yr)) fapa (6, S, uk, Br))

+ (I @ T (Yr)) D(Tp(Yr) @ 1) Svg,
Dy ()

that, using the equations féf2, anddg¢;. in (10), can compactly be written in the form

x%_H = f(xza wk) + ~Bk(wk>6vk + ETka (12)
My = g(xf, Yr) + Di(vr)dvg + e

The signak,,, which is included in (12), is a zero mean white Gaussiangsses with covariance
matrix R., that can be used to represent measurement noise. Of caddsgpnal measurements
can be added to the blade root bending moments in (12) sutte astbr speed and blade pitch
setting angles, as in equation (10). However, this does atitaably improve the quality of
the estimation and hence the measureméfisandd¢, will only be used to parameterize the
nonlinear functionf 4 pas (0Q%, S, uk, Bi)-

An extended Kalman filter (Boutayeb et al., 1997) can now bdieghfo the nonlinear state-space
model (12) to estimate the augmented stgtecontaining the blade effective wind speegsand
the oblique inflow anglg;,. The EKF can be summarized as follows

Algorithm 4.1 (Extended Kalman Filter)
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Initialization 22 = E{ag}, Py = B{(x§ — &8)(x2 — 22)T}.

Step 1 Compute

af(z?,
PRIt Iy
Step 2 Time update
By = F@EE_1,¥k) + Brovgy
Pyp—1 = Ap1Pe1Al_| + ER.E"
Step 3 Compute
dg(x?,
C) = W A

klk—1

Step 4 Measurement update:

1
Ki = Pyp1Cr (CuPrs—1C{ + Re)

p = ;f:zw_l + K (0 M), — g(fﬁm—lv V) — Dké“’f)
Py, = (I - KyCy)Ppj—1

Remark 4.1 The EKF requires the partial derivatives of the nonlinear fiimes with respect to
the state variables. These are analytically computed in Agipef. Of course, they can also be
computed numerically; however, this results in a signift¢éacrease of the computational burden,
as well as in numerical inaccuracies. Another, still compiotaally involved, but derivative-free
alternative to the EKF is the unscented Kalman filter (Wan aad der Merwe, 2000; Julier
etal., 1995). The author’s experience, however, is thatifermhodel described here it often runs
into numerical problems due to the output covariance mdiezoming numerically singular.

4.3 CUSUM test for Extreme Event Detection

The EKF, discussed above, estimates the turbine structudelstater, together with the blade
effective wind speed signalsand the oblique inflow anglg, contained in the augmented state
2% Under normal conditionsy and 3 will be stochastic signals with zero mean value, while
under extreme conditions their mean values will undergoangh. In order that appropriate
extreme event control actions are triggered timely, it isassary to be able to detect such mean
value changes promptly (with small detection delay and nesed alarms), yet accurately (no
false alarms). An algorithm that directly looks at the cotrealues of the estimates, and Br
would be fast but too sensitive to noise and inaccuracidseiestimates, and would trigger many
false alarms:

To circumvent this, a one-sided CUSUM tést (Basseville andfd)l'b\ﬁ, 1993) is used here that
offers a good speed/accuracy trade-off. This algorithm,oimlzgination with the EKF, detects
an extreme wind gust at a very early stage, before any signifinarease of the (filtered) rotor
speed. This makes it possible to react timely by pitching theds, keeping the rotor speed
within allowable limits. The algorithm can be summarizedakivs

Algorithm 4.2 (CUSUM test)

Initialization Choose integerk, (moving window length), (insensitivity parameter}, (thresh-
old) and selﬂg = 1g (vector with initial wind speed estimates),= 0.
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Update Compute
(ku — V)0l _| + g
ku
€, = max (O, €p—1 + Up — ﬁ£ — V) .

af =

Detection If (|lex|l1 > h), setfe.r = 1, else setfe. ;, = 0.

The signak;, € R3, computed by the CUSUM test, remains small under normal gistances.
The first equation in the update step represents a moving avéltag used to estimate the mean
value of the three blade effective wind speed signals. Ifviivel speed estimate,. starts in-
creasinggy will also increase untili;, converges, at which poirtti;, — ﬁg) < v ande will start
decreasing to zero again. In this way, an easy detectionanéh would be to put a threshold
h on the sum of the elements of the vectpr so that an extreme event flag is rais¢d ( = 1)
wheneverlle;|; > h. Oncef,.. gets one, the EEC algorithm, described later on, will be ac-
tivated, aiming at preventing rotor overspeed and redublage loads. This is the subject of
the next section. It should be pointed out at this stage tleektreme event flag.. , can be
pulled-down by either the CUSUM test algorithm above (i.eewle||; < k), or by the EEC
algorithm itself (when it decides that no further pitchirfglee blades is necessary, see Algorithm
5.1). In the later case the extreme event might not have fidislhen the flag is pulled-down, but
the EEC algorithm reckons no (further) action needed.
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5 Extreme Event Control

This section develops and algorithm for EEC that consists ofpavts:

» collective feedforward pitch control for preventing rotaverspeed,

« individual pitch control for blade load reduction.

These two control loops are described in more detail in tHeviahg subsections.

5.1 Rotor Overspeed Prevention

As already shown in the simulation on Figure 3, the conveati&h pitch controller is uncapable

to keep the rotor speed within its limits under extreme windtg. The reason for that is that (a) it
reacts on the filtered rotor spe@@ which is delayed by about 1 sec with respect to the true speed
Q, and (b) it does not respond quick enough. In order to reafetstss possible for preventing
rotor overspeed, once an extreme event flag is raised by the GUEydrithm in Section 4.3, the
EEC starts pitching the blades to feather with the maximalomadble pitch speed under extreme
conditionsémx,ext. This results in fast reduction of the rotor speed, but hassideeeffect a very
large tower base fore-aft moment due to the large reducfidimeorotor thrust force. In order to
limit the tower base moment, after some tifhé... (about 1 sec) the pitching speed is reduced
to the maximum pitch speed under normal conditidhg,.

The conventional generator torque control at above-rateditions was designed to achieve
constant power, equal to the rated power (see Section 3.4} ifiplies a negative generator
torque sensitivity to rotor speed variation, i&7,/0Q < 0. This has a destabilizing effect on
the rotor speed, which is stabilized by the pitch controbathm. However, due to the very
slow dynamics of the pitch actuators, this results in higisaillations of the rotor speed around
its reference (rated) value. At extreme conditions, thistalgilizing effect is removed by using
a constant generator torque curve equal to the rated V&jueThis results, of course, in an
increase of the generated power of up to 10-15%. Whenersthiot acceptable for the power
electronics, the original constant-power generator terrve should be used.

The EEC for rotor overspeed prevention is switched off oncextreme event flag.. ;. is pulled
down to zero by CUSUM algorithm in Section 4.3, or whenever tihehpangled,, gets “close”
to a reference pitch angte.. c..+(Us 75941y dependent on the estimated axial wind spégﬁ““

(see equation (2))
3
> i ) (13)

b=1

w\r—‘

ax,k

Uﬁ gust __ T (

where T} (-) is defined in[(1). More specificallyﬂmf,ext(Uffg“) is defined as the collective
pitch angle that, for axial wind speéﬁf , rated rotor speeft and rated generator torqug,

achieves azimuth-averaged static aerodynamic tofgue Tg. For a givenUff“St, Oref.ext IS
computed by solving the following nonlinear optimizatiomplem

,gust

Orefeat (Uns?"™™) = arg min || 7,(2, 6, Ug?™™t) = Ty|l2.

The functiorﬁmﬁemt(Uﬂﬂ“St) is numerically computed off-line and stored for differeatues of
Sgust gimple linear interpolation is then performed on-line.

To avoid unnecessary on/off switchings of the EEC due to flutingin 6, 7 ¢ ( 5’5’““) hys-
teresis is introduced: the EEC will switch on only when the exie event flag gets raised (i.e.
feee = 1andf.. p—1 = 0) and the current collective pitch angle is at leagf! (e.g.5°) below
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the reference pitch angle. The extreme event flag gets pulled twzero (.., = 0), implying
EEC switch-off, by either the CUSUM test in Algorithm 4.2 (meanthat the extreme event has
ended), or when the difference between the reference pitgre&eﬁezt(ﬁfggg““) and the true
current collective pitch angle drops belav)?!’ (e.g.4°), meaning that no further EEC action is
needed. The rotor speed limitation algorithm is can be sumedas follows.

Algorithm 5.1 (Collective EEC)

Initialization SelectAo”, A0S < Ago”, t,.. = 0.

ee ee’

Step 1 Use the current EKF estimatés and 3, to compute/?9%! using(13).

az,k

Step 2 Run CUSUM test in Algorithm 4.2. . ,, = 0 then set... = 0 and go to Step 5.

Step 3 ComputeAd,.. ;. = Gref,ext(Uflf,fSt) — 13 b
Step 4 If (feeh—1 = 1 ANdAbe i > AOLT) OF (fee o1 = 0 AN A,y > NG

then
switch conventional control off

teec < teec + TSCIETa
91/.; = { ek—l + emx,extT;tr if teee < Ateem

Okt + O T otherwise
Tyr ="1Ty.
else
teec - 07
fee,k = 0.

Step 5 If feep—1 = 1andf.. = 0then

reinitialize conventional pitch control
switch on conventional control

Notice that the conventional pitch and generator torquérotbers are switched off when the EEC
becomes active. The selected EEC strategy causes no trarféetd after the transition from
conventional control to EEC. The inverse transition (back taveational Pl control), however,
should be performed with much care since this can result analarge transient. To prevent this,
the conventional controllers are properly reinitializeddre being switched on. This is described
in Appendix B.

5.2 Blade load reduction

As mentioned in the beginning of Section 5, besides rotorspesd prevention, an important
issue under extreme wind gusts with direction change isabtaation of blade loads. A yawed
wind inflow results in large 1p blade load variations (see Fé@); and a Op (i.e. static) rotor tilt
moment, that can be reduced by means of individual bladé piatrol. This is the purpose of
this section.

For IPC control design purposes, the nonlinear madel (8hésliized at a given operating point,
resulting in the following linear model in Coleman domain

T, Tho1 = f:la:k + B;@Zy + Bzuuzy,
' M]iy = Cux,+ DQZy + Duuzy
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L IPC, 2

Figure 4: Block scheme for IPC design.

where the signalg,’, 6;Y and M, contain the tilt and yaw oriented components of thelti-
bladeblade effective wind speedsg™, blade pitch angleg; and flapwise blade root bending
moments)M ™, respective@. The considered extreme event in this report (gust with toec
change) can be modeled by a nonzero constant tilt-oriemntd f{rst) component imfj’. The
collective pitch control loop has only a negligible influerme the rotor tilt and yaw moments
and has been left out for simplicity. Similarly, the contrél% also barely affect the rotor speed
dynamics and need not be taken into consideration in theettional rotor speed control design.

The goal here is to design a stabilizing controller that usegator momentM,iy as inputs and
computes the control actio@y so as to minimize the low frequency components of the rotor
moments’ signals. In the rotating reference frame thisesgronds to the suppression of 1p load
components in the blades. In order to achieve zero steattyrstar moments, an integral action
will be included in the controller. Furthermore, the contastion should not be too active at
certain frequencies, excited by the external wind distackasuch as the 3p frequengyp, and
eventually the 6p frequencjp and the first tower frequencft.,,. In addition to that, no high
frequency control activity is desired.

To achieve all these performance specificationsHagroptimal controller with integral action
will be designed, optimizing the transfer from the exterinmiuts%y to some suitable chosen
weighted versions of the rotor moments and control actioareMspecifically, Figure 4 provides
an block-schematic view of the IPC design model. In order tduishe integral action into the
controller, the output of the systefh is appended with integrators (one integrator per output),
which integrated model is used for an optintél, controller designC;,.. Once designed, the
final controller is constructed by moving the integratorgdum the design model, to the inputs
of the computed controller (see the area inside the dashed on Figure 4).

Of course, an optimal controller designed based on the i turbine modelZ” will only
remain optimal at the working point at which the model is $irieed. As the working point
continually changes, it is important that once the corgrdflas been designed, its stability and
performance are evaluated at different working points. diueve improved robustness proper-
ties to unmodelled dynamics, &, controller is designed. It should be pointed out that it is
relatively simple to achieve better performance througlioe whole operation range of the tur-
bine by means of gain-scheduling. To this end, an approaucitesito the conventional way of
including gain-scheduling collective pitch control algbms kvan der Hooft et al., 2003) can be

INote that the tilt and yaw components’,?() of the multi-bladewind signals should not be mistaken with the tilt
and yaw oriented components of the wind velocity vector relative to the ptéame (see Figurel1). The former are
obtained as a result of the Coleman transformation of the three axial éfteitive wind speeds and are such that
the yaw-oriented (tilt-oriented) component @f affects (mainly) the yaw (tilt) rotor moment. On the other hand,
the yaw-oriented (tilt-oriented) component of the wind velocity vector maailgcts the tilt (yaw) rotor moment,
respectively.
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Figure 5: Bode magnitude plots of the weighting functid¥ig (left) and11/;; (right)

used, i.e. the gain of the IPC controller can be scheduled asctidén of the pitch angle in such
a way that the DC gain of the resulting open-loop transfection remains constant. Although
this approach falls outside the scope of this report, in atwa application gain-scheduling of
the IPC controller needs to be considered.

In order to comply with these frequency domain design spetifins, the controlleiC;,. is
designed by minimizing thé{,, norm of the closed-loop transfer from the external inmfj’s
to the weighted integrated rotor moments and weighted abatgnals, as shown in Figure 4
(see the generalized output sigrg). To this end, two weighting function$y’,; andW,,, can
be selected with Bode magnitude plots as shown on Figure 5priéducing the left subplot on
Figure 5, the weighting function for the control signals hasmchosen as

Wy (2) = 10(Fhp(2) + F3p(2) Fop(2) Fiow(2) — 2)12, (14)

where F,,(z) is a second order inverse Chebyshev high-pass filters (fnegu, = 4P, re-
duction 20 dB, ripple 1dB), andiz,(z), Fsp(2) and Fy,,,(2) are second order inverse Cheby-
shev bandpass filters with the same reduction and ripple amdplas intervals db.9, 1.1] fsp,
[0.9,1.1] fep and[0.9, 1.1] fi,w, respectively. All filters have been scaled to achieve uni€ D
gain, so thai¥,, computed vial (14) has a DC gain of zero. The so-selected wegghtnction
W, punishes control activity at frequenci¢s.,, fsp, fep and higher. The weighting function
W, on the other hand, puts a frequency domain weighting omtlegiiated rotor moments. As
there is integral action in the controller anyway, the lofequencies need not to be weighted
additionally. Instead}V;; could be used to eventually put some weighting on certaiquiza-
cies within the desired controller bandwidth which are othgse not sufficiently actuated by the
integral type control action. The weighting functi®¥,; used for producing the right subplot
in Figurel5 is a lead-lag filter with lead frequency of 1 rad/dag,frequency of 5 rad/sec and
DC-gain of 20. Notice thall,; acts on the integrated rotor moments. Translating thiseo th
original the rotor moments8/%, this results in some additional weighting of the frequebagpd

[1, 5] rad/sec.

The augmented plant with the integrators and the weightireggilhas then the following transfer
function
t
el
O,

TheH, optimal controller for7“(z) is computed via the following optimization problem

MO WU(q_l)]
Tz): { 2 = |:1T‘“41WM(Q1)T((11)

Kipe = argmin |[F(T7(2), K(2))| oo,
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Figure 6: Simulated (solid blue) and estimated (dotted realjdkffective wind speeds, (top,
left) for case 1, and oblique inflow angle(right) for case 1 (top, right), case 2 (bottom, left) and
case 3 (bottom, right)

whereF(7%(z), K(z)) denotes the closed-loop system,||., denote thé., system norm, and
wherein the optimization is defined over all controll&féz) that have the same number of states
as the augmented modéF(z). For more details on modern robust control design, the rdade
referred td Zhou and Dovlé (1998). The controliey,., designed in this way, will be a MIMO
(2-by-2) transfer function, mapping thetegratedrotor tilt and yaw moments to the tilt and yaw
oriented blade pitch angles. Moving the integrators badkéacontroller results in the final IPC

Tctr

z—1 ]
T;:tr .
z—1

Kt

ipc

= ]Cipc
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6 Simulation

The performance of the complete algorithm, including exgesvwent recognition and control,
is demonstrated on simulation data, obtained with the neali test turbine model described in
Section 3. The model represents a 3-bladed HAWT with rated poig.5MW, rotor radius
of R = 40 m, and rated rotor speed ©f = 1.85 rad/sec. In the BEM module, the blades are
represented bW,,., = 15 elements. The structural model is linearized around an ieguin
point corresponding to rated rotor speed, mean longituidifiad speed ofU = 15 m/s (with
bur = —5.138° [mainly due to tilted rotor] andb,,, = 0.01°) and blade pitch angles of =
7.24°. The values selected for the tuning parameters of the EER and Hiethss are given in
Table 2.

In order to evaluate the performance of the proposed algoritnder different wind gust condi-
tions, three different cases are simulated, as summarizgabie 3. The first case corresponds to
the extreme direction chang&DC) as specified in the norm IEC 61400-1. The EDC consists of
a risingVy,s+ = 15 m/s wind gust with a simultaneous wind direction changgf; = 720/U
degrees. The effects of this on the turbine loads have beenilded in Section 3/5. The second
case corresponds to the same rising wind gusts( = 15 m/s) but a different, smaller wind
direction change angleif,; = 30 degrees). This results in even larger 1p loads on the blades
as compared to the first case due to the much larger axial canpohthe wind velocity vec-
tor, i.e. cos(ﬂgust)(U + Vyust). Hence, the second case has the purpose to test the capsbilit
of the proposed algorithm to even more serious wind gustitiond, than specified in the IEC
norm. The third case, on the other hand, has the purpose twlitesher the algorithm is not
overly sensitive, and is not responding to minor eventsctvis not desirable as the conventional
controller should be able to handle them. For that purpbgethird case comprises a 3 m/s wind
gust in combination with a3 degrees direction change. This last case should not trigpger t
EEC algorithm.

Different simulations are run, each being 50 sec long. Thieierdynamics is simulated at a
sample rate of 200 Hz, while the controllers (CPC and IPC) woikOaHz. In the time series,

Alg. Variable Value Description
EKF n 20 state dimension
zg 0 initial state estimate
[1n—4
Py 107 s 10-5 initial state covariance matrix
1021, : . _
R, 10-4 process noise covariance matrix
(10313 : : :
R, 102] measurement noise covariance matrix
3
Cusum £k, 5 moving window length
v 1 insensitivity parameter
h 100 threshold
EEC Oz, eat 10°/s max pitch speed under extreme event
Omz 4°/s max pitch speed under normal conditions
AN 5¢ EEC activation zone
AR g0 EEC deactivation zone
4_3.9732%+5.94822—3.977241.002 -
Fyp(2)  F3osasrinsssr—so0ss 500774 O band pass filter
Fep(z) 1 6p band pass filter
Frow(z) 1 tower frequency band pass filter
Eyp(2) m% control signal weighting filter
Fa(z) 02884 integrated rotor moments lead-lag filter

Table 2: Parameters used in the described algorithms.
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case 1 2 3

‘/gustlmjsl 15 15 3
Bgust [deg] | 48 30 -3

Table 3: Simulated wind gust cases

presented in the figures below, only the first 20 seconds areglothe (extreme) events occur
5 sec from the beginning of each simulation. For the powectsa@lots later on, the time series
from the 10th sec to the end of the simulations are used, dootita the data after the event
occurrence (and after the transients have died out) is takée first two cases are simulated
two times, once with the EEC algorithm turned off (i.e. coni@mdl controller active all the
time), and once with the EEC algorithm turned on. This makes sside to investigate to
what extend the proposed EEC algorithm improves on the roemdpontrol and load reduction
under extreme gust conditions. The third case is simulatgdamte, since even when the EEC
algorithm is turned on, it does no get activated by the EER sehasthe event is not recognized
as major.

Evaluation of the EER

The performance of the EER scheme is determined by the accur#iuy estimates of the EKF.
To evaluate that, we will compare the simulated blade éffeetind speeds,; and the simulated
wind direction change anglé to their estimates, computed by the EKF. Other quantitieg hav
also been investigated, though not reported here as theseoaiused in the change detection
mechanism.

Figurel 6 shows the performance of the EKF scheme under the shmegated scenarios. The
top left subplot represents the three simulated bladeteféewind speeds (solid blue curves) and
their estimates (dotted red curves) by the EKF for case 1 dihlg.excellent accuracy of the wind
estimates remains unchanged under cases 2 and 3, thouglateewt reported here for the sake
of brevity. The remaining three subplots in Figure 6 depictdimeulated oblique inflow angle
6 (solid blue curves) together with its EKF estimates (dottedl gurves) for the three different
cases. Clearly, these estimates are sufficiently accunategfdetection of wind direction changes
wince the estimates do not differ more than abegtdegrees from the simulated values.

Evaluation of the EEC

As discussed in Section 3.5, the purpose of the EEC algorithm [mdvent rotor overspeed
(that can trigger unnecessary emergency shutdown of then&)rand to reduce large blade 1p
loads under extreme wind gust conditions. On the other hthredzEC algorithm should remain
inactive under mild gust conditions. To demonstrate itéquarance, the rotor speéd the blade
pitch anglesy® and the blade root out-of-plane bending momevitsare next investigated under
the above-mentioned three load cases. Figure 7 pertainadahse 1, where the subplots on the
left hand side correspond to the case without EEC, while thplstgon the right — to the case
with EEC. Clearly, when the EEC algorithm is not present, thid lcase leads to the rotor speed
Q) getting much above its limit. This is due to the conventiomeitooller remaining in partial load
regime until thefiltered rotor speed2/ (dashed green line) exceeds the rated speby 1rpm, at
which point the true speed is already too large. The EEC algorithm, on the other hand, tfetec
the gust at an early stage (at tifigd 25 seconds) and starts pitching the blades to feathering
position, preventing rotor overspeed (see top and middletiand side subplots). Moreover,
once the estimated oblique inflow angle exceeds 10 degremsgthdashed curve on top-right
subplot in Figure B), the IPC control is activated achievingssantial blade load reduction, as
observed by comparing the bottom subplots on Figure 7 duniegé&cond half of the simulation
(where the IPC is active). The achieved blade load reductinfealso appreciated by observing
the left subplot on Figure 9 that depicts the spectra of thegalaot out-of-plane bending moment
variationss M? in the cases without (solid red curve) and with (dashed btacke) EEC. The
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case 1 without EEC case 1 with EEC
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Figure 7: Turbine simulation under case 1 (extreme 15 mfsgyigust and 48 deg direction change
att = 5 sec) without EEC (left) and with EEC (right)

simulation results under case 2 are depicted in Figure 8.rA¢/aé subplots on the left hand side
correspond to the case without EEC, while the subplots on g¢fie + to the case with EEC. As
already mentioned, this load case is even more seriouslledirét one. This can indeed be seen
by observing that the rotor speed (top left subplot in Figyreis®s to as much as 23 rpm (i.e.
more than 30% above the rated value). Similarly, the 1p bladdd also have a much higher
amplitude as compared to case 1. With EEC, again, the rotodspe®ins within its limits (top
right subplot in Figure 8), while the IPC action, initiatedeafthe oblique inflow angle exceeds 10
degrees, achieves significant 1p blade load damping, as caehdrom the bottom right subplot
in Figure 8, as well as from the power spectra in the right-rede subplot of Figure 9.

Finally, case 3 is simulated only once, i.e. with the EEC albaribn, although it does not get
activated by the EER scheme since the simulated event doegn@apgnized as a major one
by the CUSUM test. As a result, the conventional controllenaims active through the whole
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case 2 without EEC case 2 with EEC
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Figure 8: Turbine simulation under case 2 (extreme 15 mfsgyigust and 30 deg direction change
att = 5 sec) without EEC (left) and with EEC (right)

simulation. The rotor spee®, the blade pitch angles’, and the blade root out-of-plane bending
momentsM? are given in Figure 10. It can be observed, indeed, that no EE€cisssary in this
case as the rotor speed remains well within its limits, ardbflade root bending momenig?
after the event occurrence remain comparable to thoseebifergust.
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Figure 9: PSD of blade root flapwise bending momentsfor case 1 (left) and case 2 (right),
without EEC (solid curves) and with EEC (dashed curves)
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Figure 10: Turbine simulation under case 3 (3 m/s rising gudta deg direction change@at 5
sec). Due to the mild gust condition, the EEC does not get detiva
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7 Conclusion

Extreme wind gust with direction change can cause turbin&lskan due to rotor overspeed, and
can lead to a significant increase of blade 1p loads. The cdomahfpitch control algorithm,
acting on the filtered rotor speed, reacts to the wind gust avirge delay caused by the large
rotor inertia and the delay introduced by the rotor speed-fillis delay, combined with the
intrinsically calm reaction of the conventional Pl regulatan easily lead to rotor overspeed, as
demonstrated in this report. To avoid this, an algorithmeidreme event recognition and control
is developed that uses (a) an EKF to estimate the turbinesdtagether with the blade-effective
wind speeds and oblique wind inflow angle, (b) a CUSUM algoritondetect changes in the
mean of the estimated wind signals, (c) a fast feedforwalléative pitch control algorithm for
rotor overspeed prevention, and (d) a feedback individitahontrol algorithm for 1p blade
load reduction. The complete algorithm is demonstratedfferéint nonlinear simulations with
a 40th order (linearized) structural dynamics model, olgdiwith the software TrRBU, detailed
nonlinear BEM aerodynamics and realistic blade-effectiimvgpeed signals.
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A Computing 0f/0x and dg/0z in the EKF

In the extended Kalman filter, summarized in Section 4.2, tmivateves of the nonlinear terms
f(-) andg(-) are needed with respect to the elements of the augmentedvetetorz®. This
subsection derives analytical expressions for theseatems.

Sinced 2, andd¢y, are functions of the state, and the inpubvy, fapar(0Q, 0ok, uk, Bi) will
be written asfpas(zk, dvk, ug, B ), wherein additionally the time index will be dropped for
notational simplicity. Then, becaude; /06, = 0, it holds that

a A Bd s Ia
M) 0 | +(0]|{®Tph(¥r) [aﬂ 5or %} fapu(x,6v,u, 3)
0 0
agg%;wk) — (]®TM(¢k))([C 0 0] + Dy(I ®Tp(v)) [W 5or %] fADM(WsU,u,g))

From (8)-(9) we see thatspa(+) is @ vector containing the blade element torq&g%b normal

5qA  and IeadW|se$qA * forces, the derivatives of which with respecttee R”, u € R? and g3
need to be found.

Denote the-th element of the vectar® asz¢. Then from|((6) follows

ox¢ !

98¢} 1 aC (adh) dab ACp (adb) daib \/ 2 2
g1 L ap | 9Cp Ab A Ab
or¢ 2pcA< daAb  Qaf o datb  Jx¢ Un’ > (Un ) + (Ul )
1 Ab out Ap ou;® \/ Ap\2 Ap)2
+§PCA <CL(a )Txf + Cp(a™)—— R (Un ) + (Ul ) (15)
U,f‘ bAUAP 4 UA,bag;"’

1
+§pcA (C’L(ozA’b)UlA’b + CD(aA’b)U;;"b)

S+ oy

_|_
9545 1 <3CL(04A’I’) aOéA’bUA,b dCp(at?) dat? ,b> \/ (UA7b>2 + (UA,b>2
_ £ l
b Ab
)+ (U

= U,
durf 2PA\ " 9aAs fa oAb axg l

A
1 Ay, QU ao, OU o\ 2 2
+§/06A CL(a 7) Ord _CD( ) ox a (Z'Jn7 + (U 7) (16)
!

Ab Ab
gALOUL | 7 AbOU,

ox? ox?

1
+=pca (C’L(aA’b)U;?’b — CD(aA’b)UlA’b)

2 () )
T - e () )

Ab
QUMY U ) | an

A K
—,001240]\4( ) (Un b 8 a + Ul 8;?

The partial derivatives
aCL(OéA’b) 6CD(aA’b) 8CM(OCA’b)
oaAb OaAb OHaAb ’
of the lift, drag and torque coefficients (for which there aocamalytical expressions) are com-
puted numerically from their curves. To evaluate (15)-(L7@mains to obtain expressions for

Dot ot gart Ut ouitt ous® ouM UM ouM
ox; = Ou; 0B Ox; ' Ow; 08 7 Ox; | Ow; T 0B
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Since(d arctan(x)/dx) = 1/(1 + x?), from (5), (4) and/(10) it follows

804A’b
ox

aaA,b
8wi

AboUM?
U ) n

Ab
l or____ %

UM’

AbOUAD A

AU’

(52" o

,b)Q

9w with w = [

(U;f"b>2 N (UlA’big — ef Tor (i) Co, (18)

g} (19)

wheree;, denotes thé-th column of the3 x 3 identity matrix. From((5), (2) and (1), and under the
assumptions on the ADM model, given in Section| 4.1, the dad&avatives of/** and UlA’b
with respect to the elements of the vectérare given by

U
= 20
o= =0 (20)
U DU o
6U;L4’b T i 65(]1'1,40727"7' 22
3 2(B)(U + up) +Ta (22)
= _ () 23
e g Co (23)
ou;’ b b
s = (s Ta(8) — cos(W)Ty) 8y (24)
UM _ _
55~ = DB)sin@)T +w). (25)
Finally, we need to derive expressions (%U;j‘c’jw/awi) to be used in (21) and (22). To this
end, denote
_ 1 193
fi = tan <2 arctan <92939_(97:xz/3)> )
g = os?(Gun) sin® (D + ) + sin(dun),
g2 = qos((btlt) COS(¢yw + /6)7
g3 = U+ul.

Using (3) and under the assumptidii; = 0 (see Section 4/1) it can easily be verified that

Hence,

a1
op
g2
op
993
8UZ‘

42

foorr = %mﬁ cos(y)? — 69)U; " (26)
gll cos?(Gur) sin(dyw + B) cos(dyw + B), (27)
_ COS((thlt) Sin((zgyw + ﬂ), (28)
1
3’ (29)
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and using the fact thattan(x)/dx = sec?(z) we have

0 1 7A2 3 0 P
%_SGCQ larctan 9193 3 9593(9295 — Ui ™") — 9193 55
op 2 G293 — U ’ U ’
7 1+ glgUBAWS 9293 — U;
9293 —U;
dgs +A23 dgs
ofi ol larctan 9193 : 52019295 — U ") — 919293 52
aui 2 9293 — U.Az/g 2 7A2/3 2
g293—U, 28
(30)
Next, notice that the expression fé in equation/(8) can more compactly be written as
T sgn (Uflfwt , if U9t =0
B.gust .
oY = arctan <g§§fwt , if Uzﬁbgust <0

T + arctan (g%“z:) , if Uz’f@gu‘gt <0
and since it follows from (2) that
,gust
Up?™  T5(8)

U T

we have

oy |0, o if T(3) = 0.
op &5 arctan <COS( Sde) B)) , otherwise
Then, denoting

fo = cos(4" — 5¢)

we can write (with a slight abuse of notation)

dfs
g 0. (31)
BBAD) _ @)
w . b —1 - Siﬂ(égtlt) COS(QEyw + )
35 = —sin(y” — §) = ERTE cos(ue) S Gy 1 ) (33)

cos? (Qgtlt) sin? (&yw"'ﬁ)

Hence, from (26) we finally have

dsUY 157 df ) A
7,corTr —_ _ : 2/3
7&% 764RTA o, cos(¢’ — oy)U; ", (34)
asU;L? 157 [Ofy \ 8f2\ A
icorr . Azys
78ﬁ —64RTA <8ﬁ cos(¢” — 6) + fl@ﬁ) U; ™. (35)

which is the last expression needed for the computationeofiérivatives in the EKF.
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B Bumpless Controller Switching

Generally, when switching between two controllers largmsients can occur due to the state
of the controller, that is being switched on, not having aofgr” initial value. To prevent this,
different methods for bumpless transfer have been progogbd literature, such as using gradual
switching based on weighted combinations between the @tertbeing switched on and the one
being switched off (Rodriguez et al., 2d)03), or using an irfeedback loop around the inactive
controller so as to push its output to follow the one produogthe active controller (Goodwin
etal., 2001; Turner and Walker, 2000). In this report, iadtean algorithm is proposed that aims
directly at proper state reinitialization of the controllbat is being switched on.

Although we are dealing in this report with a SISO controller fotor speed regulation, the
switching strategy is developed for the general MIMO caskinggit applicable to a wider class
of problems. Consider a bank of controlléts = {K(®),: i = 1,2,..., N}, with the j-th
controller given in state-space form as follows

) . { ﬂf;(i(z; = A0z 4 By,
ykj) C(J)Q;’(g) + D(J)ul(:“")’
with x,(j) € R™ . Notice that the controllers can have different state disman while they have
the same inpuhﬁf“”) (filtered rotor speed error in the application of this repoktd assumption
is imposed on the number of inputs and outputs of the coetll
Suppose that controllée™ (“n” for “new”) is being switched on at the current time instak:.

The idea, used here, is to select an initial value for the oﬂetrstatemé”) in such a way that a
bumpless response is achieved. To this end, a past timeahter— N, k& — 1] of a given length

N considered, for which the initial statéf_)N is chosen such that using the past inputs of the
previously active controllek©) (“0” for “old”) up to time instant(k — 1), {u{""), ..., u\"")},
with K™ an output signal is produced”,, ..., y\",} that best matches the output/cf°),

ie. {u\”,...,y\”,}. This hypothetical output o™ is given by

Yk(z)N\k—l o)
tho
Ye-N+1 c A (n)
: = . T N
n (n)( A(M)\N—1
" o (ctr)
o Eoh
N o) gn) P u
CO(AMN-20)  C@(A@WN-3pm)  pw ]| |
g1
—_————
RO T

k—N|k—1

(n

The initial statex, )N will be computed so as to minimize the weighted discreparetyben

Yk@wkq and the corresponding vector of outpf)f;fof)NW1 that have actually been output to the
system in the considered time interval, i.e.

SL‘](:L_)N = arg min HW (Yk’(ﬁ)N\k:—l — Yk(f)le_1> H2 . (36)
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The weighting matriX¥?” can be used to put more weight on the more recent outputs. xséje
selection would be to use exponential forgetting of the @lthdsuch as

wll
W= cwithw, = e~ , 1=1,2,.... N,

’LUNI

where the identity matrices have all the dimension of th@mignaly,g").
Clearly, the optimal solution to this least squares prohikegiven by

o = (WO W (U, - v, ).

where the symbol denotes the pseudo inverse operation. However, when teaded observ-
ability matrix @™ is numerically rank deficient, this solution leads to numearjroblems. To
avoid that, a numerically robust solution is described Wwelo

Define
(n) 0 iT i(%)N
e=W (Yk—N|k—1 - Yk—N\k—l) =wlom® T ] Uk(—)NUc—l ,
Yo Nk

and compute the QR decomposition
wilom 1™ 1] =Q[R1 Ry Rs]

with @ being an orthogonal matrixg; an upper triangular matrix, an;, R andR3 having the
same dimension as the matridéa? (™, W) andW, respectively. Then obtain the numerical

rank of the matrixR; by inspecting its main diagonal elements, and denoteﬂﬁ%s Define

[Ri Ry R3] =[L O][Ri Ry Rs.

Then the optimization problem in (36) is equivalent to thestesjuares problem

min ey = min|Q7el;
o
= min||[R1 Ry Rs] Ukc_rN|k—1
(0)
=kaN\k71= 5
I
~ min [Rl R2 Rs] Uk—N|Ic—1 )
(0)
YNk 5
so that (ctr)
™ _ (AN B R Uk Nik—1
T N ( 1) [ 2 R3] Y(O)
k—Nk—1

Finally, given the so-computed state /6f”) at the beginning of the considered past interval of
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time, the state at the current time instans computed as

)
o) = (AN 4 [(AMNIIB (AGN=2p) - g
U(ctr)
n BV R n n 5\ k—N|k—
= = [(AD)N (R Ry + T, (AN (Ry) Ry o ]
—N|k—1
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C Blade effective wind speed approximation in case of oblique wind

—inflow

In van Engelen and Schaak (2b07) an efficient algorithm is pexp& computing realizations
of blade effective wind speeds based on interpolation batvaix helices (three blade-related,
and three intermediate). The blade-related helices cotitaiblade effective wind speeds in case
of constant rotor speed, constant wind speed and non-@b$ittgam. In case of oblique inflow,
each blade effective wind speed is formed by interpolatiatyvben the corresponding blade-
related helix and its nearest neighboring (intermediatgixh This method assumes constant
wind speed, constant rotor speed, not tilt misalignmentisiagplicable to only relatively small
yaw angles (up to approx. 15 deg), as otherwise the bladébggtnd the neighboring helix, as
depicted on Figure 11 where the rotor is yawed at 40 degredbkasthe first blade at azimuth 0
deg does not lie between its helix 1 and the neighboring t2elix

Here this method is generalized to the case when the rotarbégary (still in between—7, 71)

yaw and tilt angles, as well as varying mean wind speed (asechlby wind gusts) and varying
rotor speed.

nominal rotor plane

“zero azimuth

Figure 11: Interpolation based on six helices is used to aqpade the blade effective wind
speed in case of oblique wind flow

Definitions and assumptions

The orientations of the rotor fixed frame axes is conform thatiai used in the softwareURBU
(van Engelen, 2007), i.e. in the case of non-oblique inflow:theis is perpendicular to the rotor
plane and is positive downwind, theaxis points downwards and theaxis points to the right
as seen from a point on the negativ@xis (upwind). In case of oblique inflow (or, equivalently,
tilted and yawed rotor), the rotor fixed reference fraffier,, y,, z.) is rotated with respect to
the nominal (non-oblique) rotor fixed reference fraffier, y, z) as visualized on Figute 13. The
rotor yaw anglep,,, is defined as the angle between thaxis andy,-axis, measured from to

y, in anti-clockwise direction as seen from a point on the pasit-axis. The rotor tilt angle,
out, ON the other hand, is the angle between#taxis and the:,.-axis in clockwisedirection as
seen from the positivg,.-axis.

The turbulent wind flow is assumed to have only a longitudinahgonent. It is further assumed
that a turbulence realization on six helixes is given, demashi(wﬁ’”) for helixi =1,2,...,6,
wherez,z)fw is the helix azimuth angle. The helixes are computed undexgbemption of constant
rotor speed? and wind speed’, so that under the Taylor’s frozen wave hypothesis the helix
azimuth angle explicitly defines a fixed point in time and spddee helixes are numbered anti-
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oblique rotor orientatio

Figure 12: Visualization of tilted and yawed rotor, blade f@ming, and helix numbering.

clockwise, while the rotor blades - clockwise (see Figure TRe azimuthal angles are measured
clockwise starting from the positivg.-axis. The helixes are azimuthally equally spaced over the
rotor plane. Table 4 summarizes some of the notation used h&lheazimuth angl&bf“(t) at

notation description

i (t) azimuth of blade

»(t) =11 (¢t) | rotor azimuth

YhE(t) azimuth of helixi

U(t) wind speed

U wind speed used in helix realizatign
Q(t) rotor speed

Q rotor speed used in helix realizatign
O (t) rotor tilt angle

Gy (1) rotor yaw angle

Table 4: Definitions of symbols.

a given time instant is defined as the azimuthal position of the intersection paoirtelix A;
with the nominal (non-oblique) rotor plane, and is hence independent ondtw prientation
(see angle)’* on Figure 12). For an algorithm for computing realizationswéh turbulent wind
helixes, see van Engelen and Schaak (2007).

Finally, for a vectorn € R", the notatiory; is used to denote theth element ofv.

The interpolation algorithm

Given the rotor spee}(¢) and the initial rotor position)(0) = v (0), the azimuth angles of the
rotor and the blades at time instardre given by

o0

v) =6+ [ 0,

0
on(t) = (e) + 0=

(37)
. b=1,2,3.
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Figure 13: Nominal0, =, y, z) and oblique(0, x,., y., z,) reference frames, tilt and yaw angle

definition and orientation.

The helix azimuth positions at time on the other hand, depend on the wind spgéd and the

initial azimuth angle of the first heli®!* (0)

YiT(t) = 917 (0) + 2 T,
J0 (38)

e (1) = ple(e) - T

7
Assuming rigid rotor for simplicity of the presentationy f@ given blade, sa¥, a point lying at
distance%R from the blade roBthas the following coordinates i, x,, y,, ) at timet

0
pr,b(t) = {COS(T/Jb(t))] ?7 b= 17273' (39)
sin(¢p (1))

where R is the rotor radius. The coordinates of the same point in thealdique coordinate
system(0, z, y, z) can be computed using the following transformation masrice

cos(¢) 0 sin(qﬁ)]
0 1 0 ,

Pur(¢) = {
—sin(¢) 0 cos(¢)
cos(¢) sin(¢) O
Pyu(®) = | =sin(0) cos(6) 0

that represent rotations around thaxis (yaw) and around thg-axis (tilt) in the defined direc-
tions. Therefore, the coordinates of t@@ point on bladeb in reference framgo, z, y, z) are

given by
] = Ptlt( - ¢tlt(t))wa( - ¢yw(t))pr,b(t)v b=1,2,3. (40)

2This point is assumed to be the effective location for taking into accourfiéiue position relative to the helixes.
51
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I (1) + Ul

|
nominal rotor plane|

Figure 14: Visualization of the defined azimuth angles andtleng

Hence, theprojectedblade onto the nominal rotor plane has azimuth (mod2i)s

7 — arcsin % , i y(t),<0andz(t) >0
o 7 + arcsin % . ifyp(t) <0andz(t) <0
70, t — b b 41
o 21 — arcsin <|Z”(t)| if yp(t) > 0andz,(t) < 0 )
wo+z0 ) 7 ’
arcsin yz!'(zz)(jlz(t)) , if yp(t) > 0andz,(t) > 0

For helixi, the difference between the helix azimutf¥ (t) and the projected azimuth of blade
is then

SYIE(t) = (WP (t) — P (t)) mod (2n). (42)

Figurel 14 depicts the helix tube on which the six helixes lgewell as the nominal rotor plane,
and some azimuth angles and lengths, needed in the sequiinéiinstantt, the point on
bladeb lines on the azimuth line throught”*’ (¢), which line intersects with helix at infinitely
many points, but the closest two to the nomlnal rotor plarreespond to helix azimuth angles
(e (t) + oy (t)) and ()= (t) + 64 (t) — 2x). In reference framg0, z,y, z), these two
points have cetraim-coordinatese; , (¢ ) andm »(t). Given that the helix is generated under the
assumption of constant wind speed and rotor speed, thelbetith is given by

_ 21
I, =U— 43
h=U 5 (43)
so that . ®
_ —5?/@-5 t
D) = ——n, (44)

X
7y (0) = b+ (1),

Given the current-position of the% point of bladeb at time instant, x;(¢), the next thing to
do is to determine the closest two helixes, so as to subs#yimerpolate between them. To this

52 ECN-E-08-069



end, define the matrices

[275(t)] [ b (8) + ovrE(t) ]
XO ) = i%gg JHO (1) = " (hﬁigz(czg;(i);;/}g;fg%(i);ﬂ) (45)
(1) o) + Suts(0) — 2m),
Then the closest helix in downwind directionliﬁf;n), (t) with
if" = arg min {X@ (t) — a(t) : XP(t) > xb(t)}  b=1,2,3. (46)
Similarly, upwind the closest helix iHi(é’Z (t) with
if? = argmin {xb(t) ~xOm: xP) < :rb(t)} L b=1,2,3. (47)

Notice that the indexe@ln andi,” are also time depended, although not explicitly denoted.

Then a linear interpolation is performed based on the disgbetween the blade point and the
closest helixes. This is done by defining the interpolatiorgiving factor

6 (ngg (1) — xb(t))
an(t) = = c[0,1], b=1,2,3, (48)

so that the following convex combination between the twedeld helixes can be used

an(t) = (1= oo (0) Higl (1) + oo () Hin (1), b=1,2,3.

Compensation for the covariance of y(t)

In the above expression fag(¢), a convex combination is taken between two stochastic Egna
namerHl.(fZ (t) andHi(fZ (t). Assuming stationary homogeneous turbulence field withtspec
at (any) fixed point inbspacsu(w), and denotingi(t) as the turbulence at (any) fixed point in
space at time, the following two expressions hold for the first two momerftat)

E{ay(t)} = E{a()} =0,
E{@2(t)} = (1 — ap(t)? + ad(1)) E{a(t)} +2ap(t)(1 — cy(t)) E{HS) () HL) ()},
N—— b b

[

c(d,0)

whereo denotes the variance of a fixed point in space, whitg 7) is the covariance function
between two fixes points in space at a distashee (Xl(fg (t) — ngz (t)). Hence, the variance of
b b

up(t) is not equal to the turbulence varianeeln order to make the two variances the same, an
additional covariance correction factpyt), will be used, so thak{(py(t)i,(t))?} = o.

Then denotingy(d, w) as the coherence function between any two points in spacdistzencel
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Figure 15: Plot of the covariance correction fagias a function of the interpolation weighting
factora.

one has -
o = / Su(w)dw,
= (49)
c(d,0) = / v (d,w) Sy(w)dw.

Then, since the distancéXZ.(;ﬂ), (t) — befg (t)), between the (neighboring) helixéﬁ(;n), (t) and

Hl.(fz () is exactlyzly, it can easily be verified that

1
pb(t) = W o) b=1,2,3. (50)

\/(1 — ()2 + ad (1) + 20, (1) (1 — ap(t)) ( -

achievesk{(py(t)iy(t))?} = o. The parametep as a function of the interpolation facteris
depicted on Figure 15 for the following specific choices for $pectrumS, (w) and coherence

v(d,w)

Sulw) = (HGE?E/L(;TUU))S/B (Kaimal spectrum)
v(d,w) = e*8~8d\/(w/(27rl7))2+(0.12A/3.5)27

with U = 15 mis, 0, = 2205090 10— 017, 0 = 3, L; = 170.1 m, andA = 21 m.
Hence, adding the rotor-wide wind spe&dt) to the correctedexpression for the turbulence
(pp(t)up(t)), the final expression for the blade-effective wind speedsae form

u(t) = U(t) + po(t) (1 = () HP () + ep(VHE (D), b=1,2,3. (52

b

Numerical implementation

The complete algorithm for approximation of blade effectivied speeds under oblique wind
inflow conditions consists of evaluation of the expressiansquations| (37)-(51) at each time
instantt and for each bladé. In practice, the rotor speed and the azimuth angle of the ist
measured, so (37) need not be numerically evaluated.

In a numerical implementation the same steps can be foll@avetiscrete time instantd:t;),
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k=0,1,..., after making the following small modifications:

Equation (38) Assuming that the wind speed does not change betweetwantyme instants,
i.e. U(kts + 1) = Ul(kts) for 7 € [0,t5), the expression for the azimuth of the first helix

takes the form

ol
=

1o (kts) = 1 (0) + Uit )ts.

l
numerical integranethods to compute

o g0
g}

A better option would to use more advance
he (kty).

Equation (45) In a numerical implementation the helixes are only gigediscrete azimuth an-
gles, so that it is in general not possible to evaludt® (t) at the desired azimuth angles.
One way to circumvent this problem is to evalu&fé) (¢) instead at the closest azimuth
angles at which the helixes are given. Assuming that helixdefined at azimuth angles
(1= (0) + kéyh®), k = 0,1,. .., and define the following projection

I1;(x) E PP (0) + (arg ming |07 (0) + ko — x|) sy
38 (i— . T (i— T T
=) Phe(0) — izl 3 DI <arg miny, ‘@Z){l (0) — 7(3 DI ksyphe — xD syt

7 =910 + TG e
5wh:c

= M(0) — W(Zg_l) + round <

that mapse onto the set of azimuth angles at which heliis defined. In this way, the
expression foi (*)(t) in (45) should simply be replaced by

by (T} (8) + ul5 (1))
hs (To(v4 (1) + 604 (1))
o (T (47(8) + 0u45(8) — 2m))

s (Tl (7 (8) + Sl (1) — 2m))

Numerical example

The algorithm is numerically tested with the data given inl@d&h The helixes are generated
based on the assumption of Kaimal fixed point turbulence spectand under an extreme wind
condition, occurring at = 5 s, and comprising of a rising wind gust o m/s in combination of
a yaw angle of 30 degrees. The wind gust and the yaw angle ae givFigure 16 as functions
of time. On each plot in Figure 17 there are four lines. The tdeshed lines on all three plots
are the same and correspond to the three blade relatedsh@iisdixes 1,5 and 3); these coincide
with the blade effective wind speeds in the case of non-ablimflow and constant rotor and
wind speeds. The other three helixes are not plotted. The kbadig on the plots represent the
blade effective wind speeds as computed by the proposedtalgoone per plot.
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symbol value [ description
U 15 m/s | mean wind speed
U(t) see Figure 16 (left] wind gust
0 1.85 rad/s| mean rotor speed
Q(t) Q) | rotor speed
(0) 354.7 deg| initial rotor azimuth
7 (0) -5.3 deg| initial azimuth helix1
ts 0.02 s| sampling time
syphe 5.3 deg| helix azimuth sampling angle
Oyw(t) see Figure 16 (right) rotor yaw angle
Due(t) -5.1271 deg| rotor tilt angle
c(1,/6,0) /0 0.6879| parameter in equatioh (50)

Table 5: Data used in the numerical example

N
=3

.
o

=
)

wind gust [m/s]

o

o

10 15 20 ) 5 10 15 20
time [s] time [s]

Figure 16: Wind gust/(¢) (left) and yaw angle),,,(t) (right).

10 15 20 ) 5 10 15 20
time [s] time [s] time [s]

Figure 17: Helixes 1,3 and 5 (dashed lines) and the bladetigffegind speeds (solid) of blades
1 (left), 2 (middle) and 3 (right).
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