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[1] A detailed analysis of measurements and model calculations of clear-sky shortwave
irradiances at the surface is presented for a set of 18 cases collected during 3 cloudless
days in the Netherlands in 2000. The analysis is focused on the influence of the optical and
physical properties of aerosols on simulations of direct and diffuse downward solar
irradiance at the surface. The properties of aerosols in the boundary layer are derived from
surface measurements, under the assumption that all aerosol is confined to a well-mixed
atmospheric boundary layer. The simulations of the irradiances are performed with the
radiative transfer model MODTRAN 4, version 1.1. The analysis reveals no discernable
differences between model and measurement for the direct irradiance, but several
significant differences for the diffuse irradiance. The model always overestimates the
diffuse irradiance measurements by 7 to 44 Wm�2 (average: 25 Wm�2). On the basis of an
estimated uncertainty in the differences of 18 Wm�2, it appears that for 13 out of 18 cases
the model significantly overestimates the measurements. This number decreases if
instrumental errors (e.g., pyranometer zero-offset) and assumptions on the model input
(e.g., wavelength-independent surface albedo) are considered. Nevertheless, the analysis
presented here points to a persistent and significant positive model-measurement
difference for the diffuse irradiance, which typically amounts to 1–4% of the top-of-
atmosphere irradiance, and does not depend on the solar zenith angle. The reason for
the discrepancy may be found in the presence of ultrafine absorbing aerosol particles that
were not detected by the surface instrument for measuring aerosol absorption. It is also
possible that these particles are not present near the surface, due to dry deposition, but do
contribute to the total extinction if they are situated higher up in the boundary
layer. INDEX TERMS: 0305 Atmospheric Composition and Structure: Aerosols and particles (0345,

4801); 0345 Atmospheric Composition and Structure: Pollution—urban and regional (0305); 0360

Atmospheric Composition and Structure: Transmission and scattering of radiation; 1610 Global Change:

Atmosphere (0315, 0325); KEYWORDS: aerosol-radiation interaction, shortwave closure
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1. Introduction

[2] Atmospheric circulation is primarily governed by the
distribution of incoming solar radiation. The theoretical
understanding of radiative transfer is therefore of crucial
importance when studying weather, climate, or changes in
climate. The idea that radiation modeling has a well
established physical basis is widespread in the climate
community. However, using 26 models of various degrees

of sophistication, the international program of Inter-
comparison of Radiation Codes Used in Climate Models
(ICRCCM) revealed a considerable spread in the radiative
response to same input atmospheric profiles for 57 cases
considered [Fouquart et al., 1991]. After considerable effort
throughout the 1990s, the spread in model results of
radiation codes is still substantial. Using a selection of four
(midlatitude summer) cloud- and aerosol-free ICRCCM
standard cases in eight different models, Kinne et al.
[1998] find differences in modeled solar broadband irradi-
ances at the surface up to 25 Wm�2 at solar zenith angles of
30�. The most recent ICRCCM extension [Barker et al.,
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2003] focuses on the performance of one-dimensional solar
radiative transfer codes when operating on partially cloudy
atmospheres. The single clear-sky case considered in this
study reveals that the striking underestimated atmospheric
absorption (20 Wm�2 for overhead Sun and standard
tropical atmosphere) is only slightly less than found in
studies performed 10�15 years ago.
[3] Convergence of model results is desirable, but it is

absolutely necessary that models and observations agree on
the distribution of solar energy in the atmosphere. Cess et
al. [1996], Conant et al. [1997, 1998], Valero and Bush
[1999], and Li and Moreau [1996] find agreement between
observed and calculated atmospheric shortwave absorption
for cloud-free situations, but others report poor agreement
on the amount of energy absorbed by both the cloudy
atmosphere [Cess et al., 1995; Ramanathan et al., 1995;
Pilewskie and Valero, 1995] and the relatively simple cloud-
free atmosphere [Wild et al., 1995; Arking, 1996, 1999a,
1999b; Charlock and Alberta, 1996; Kato et al., 1997;
Kinne et al., 1998; Halthore et al., 1998; Wild, 1999;
Halthore and Schwartz, 2000; Wendisch et al., 2002]. These
latter cloud-free studies reveal that, on a global scale,
observed absorption in the atmosphere is typically 10–
30 Wm�2 larger than predicted by radiative transfer models.
Differences are largest at low latitudes year round and for
midlatitude summers, with modeled absorption up to
50 Wm�2 larger than measured. However, the bulk of the
differences found is between 20 and 35 Wm�2.
[4] In this study we investigate the role aerosols play in

this model-measurement discrepancy. To do so, we choose
to compare measured and modeled incoming solar broad-
band direct and diffuse irradiances at the surface into great
detail on a limited number of cloudless days. The calcu-
lations are performed with the state-of-the-art radiative
transfer code MODTRAN4.1 [Berk et al., 2000, and
references therein]. The input parameters used to run the
model (aerosol optical thickness, aerosol absorption, and
scattering coefficients including relative humidity depen-
dence, aerosol asymmetry parameter, boundary layer height,
water vapor, ozone, and meteorological parameters) are
obtained from comprehensive field observations during
CLOSAeR. The CLOSAeR project was carried out in the
framework of the Dutch National Research Programme on
Global Air Pollution and Climate Change. The project aimed
to study the effects of aerosol on closure of the regional
short-wave radiation balance in the Netherlands in 2000
[Henzing et al., 2001].
[5] Our study together with the LACE98 field campaign

[Ansmann et al., 2002; Wendisch et al., 2002] are, to our
knowledge, the only radiation closure studies performed in
Europe. In the study of Wendisch et al., aerosol optical
properties are obtained from Mie theory using measured
microphysics, refractive index, and humidity particle
growth. In our study we choose not to calculate the aerosol
optical properties but to obtain these properties indepen-
dently from measurements, as was done, for example, by
Halthore and Schwartz [2000]. The advantage of this
method is that sensitivities to model input parameters can
be added. Moreover, we avoid that a measurement error in a
single quantity propagates into all model input parameters.
Another important feature of our study is that the selection
of days is such that there are no layers with raised aerosol

concentration above the boundary layer. We therefore as-
sume that all aerosols are contained within the rapidly
overturning boundary layer [Veefkind et al., 1996]. In this
way aerosol characteristics measured at the surface provide
valuable information on the vertical dependence of aerosol
optical properties, that are used to obtain boundary layer
averaged aerosol scattering and absorption coefficients.
[6] In section 2 we present the experimental approach and

we give an overview of the used set of instruments. In
section 3 we discuss the radiation instruments and their
measurement errors. The model and its input parameters are
presented in section 4. In section 5 the errors in the model
calculations are estimated from the model input parameter
errors. The actual model-measurement comparison is done
in section 6. In section 7, results are discussed. Conclusions
are given in section 8.

2. Experimental Approach

[7] We study the effect of aerosols on shortwave surface
irradiances on completely cloudless days. The reason for this
restriction is threefold. First, the effect of aerosols on
radiative transfer is best investigated when their effect is
isolated, that is when all other contributions are well known.
Second, Sun photometers cannot easily distinguish cloud
optical thickness from aerosol optical thickness. Third,
reflections from clouds would affect the amount of diffuse
radiation received.
[8] Cloudless days are very rare in the Netherlands. In

order to use all cloudless days in the year 2000, a standby
warning was issued to the people that were responsible for
the instruments that required manual operation or surveil-
lance when the weather forecast was promising, so that
crucial instruments would actually be operating. During
the measurement days the absence of thin stratus or cirrus
clouds was verified by visual inspection. Finally, the
absence of clouds not visible to the naked eye was verified
with lidars. However, we cannot exclude the presence of
clouds away from zenith with certainty since the lidars
only sample the zenith direction. In section 2.1 we discuss
how lidars are used for the selection of cloudless days.
In section 2.2 the instruments that are actually used in
the model-measurement comparison are described and
discussed. The instruments were deployed in the center
of the Netherlands at two locations less than 2 km apart,
De Bilt (52.100�N, 5.183�E) and Bilthoven (52.120�N,
5.196�E), unless stated otherwise (Figure 1). All instru-
ments are listed in Table 1.

2.1. Selection of Cloudless Days

[9] We use a troposphere lidar to detect clouds in the
altitude range of 1 to 15 km [Sunesson et al., 1994; Apituley
et al., 1997]. A boundary layer lidar routinely profiles the
lowest 4 km of the atmosphere. When the lidars detect a
cloud, the measurement day is excluded. Furthermore, the
boundary layer lidar provides the height of the planetary
boundary layer [Van Pul et al., 1994].
[10] Sometimes high aerosol concentrations above the

boundary layer are present. These so-called residual layers
usually occur in the altitude range up to 3 km, and consist of
aged polluted air masses transported on a continental scale.
As a result of the growth of the boundary layer during the
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day, the lowest nocturnal residual layers are often completely
mixed into the boundary layer. Lidar data clearly mark
the moment of mixing. The boundary layer lidar, measuring
atmospheric backscatter, cannot discriminate between thin
clouds and high aerosol concentrations. High aerosol con-
centrations above the boundary layer are seen as clouds and
the measuring day is therefore excluded. Consequently, the
lidar check does not only confirm the absence of clouds, but
it also ascertains that no residual layers are present above
the boundary layer.
[11] Following this approach, we select 3 cloudless days:

5 May, 14 May, and 19 June 2000. Nocturnal surface
inversion layers and low level residual layers are cleared
away by shallow convective overturning at about 14.00,
10.00, and 12.45 UT for 5 May, 14 May, and 19 June,
respectively. The well-mixed surface aerosol layer found at

later times, clearly indentified by steady increase in radio-
sonde relative humidity with increasing height (Figure 2),
was used in our study.

2.2. Instrumentation

[12] In addition to the lidars that are used for the selection
of cloudless measurement days, we use two types of instru-
ments. The first type of instruments measures solar radia-
tion. Solar broadband direct and diffuse surface solar
irradiances are measured on a routine basis with a pyrheli-
ometer and a shaded pyranometer, respectively.
[13] The second type of instruments provides the atmo-

spheric input data needed for the radiative transfer model
calculations. The main quantities here are the aerosol optical
properties. The spectral aerosol optical thickness is obtained
from a six-channel Sun photometer. The aerosol absorption
coefficient is deduced from measurements with a standard
commercial instrument that measures light-absorption
(aethalometer). The aerosol light scattering coefficient is
determined with (integrating) nephelometers. The sum of
scattering and absorption coefficients defines the extinction
coefficient. The aerosol single scattering albedo is defined
as the fraction of extinction that is caused by scattering. The
effect of water vapor on the scattering properties of aerosols
is taken into account in the single scattering albedo using a
radiosonde water vapor profile together with the relative-
humidity dependence of the light-scattering as measured with
a humidograph [Ten Brink et al., 2001]. The asymmetry
parameter of aerosols is not measured on site. However, the
asymmetry parameter can be assessed using Mie theory and
simultaneous aerosol size distribution measurements made in
Petten, situated 80 km to the northwest (downwind) of
Bilthoven/De Bilt. The mixing height of the boundary layer
is measured with the boundary layer lidar. The water vapor
column is obtained from vertically integrated radiosonde
data. The solar broadband surface albedo of the area sur-
rounding Bilthoven/De Bilt is obtained from AVHRR satel-
lite data. The total ozone column above the measuring site is
measured with a Brewer spectrometer.

3. Surface Irradiance Measurements

[14] Irradiance, E, is the radiative energy flux per unit
time in a given wavelength interval through a horizontal
surface of unit area. The irradiance is obtained by integrat-
ing the radiance, the radiative power per unit solid angle in a
particular direction, weighted with the cosine of the viewing
zenith angle, m = cos q, over all viewing directions in a

Table 1. Overview of Instrumentation and Way of Operation

Location Instrument Operator Parameters Operation

Bilthoven Boundary Layer Lidar RIVM PBL height, backscatter profile automatic
Tropospheric UV lidar RIVM backscatter profile, aerosol extinction profile operator controlled
Aethalometer 1 RIVM aerosol absorption coefficient automatic
Aethalometer 2 RIVM aerosol absorption coefficient automatic
Nephelometer ECN aerosol scattering coefficient automatic

De Bilt Sun photometer KNMI aerosol optical thickness automatic
Pyrheliometer KNMI direct irradiance automatic
Pyranometer KNMI diffuse irradiance automatic
Radiosonde KNMI water vapor column, relative humidity manual
Brewer spectrometer KNMI ozone column automatic

Petten Impactor ECN aerosol size distribution, composition manual

Figure 1. The Netherlands with the measuring site De
Bilt/Bilthoven in the center.

D14204 HENZING ET AL.: MEASURED AND CALCULATED SOLAR IRRADIANCES

3 of 19

D14204



hemisphere of 2p steradians. The irradiance is a function of
wavelength: E(l), with the unit [Wm�2 nm�1]. Since we
will mainly use spectrally integrated irradiances, we define:

E ¼
Z5000 nm

250 nm

E lð Þdl; ð1Þ

with the unit [Wm�2]. The downward solar irradiance at the
surface is often called the global irradiance, denoted by Eglo.
It is useful to separate the downward irradiance at the
surface in a direct part (unscattered radiation) and a diffuse
part (scattered radiation), denoted by Edir and Edif,
respectively. So, we have at the surface:

Eglo ¼ Edir þ Edif : ð2Þ

The direct irradiance measured perpendicular to the solar
beam is called DNSI (direct normal solar irradiance). At the
surface DNSI equals Edir/m0, where m0 is the cosine of solar
zenith angle q0. The DNSI at top-of-atmosphere (TOA) is
denoted by E0.

3.1. Direct Irradiance

[15] Direct downward irradiance is measured on a routine
basis with a Kipp & Zonen CH1 pyrheliometer placed on a
fully automatic Sun tracker. At the Royal Netherlands
Meteorological Institute (KNMI), routine monitoring instru-
ments are connected to standardized data acquisition sys-
tems that amplify the output voltage and convert the signal
to the appropriate unit. The data acquisition system takes
12-s samples, which are averaged to 10-min mean values
that are used in this study. The pyrheliometer measures
DNSI received within a 5� field of view. DNSI is converted
into direct solar irradiance by using the solar zenith angle.

[16] Forward scattered light within the field of view of the
pyrheliometer is unjustly considered direct irradiance. We
estimate the amount of diffuse irradiance due to molecular
and particle scattering from the work of Box and Deepak
[1979, equation (19)] and Deepak and Box [1978a, 1978b].
Using 19 June 2000 aerosol optical thickness, phase func-
tion, and solar zenith angle, we find diffuse/direct fractions
at 500 nm that we apply to the whole spectrum. Doing that,
we find 1.4 and 1.6 Wm�2 diffuse irradiance contribution in
the pyrheliometer measurement for 12:30 and 15:30 UT,
respectively.
[17] The sensor in combination with a filter determines

the spectral response and spectral range of the pyrheliom-
eter. The sensor is a thermal detector with an essentially flat
spectral response from 0 to 50 mm. The filter, which protects
the blackened thermopile against weathering, is an infrasil I
window of 2 mm thickness with a spectral range of 0.2 to
4 mm.
[18] Using the Sun as a source, the pyrheliometer is

calibrated directly to the World Standard Group (WSG) in
Davos, Switzerland, which maintains the World Radiometric
Reference (WRR) [Fröhlich, 1991; Fröhlich et al., 1995].
The WRR comprises seven absolute cavity radiometers that
ensure high absorptivity over the spectral range of interest
for solar radiometry. This means that, although the CH1
pyrheliometer does not see solar radiation beyond the cutoff
of the infrasil window (4 micron), this part is included by
reference to the reading of the WSG. The pyrheliometer in
our study thus measures the total solar spectrum.
[19] In terms of the ISO 9060 standard, which has been

accepted by the World Meteorological Organization (WMO)
[1983], the CH1 is a ‘‘first class’’ pyrheliometer. The largest
source of error in our pyrheliometer measurements is caused
by the temperature dependency of the thermocouple mate-
rial. The maximum deviation, relative to 20�C output signal,
over the range [�20�C, 50�C] is estimated to be 8 Wm�2 at
a cloudless solar noon in spring. The estimated uncertainties
in pyrheliometer measurements are given in Table 2. For a
complete discussion on the error associated with the pyrhe-
liometer used in this study the reader is referred to Henzing
and Knap [2001]. The measurements of direct irradiance for
the 3 selected cloudless days are presented in Figure 4.

3.2. Diffuse Irradiance

[20] The diffuse downward irradiance is measured on a
routine basis with a shaded Kipp & Zonen CM11 pyranom-
eter. The pyranometer is placed on the same Sun tracker as the
pyrheliometer. A shading sphere is fixed on the platform in
such a way that the shading cone of the pyranometer is
identical to the field of view of the pyrheliometer.
[21] From section 3.1 we estimate the missing diffuse

irradiance for 19 June 2000 at 1.4 and 1.6 Wm�2 for 12:30
and 15:30 UT, respectively. As for the direct irradiance, only
10-min mean values of the diffuse irradiances are available.
[22] The thermal detector of the pyranometer is easily

affected by wind, rain, and thermal radiation losses to the
environment. Therefore two Schott K5 glass domes, of
2 mm thickness each, shield the detector. The spectral range
of the pyranometer is limited by the transmission of the
glass; the 50% points are 335 nm and 2800 nm.
[23] The pyranometer is calibrated at KNMI against the

KNMI standard pyranometer using a lamp. The standard

Figure 2. Radiosonde relative humidity profiles for
5May, 14May, and 19 June 2000. Relative humidity steadily
increases from the surface, indicating that the boundary layer
is well-mixed, until a sharp decrease occurs in relative
humidity which marks the top of the boundary layer.
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pyranometer was calibrated at the World Radiation Centre
(WRC) in Davos according to the component summation
method [WMO, 1996]. In this method the pyranometer to be
calibrated is operated unshaded. The output voltage of the
pyranometer is then linked to the incident solar irradiance.
The direct irradiance is determined using the WSG and the
diffuse irradiance is measured using the shaded standard
pyranometer of the WRC as stated in the WMO technical
regulations. Both direct (WSG) and diffuse (WRC) stan-
dards measure the total solar range, so that the shaded
pyranometer used in this study also yields results for the
total solar range despite the spectral selection of the glass
domes [Fröhlich et al., 1995].
[24] A critical shortcoming of pyranometers is the exis-

tence of a zero offset. The pyranometer reads a zero offset,
which is a voltage that is not caused by the absorption of
solar radiation. Zero offset is mostly caused by the distur-
bance of the thermal equilibrium within the instruments.
Longwave cooling of the pyranometer glass domes is the
major source of zero offset for pyranometers under stable
temperature conditions. Zero offset caused by longwave
cooling of the domes is most easily recognized during the
night in the absence of solar irradiance. The zero offset then
leads to the well-known negative pyranometer readings.
[25] It is unlikely that simple interpolations or extrapola-

tions of nighttime offsets can be used to estimate daytime
offsets and correct the measurements [Cess et al., 2000;
Bush et al., 2000]. Other surrogate methods to estimate the
magnitude of daytime offsets are (1) use of the temperature
difference between the sensor and the dome [Bush et al.,
2000], or (2) use of the net longwave downward irradiance
as measured by an up looking pyrgeometer [Dutton et al.,
2001; Halthore and Schwartz, 2000]. These methods were
not applicable here, because method 1 requires instrument
modification and method 2 requires pyrgeometer measure-
ments that were not available on site.
[26] In view of the fact that an accurate nighttime-to-

daytime extrapolation is not trivial, and because pyranom-
eter dome temperatures and longwave downward radiation
were not measured, it was decided not to correct the
pyranometer measurements for possible thermal zero-off-
sets, rather than applying an uncertain correction. Never-
theless, in section 6.5.3, a first-order estimate of the daytime
offset is given in view of the model-measurement intercom-
parison of irradiances.
[27] The error in shaded pyranometer measurements is

discussed by Henzing and Knap [2001] and given in
Table 2. Table 2 contains the uncertainties in the irradiance

measurements (as estimated by Henzing and Knap [2001]),
in the model calculations (due to uncertainties in measured
model input parameters, to be discussed in section 5), and
the combination of both uncertainties (section 6). The
measurements of diffuse irradiance for the 3 selected
cloudless days are presented in Figure 4.

3.3. Global Irradiance

[28] Global irradiance can be measured with unshaded
pyranometers. However, these measurements may suffer
from relatively large errors due to the irregular cosine and
azimuth response of the pyranometer. For measuring global
irradiance the best accuracy is obtained by taking the sum of
direct irradiance measured with a pyrheliometer (Edir) and
diffuse irradiance measured with a shaded pyranometer
(Edif) [Flowers and Maxwell, 1985; Ohmura et al., 1998;
Wardle et al., 1996; Michalsky et al., 1999]. We follow this
approach. The global irradiances for the 3 selected cloudless
days are presented in Figure 4.
[29] Despite the absence of cirrus and other thin clouds,

the curves of the measured direct, diffuse, and global
irradiances, as shown in Figure 4, are not very smooth,
especially around noon. This typical behavior (for the
Netherlands) is caused by irregular boundary layer growth.
19 June, around 14 UT, direct irradiance is significantly
lower than at adjacent times whereas diffuse irradiance is
higher by about the same amount. Most probably, this
increased extinction (scattering) is caused by a peak in the
aerosol load as there is no significant change in the
Angström parameter.

4. Radiative Transfer Model and Its Input Data

4.1. MODTRAN4.1 Description

[30] For the calculation of irradiances we use the
MODTRAN4 code (version 1.1, 17 April 2000) [see Berk
et al., 2000, and references therein]. MODTRAN4 is a
spectral band radiative transfer model with a moderate
spectral resolution (down to 2 cm�1). This is sufficient for
our purpose of obtaining the spectrally integrated solar
irradiance. In order to calculate molecular absorption in
the presence of multiple scattering accurately, we use the
correlated-k treatment using 17 absorption coefficients
(k-values) per spectral bin of 1 cm�1. Multiple scattering
in MODTRAN4 is based on the use of multiple streams in
the discrete-ordinates method (disort code of Stamnes et al.
[1988]); here we use 8 streams. The only missing element in
MODTRAN4 is polarization. However, for irradiances the

Table 2. Errors in Measured and Modeled Irradiances, and the Combination of Botha

Irradiance Error Measurement

Error Calculation Error Combination

12:30 UT 15:30 UT 12:30 UT 15:30 UT

Edir 10 12 10 16 14
Edif 7 17 17 18 18
Edir + Edif = Eglo 12 17 16 21 20
E",TOA . . . 22 15 . . . . . .
Eabs . . . 30 25 . . . . . .

aUnits are in Wm�2. Error measurement: Pyrheliometer (Edir) and pyranometer (Edif) instrumental errors [Henzing and Knap,
2001]. Global irradiance is obtained by taking the sum of direct and diffuse irradiances (Edir + Edif). Error calculation: Error in
MODTRAN4 model-calculated irradiances due to errors in model input parameters at two reference times on 19 June 2000 as
explained in section 5. Error combination: Combined error in calculations and measurements as explained in section 6. All errors
are positive and negative with equal probability.
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neglect of polarization yields only a very small error, far
below 1% for the spectral range of interest here [Lacis et al.,
1998].

4.2. Overview of Required Input Data

[31] Atmospheric radiation modeling requires an ade-
quate description of the incoming solar irradiance, the
thermal structure of the atmosphere, the surface reflectance,
and the composition and vertical profiles of atmospheric
constituents (gases and aerosols). The optical ingredients of
our model atmosphere are given below.
4.2.1. Solar Irradiance
[32] For the top-of-atmosphere solar irradiance we use the

MODTRAN built-in Kurucz [1995] spectral irradiance data
file, that integrates to E0 = 1368 Wm�2 at 1 astronomical
unit. Scaling of the solar irradiance accounts for the varying
Earth-to-Sun distance throughout the year.
4.2.2. Gases and Thermal Structure
[33] The Anderson et al. [1986] database describing the

thermal and gaseous constituent profiles is incorporated into
MODTRAN. In this study the standard midlatitude summer
profiles of the database are used. The profiles of H2O and
O3 are scaled with the measured column densities. For CO2

the volume mixing ratio of 365 ppmv as recommended by
the Intergovernmental Panel on Climate Change (IPCC)
[2001] is used for the scaling. The midlatitude summer
reference pressure of 1013 hPa is used as the surface
pressure. The use of the actual surface pressure, being
1013, 1021, and 1015 hPa on the respective measuring
days 5 May, 14 May, and 19 June 2000, would only lead to
minor modification in the Rayleigh scattering (less than
0.5 Wm�2). The profiles of NO2, CO, CH4, and 25 less
radiatively active species are used unchanged.
4.2.3. Surface Albedo
[34] The surface albedo used in our MODTRAN calcu-

lations is spectrally flat. The actual surface albedo, however,
has a wavelength dependence that is a function of surface
type. To account for this wavelength dependence, while
using a constant albedo, we weigh the spectral surface
reflectance with modeled incoming global irradiance as will
be explained in section 4.3.7. The consequence of this
simplification is discussed in section 6.5.2.
4.2.4. Aerosol Characteristics
[35] In general, aerosol concentrations in the free tropo-

sphere and stratosphere are much lower than in the bound-
ary layer. In the absence of aerosol-rich residual layers (see
section 2.1) the total aerosol optical thickness is therefore
very likely dominated by aerosol scattering and absorption
in the boundary layer [Veefkind et al., 1996]. Therefore we
confine the aerosols in the model to the boundary layer. The
height of the boundary layer, Hbl, was measured with a lidar.
To represent the optical properties of the aerosols, we
specify the extinction optical thickness, taer, the single
scattering albedo, aaer, and the asymmetry parameter, g.
[36] Aerosols of various chemical compositions and with

different shapes and sizes are usually externally and inter-
nally mixed. We assume that this aerosol mixture can be
regarded as an ensemble and that the scattering and absorp-
tion properties of this ensemble are determined by an
average aerosol particle. The scattering cross section of this
ensemble average aerosol particle is denoted as: Csca [m

2].
Its absorption cross section is denoted as: Cabs [m

2]. The

aerosol particle number density of the volume element is
denoted by n [m�3]. The scattering coefficient, ksca [m�1],
of the ensemble can then be defined as:

ksca zð Þ ¼ n zð ÞCsca zð Þ: ð3Þ

Likewise, the absorption coefficient, kabs [m
�1], is defined

as:

kabs zð Þ ¼ n zð ÞCabs zð Þ: ð4Þ

Owing to rapid vertical mixing within the boundary layer on
the selected days, the aerosol composition aloft in the
boundary layer and the ensemble at the ground should
strongly resemble each other. Changes in the scattering
coefficient and absorption coefficient are caused by
expansion of the volume element during uplift (n will
decrease) and by water uptake of the aerosols due to
increasing ambient relative humidity during uplift (Csca and
Cabs will increase). The decrease in aerosol particle number
density with increasing altitude is linearly proportional to
the decrease in air density with increasing altitude. A
humidification factor, f(RH) (i.e., the change in particle
scattering or absorption due to water uptake by the particles)
measured at the ground in combination with the relative
humidity at a certain altitude yields the multiplication factor
for the aerosol cross sections at that height.
[37] Including the aerosol water uptake and volume

expansion, we obtain the boundary layer average scattering
coefficient, ksca, and absorption coefficient, kabs:

ki ¼
1

Hbl

Z z¼Hbl

z¼0
ki z ¼ 0ð Þ r zð Þ

r0
f RH zð Þð Þdz; ð5Þ

where z is the height, i stands for scattering or absorption,
r(z) is the density of air at altitude z, and r0 the density of air
at the ground. Multiplying these coefficients with the
boundary layer height yields the boundary layer aerosol
scattering optical thickness, tsca

bl , and the boundary layer
aerosol absorption optical thickness, tabs

bl , respectively,

tbli ¼ Hblki: ð6Þ

Because extinction is the sum of scattering and absorption,
the boundary layer aerosol (extinction) optical thickness
reads:

tblext ¼ tblsca þ tblabs: ð7Þ

The (extinction) aerosol optical thickness of the total
atmosphere, taer, is always greater than the aerosol optical
thickness of the boundary layer, text

bl , since aerosols are also
present in the free atmosphere above the boundary layer.
However, on the measurement days, extinction in the free
atmosphere is expected to be small due to the absence of
(aerosol rich) residual layers. Therefore we assume in our
study that all aerosols are in the boundary layer. The value
of the measured taer is thus assigned to the boundary layer
and plays the role of text

bl

taer ¼ tblext: ð8Þ
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Below it is explained how the spectral aerosol optical
thickness, taer(l), is obtained from measurements.
[38] The aerosol single scattering albedo, aaer, is the ratio

between scattering and the sum of scattering and absorption.
It expresses the chance that a scattered photon is not
absorbed but will continue its journey as diffuse light. As
we assume that all aerosols are confined to the boundary
layer, we can define:

aaer ¼
ksca

ksca þ kabs
: ð9Þ

How to obtain the boundary layer average absorption and
scattering coefficients from measurements will be explained
in sections 4.3.2 and 4.3.3, respectively. In section 4.3.4 it
will be explained how the asymmetry parameter is obtained.

4.3. Measurements of Model Input Data

4.3.1. Spectral Aerosol Optical Thickness
[39] The spectral aerosol optical thickness is measured

with the SPUV Sun photometer placed on a Sun tracker.
The SPUV (YES, Inc.) measures the direct solar spectral
irradiance at 368, 500, 670, 780, 870, and 940 nm. The
SPUV is designed according to the WMO recommendations
for Sun photometers [Fröhlich and London, 1986]. The
940 nm (water vapor) channel is not used in this study. The
SPUV has been calibrated using the Langley method
[Harrison and Michalsky, 1994]. For the calibration,
22 cloudless mornings and afternoons in the 3 years
preceding our study were used (for details, see Henzing
and Knap [2001]). Absolute calibration of the SPUV makes
it possible to find the atmospheric optical thickness for a
single clear-sky event and to determine its variation during
the day. The atmospheric optical thickness is caused by
molecular scattering, gaseous absorption, and aerosol scat-
tering and absorption. The first five SPUV channels are
outside major absorption bands. For this reason aerosol
optical thickness can be deduced by subtracting the Ray-
leigh scattering and ozone absorption (Chappuis band)
optical thickness from the total atmospheric optical thick-
ness. In Figure 3 the aerosol optical thicknesses at 368, 500,
and 870 nm are shown for the 3 selected days. The aerosol
optical thicknesses at the five SPUV wavelengths are
extrapolated to longer wavelengths to cover the entire solar
spectrum. Using the Angström relationship, taer(l) = bl�a,
the aerosol optical thicknesses at 1000, 1500, 2000, 3000,
and 5000 nm are found. The aerosol optical thicknesses for
all 10 wavelengths are used in the model calculations. In
between these 10 wavelengths the aerosol optical thickness
is linearly interpolated.
4.3.2. Aerosol Absorption Coefficient
[40] The absorption coefficient, kabs, is measured with a

ground-based aethalometer (Magee Scientific Corp, model
AE-10-M). Details of the instrument and method of analysis
are described by Hansen and Schnell [1991] and Hansen
[2002]. The aethalometer is designed to measure the ab-
sorbing (black) fraction of the aerosol. The instrument
collects the aerosol from ambient air on a quartz fiber
filterband, while a continuous, calibrated airflow passes
through it. The optical attenuation of light by the aerosol
on the filterband is measured as a function of time, using a
white light filament lamp and a photodetector at opposite

sides of the band. The lamp and photodetector cover a wide
spectral range. The exact range of the lamp is unknown and
the detector is sensitive to wavelengths up to 1100 nm. The
transmitted light intensity is measured and stored at 5-min
intervals, and from the observed decrease in transmission
and the known volume of the sampled air, the absorption
coefficient is calculated. In this study the 5-min values are
averaged to hourly mean values. The variation in light
absorption due to water uptake by the particles is not
measured and is assumed to be negligible. In section 5.2.3
we will show that the effect of the relative humidity
dependence of the scattering coefficient is small due to
low relative humidities at our comparison days. In general
the humidity-sensitivity of the absorption coefficient is
smaller than the humidity-dependence of the scattering
coefficient. Therefore we use equation (5) with f(RH) = 1
to calculate the average boundary layer aerosol absorption
coefficient, kabs.
4.3.3. Aerosol Scattering Coefficient
[41] The aerosol scattering coefficient, ksca, is determined

with ground-based integrating nephelometers. The output of
the instruments is the total scattering coefficient. After
subtraction of the Rayleigh scattering contribution, the
aerosol scattering coefficient is obtained. The effective
wavelength of the instruments (Belfort Instruments MRI
1560) is 475 nm. The scattering coefficient at the measuring
wavelength is translated to that at 500 nm using the
Angström parameter as derived from Sun photometry.
[42] The standard procedure in nephelometry is to dry the

air (including aerosol) by heating [Ten Brink et al., 1996;
Dougle et al., 1998]. This avoids complications with uptake
and loss of water by the hygroscopic aerosol components
during sampling and protects the optics against condensa-
tion. To limit evaporative losses of semivolatile compounds
such as ammonium nitrate, heating is limited to 40�C
[Dougle and Ten Brink, 1996]. The measurement of the
RH-dependence of the scattering coefficient, f(RH), is
performed in a humidograph [Ten Brink et al., 2001]. The
relative humidity profile is measured with a radiosonde at
6-hour intervals. Inserting the measurements of the nephe-
lometers, the humidograph, and the radiosonde into
equation (5) yields the boundary layer average scattering
coefficient, ksca, which is used in this study.
[43] The single scattering albedo, aaer, is obtained from

ksca and kabs using equation (9). The thus obtained aaer is
valid at about 500 nm. Since multispectral measurements of
ksca and kabs are not available, aaer is assumed identical at all
wavelengths.
4.3.4. Aerosol Asymmetry Parameter
[44] The asymmetry parameter of the aerosol is not

measured in this study. However, the aerosol size distribu-
tion, resolved by eight size bins, was measured in Petten
[Henzing et al., 2001]. From the measured aerosol size
distribution, the asymmetry parameter can be computed
using Mie theory, assuming spherical particles. We use a
Mie program [De Rooij and Van der Stap, 1984] assuming a
lognormal size distribution with a median radius rg = 0.055
micron and standard deviation s = 1.8. We assume that the
real part of the refractive index, Re(m), is 1.5 at all wave-
lengths. This is a typical value for water-soluble aerosols
[World Climate Program (WCP), 1983]. The imaginary
part, Im(m), is taken from water-soluble aerosol [WCP,
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1983], but fixed to the average value of 0.01 in the near-IR.
The results are tabulated in Table 3 for the selected wave-
lengths. It can be seen that g decreases rather strongly with
increasing wavelength.
4.3.5. Water Vapor Column
[45] The effect of water vapor on the aerosol scattering

properties is taken into account in the aerosol single
scattering albedo (see section 4.2.4). Moreover, water vapor

absorbs solar irradiance. The water vapor column is
obtained from the vertically integrated radiosonde data,
which are available every 6 hours. High temporal resolution
integrated water vapor (IWV) measurements are available
from a 50 km upwind station (Kootwijk, 5.81�E, 52.18�N)
of a regional Global Positioning System (GPS) receiver
network [Klein Baltink et al., 2002]. Variations in IWV
obtained using a linear interpolation between successive

Figure 3. (left) Daily variation of the aerosol optical thickness at three wavelengths (368, 500, and
870 nm) for the 3 selected days; values used in calculations are indicated by open circles. (right) Daily
variation of aerosol single scattering albedo (asterisks) and Angström parameter (lines, open circles), for
the 3 selected days.
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radiosondes agreed very well with the variation in IWV
values retrieved from the GPS network. For collocation
reasons the interpolated radiosonde IWV data were used in
our calculations.
4.3.6. Ozone Column
[46] The ozone column is measured with a Brewer

spectrometer. Usually, the ozone column varies only slowly
in the course of a day. The daily average value of the ozone
column is therefore used in the calculations. For 5 May,
14 May, and 19 June 2000 we found, respectively, 360.4,
344.6, and 315.3 DU.
4.3.7. Surface Albedo
[47] Around the measuring site vegetation is dominant,

but also motorways and built-up areas are found. To find a
representative, but simple, spectral surface reflectance, we
take a typical reflectance curve for photosynthetically
active vegetation [Bowker et al., 1985, Figure 2]. This
spectrum is split into two regions, VIS and NIR, according
to the main processes responsible for the behavior of the
curve. In the visible region (VIS) with wavelengths
smaller than 700 nm, reflectance is normally low espe-
cially in the growing season due to photosynthesis. The
transition to the near infrared region (NIR) is marked with
a sharp rise in the reflectance at about 700 nm (the red
edge). Reflectance in the NIR is dominated by reflection at
the cell walls and absorption by the leaf water content
(beyond 1300 nm).
[48] In order to estimate the actual reflectances in the

VIS/NIR, the NOAA/NASA Pathfinder AVHRR Land
(PAL) data set was used (NASA, http://daac.gsfc.nasa.
gov/, 2001). Of this data set, the so-called Daily Data Set
was used, which contains global reflectances derived from
AVHRR channels 1 and 2 mapped to an equal area
projection (8 � 8 km2). These reflectances (Table 4)
are corrected for Rayleigh scattering and ozone absorption
[Agbu and James, 1994]. AVHRR channel 1 (580�680 nm)
and channel 2 (730�1100 nm) thus yield the reflectance in
VIS (RVIS = 0.08) and NIR (RNIR = 0.22), respectively.
Assuming a Lambertian surface, these reflectances equal
surface albedos (As,VIS = RVIS and As,NIR = RNIR). The
shortwave broadband albedo (As) is obtained using a linear
combination of the two reflectances:

As ¼ cVISAs;VIS þ cNIRAs;NIR; ð10Þ

where the coefficients cVIS and cNIR represent the ratio of
global irradiance at the surface in the relevant wavelength
region to the shortwave broadband global irradiance. Using
the reference MODTRAN calculations (see section 5) for
the determination of the coefficients cVIS and cNIR, we find
that As = 0.15 both at 12:30 UT and 15:30 UT.

5. Sensitivity Study of Model Calculations of the
Clear-Sky Shortwave Irradiances

5.1. MODTRAN4.1 Calculations

[49] Calculations of the downward shortwave irradiances
at the surface are performed for the selected 3 cloudless
days 5 May, 14 May, and 19 June 2000 and presented in
Figure 4. The calculations are performed for every hour for
the periods that the boundary layer was well mixed, as long
as the direct irradiance exceeded 150 Wm�2. This results in
a total of 18 cases. Because the entire solar spectrum is
included in the irradiance measurements, simulated irradi-
ances are integrated from 250 to 5000 nm. The pyrheliom-
eter window and pyranometer domes shield the detectors
from thermal radiation. Therefore thermal radiation is sub-
tracted from the MODTRAN calculated irradiances. For the
calculations, MODTRAN is fed with the measured input
parameters as presented in section 4. A selection of input
data is listed in Table 5. Although the measured input data
are temporally averaged (e.g., Sun photometer aerosol
optical depth is averaged over 1 min), the calculations are
performed for an instantaneous moment (see the times in
Table 5).
[50] Before comparing the simulated surface shortwave

irradiances to the measured irradiances, we will assess the
uncertainties in the simulations. We assume that the model
produces correct surface irradiances when fed with the
correct solar insolation, surface reflectance, and atmospheric
composition. Therefore the only sources of error in the
modeled irradiances are the errors in model input parame-
ters for the chosen MODTRAN4.1 setup. To estimate the
magnitude of the errors in the calculated irradiances, we
define two reference calculations on 19 June 2000: (1) at
12:30 UT (about 40 min after local solar noon) with q0 =
33.7�, (2) at 15:30 UT with q0 = 53.5�. In both reference
calculations the input parameters are varied one-by-one with
their measurement error or estimated error, while keeping
the other parameters unchanged. The difference between the

Table 3. Results of Mie Calculations of Asymmetry Parameter g for Four Size Distributions (Lognormal, s = 1.8)a

Wavelength, nm Re(m) Im(m)

Asymmetry Parameter g

rg = 0.037 mm rg = 0.048 mm rg = 0.055 mm rg = 0.100 mm

368 1.5 0.005 0.624 0.659 0.674 0.703
501 1.5 0.005 0.567 0.615 0.638 0.694
675 1.5 0.006 0.496 0.557 0.588 0.674
780 1.5 0.010 0.457 0.524 0.558 0.661
870 1.5 0.010 0.426 0.496 0.533 0.647
1000 1.5 0.010 0.386 0.459 0.498 0.626
1500 1.5 0.010 0.269 0.342 0.385 0.546
2000 1.5 0.010 0.194 0.260 0.301 0.473
3000 1.5 0.010 0.112 0.160 0.194 0.357
5000 1.5 0.010 0.048 0.075 0.095 0.215

aMedian radii rg = 0.0368 mm and rg = 0.0475 mm correspond to distributions for which the wavelength dependence of the extinction agrees with the Sun
photometer data for 19 June 12:30 and 15:30 UT, respectively. rg = 0.055 mm is the median radius used in the reference calculations. rg = 0.1 mm
corresponds to larger particles often observed (climatology in Petten).
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reference calculation and the perturbed reference calculation
is a measure of the error in the calculated irradiance due to
the error in the perturbed parameter.

5.2. Sensitivity Study

[51] In this section we will describe the error in each of
the relevant input parameters of MODTRAN, and we will
provide the resulting error in the calculated irradiances. In
Tables 6 and 8 the MODTRAN reference and adjusted input
parameter values are listed for the 12:30 UT and 15:30 UT
runs for the case of 19 June 2000, respectively. The
corresponding calculated irradiances are listed in Tables 7
and 9, respectively. For completeness, also the reflected
irradiance at top of atmosphere (TOA), E",TOA, and the
absorbed irradiance in the atmosphere, Eabs = (m0E0 �
E",TOA) � Eglo(1 � As), are calculated for the selected days.
5.2.1. Sensitivity to Aerosol Optical Thickness Errors
[52] The calibrated Sun photometer provides the total

optical thickness (t = tRay + tgas + taer). Because the errors
in the Rayleigh scattering optical thickness (tRay) and the
gaseous absorption optical thickness (tgas) are small com-
pared to the errors in the aerosol optical thickness, the latter
can be obtained from the Lambert-Beer law:

E lð Þ ¼ E0 lð Þ exp �tM½ 	; ð11Þ

where M is the relative air mass. Using straightforward error
calculus:

Dabstaer ¼ DrelMð Þ2þ
Dabs lnE0ð Þ2þ Dabs ln

Edir

m0

� �� �2

lnE0 � ln
Edir

m0

� �� �2

2
6664

3
7775

1
=2


 1þ tRay þ tgas
taer


 �

 taer; ð12Þ

where DrelM is the relative error in the relative air mass,
DabslnE0 is the absolute error in the extraterrestrial
irradiance as found from the SPUV calibration, and Dabsln
(Edir/m0) is the absolute error in the measured DNSI.
According to equation (12), the error in a single aerosol
optical thickness value is the result of the combined error in
relative air mass, the SPUV calibration, and the direct
normal solar irradiance (DNSI) measurement. We estimate
the relative error in the relative air mass to be 1% due to
meteorological variations in temperature, pressure, or
humidity relative to the well-mixed molecular standard
atmosphere used to determine the relative air mass [Young,
1994]. We take a relative error of 2% in DNSI. The absolute

error in the calibration factor, DabslnE0, is the standard
deviation of the mean calibration factor [Henzing et al.,
2001]. We thus find the aerosol optical thicknesses at
550 nm for the reference times: taer(12:30 UT) = 0.20 ±
0.02 and taer(15:30 UT) = 0.25 ± 0.02.
[53] In order to establish the sensitivity of the calculations

to the error in taer, the aerosol optical thickness is changed
according to the above uncertainties. The fractional change
at 550 nm is then applied to all other wavelengths. At
12:30 UT the error in aerosol optical thickness leads to an
error in Edir, Edif, and Eglo of 11, 7, and 4 Wm�2,
respectively. At 15:30 UT the uncertainties in Edir, Edif,
and Eglo are 9, 5, and 4 Wm�2, respectively.
5.2.2. Sensitivity to Absorption Coefficient Errors
[54] The accuracy of kabs is limited due to three major

problems. One problem is the use of white light in the
aethalometer to measure the absorption coefficient, which is
essentially wavelength-dependent. Another problem is the
loss of light, due to scattering particles on the filter, which is
erroneously attributed to absorption. A third potential prob-
lem was discovered during our study, when we observed a
decrease of aethalometer sensitivity when the total load on
the filter increased, resulting in a nonlinear response.
[55] As a conservative estimate, we assume that kabs is not

better measured than within a factor of 2. As will be shown
later, this limited accuracy does not preclude meaningful
use of the aethalometer data in the model calculations. At
12:30 UT the best estimate of the aerosol absorption
coefficient is kabs = 6.9 � 10�6 m�1, corresponding to
aaer = 0.89. Owing to the factor 2, the possible range of
error for kabs is [1.4 � 10�5 m�1, 3.5 � 10�6 m�1] and for
aaer [0.79, 0.94]. At 15:30 UT the best estimate is kabs =
7.2 � 10�6 m�1 (aaer = 0.89) with the range for kabs [1.4 �
10�5 m�1, 3.6 � 10�6 m�1] and for aaer [0.81, 0.94].
[56] In order to establish the sensitivity of the calculations

to the error in the aethalometer measurements, the single
scattering albedos at both ends of the range of error are used
as model input. The total aerosol optical thickness is kept
unchanged, so there are no consequences for Edir. For both
reference times the absolute effects on Edif, and thus Eglo,
are equal as can be seen from Tables 7 and 9. Increasing the
aerosol absorption coefficient, Edif and Eglo decrease by as
much as 15 Wm�2. With decreasing aerosol absorption the
increase in Edif and Eglo is 9 Wm�2.
5.2.3. Sensitivity to Scattering Coefficient Errors
[57] The aerosol scattering coefficient is determined by

the combined use of radiosonde, humidograph, and nephe-
lometer measurements. As far as the radiosonde water vapor
profile is concerned, it probably does not play a significant
role in the overall error of the scattering coefficient. The

Table 4. AVHRR-Derived 8 � 8 km2 Surface Reflectances for an Area Centered Around De Bilt on 19 June 2000a

R1 R2 As

0.12 0.11 0.11 0.29 0.26 0.22 0.20 0.19 0.17
0.12 0.08 0.09 0.30 0.22 0.17 0.21 0.15 0.13
0.10 0.09 0.08 0.20 0.19 0.19 0.16 0.14 0.14

R1 = 0.10 ± 0.02 R2 = 0.23 ± 0.05 As = 0.16 ± 0.03
 24 km !

aThe first two matrices contain channel 1 and channel 2 reflectances (R1 and R2), respectively. The third matrix contains the estimated
shortwave broadband surface albedo (As) assuming Lambertian surface reflectance. The center value of each matrix corresponds to the pixel
coordinates (52.110�N, 5.130�E) closest to the coordinates of De Bilt (52.100�N, 5.183�E). Area-averaged values and standard deviations are
given below the matrices.
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determination of the dry scattering coefficient normally
contributes most to the overall error. The drying in the
nephelometer is accomplished by heating. Ammonium
nitrate, which is the dominant aerosol for the Netherlands
[Ten Brink et al., 1996], is semivolatile and may (partly)
evaporate upon heating. Such evaporation is indeed ob-
served: on days with high RH decreases in signal of as high
as 50% have been registered. On the days used in this study,

surface RH is so low that drying is minimal and evaporative
losses should be negligible. Probably the most important
source of error for the scattering coefficient during our study
is the translation of the ground-based measurement of the
RH-dependence of the scattering coefficient to the boundary
layer average scattering coefficient. Neglecting the
RH dependence in the boundary layer, we find that ksca
(12:30 UT) is decreased from 5.4 � 10�5 m�1 to 5.1 �

Figure 4. (left) Measurements of direct irradiance (Edir), diffuse irradiance (Edif), and the sum of direct
and diffuse irradiance (Edir + Edif), for the 3 selected days, indicated by lines. Calculations of the same
quantities are indicated by open circles. (right) The differences between measurements and calculations of
direct, diffuse, and global (direct plus diffuse) irradiances for the 3 days.
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10�5 m�1, so aaer decreases from 0.89 to 0.88. A similar
decrease in aaer occurs for the 15:30 UT case.
[58] In order to establish the sensitivity of the irradiance

calculations to the error in the boundary layer average
aerosol scattering coefficients, the single scattering albedos
corresponding to completely dry atmospheres (aaer = 0.88)
at the reference times are used as model input. The results
are in Tables 7 and 9. Again Edir is not affected. For both
reference times the absolute effects on Edif (Eglo) are equal.
For the dry atmosphere, Edif and Eglo decrease by a modest
1 Wm�2.
5.2.4. Sensitivity to Asymmetry Parameter Errors
[59] Aerosol size distribution measurements are used to

obtain the asymmetry parameter using Mie theory. Unfortu-
nately, the size distribution is not measured on 5 and 14 May
2000. On the basis of a great many size distribution measure-
ments at Petten in the past, it can be concluded that a size of
rg = 0.055 mm, as measured on 19 June 2000, is quite small.
Therefore we calculate the asymmetry parameter also for a
size distribution with larger particles, namely, with rg =
0.1 mm. However, the Angström parameter that follows from
the Sun photometer measurements (Figure 3, right panels),
suggests that the aerosol size distribution consists of smaller
particles. For 19 June 2000, 12:30 UT (15:30 UT), we need

to lower the median radius to rg = 0.037 mm (rg = 0.048 mm)
in order to meet the Sun photometer spectral dependence,
which has an Angström parameter of 2.2 (1.9). In Table 3 the
asymmetry parameters corresponding to the measured size
distribution and for the small and large particles are given for
the selected wavelengths. It can be seen that g is larger for
larger particles as expected.
[60] The asymmetry parameters of the smaller and larger

particles are used to establish the sensitivity of the irradi-
ance calculations for the error in the asymmetry parameter.
As is shown in Tables 7 and 9, Edir is unaffected. Edif and
Eglo are increased in the perturbed calculation, because the
larger particles scatter more in the forward direction,. At
12:30 UT (15:30 UT) Edif and Eglo are increased with 3 (5)
Wm�2. The smaller particles scatter more uniformly in all
directions, so that Edif and Eglo are decreased in the
perturbed calculation. At 12:30 UT (15:30 UT) Edif and
Eglo are decreased with 4 (2) Wm�2.
5.2.5. Sensitivity to Water Vapor Column Errors
[61] A reasonable estimate of the error in the atmospheric

water vapor column is 10%. At 12:30 UT we find H2O =
19.0 ± 1.9 kg m�2. At 15:30 UT, H2O = 23.3 ± 2.3 kg m�2.
This error in absorption by water vapor leads to an error in
both Edir and Eglo of 4 and 3 Wm�2 at 12:30 UT and

Table 5. Selected Model Input Dataa

Day, Time, UT

taer
a aaer H2O, kg m�2 Hbl, m368 nm 500 nm 670 nm 780 nm 870 nm

5 May, 14:30 0.6155 0.3634 0.1828 0.1328 0.1352 1.87 0.925 16.69 1850
5 May, 15:30 0.6268 0.3838 0.2078 0.1497 0.1426 1.79 0.923 16.97 1880
5 May, 16:30 0.6338 0.3986 0.2267 0.1633 0.1494 1.72 0.931 17.25 1880
14 May, 10:30 0.3192 0.1624 0.0466 0.0344 0.0579 2.23 0.885 11.37 1100
14 May, 11:30 0.3602 0.1953 0.0613 0.0464 0.0668 2.17 0.876 11.56 1200
14 May, 12:30 0.4034 0.2235 0.0796 0.0596 0.0794 2.09 0.827 11.86 1420
14 May, 13:30 0.4398 0.2540 0.1049 0.0779 0.1020 1.90 0.875 12.17 1680
14 May, 14:30 0.3919 0.2269 0.0974 0.0703 0.0976 1.83 0.871 12.47 1700
14 May, 15:30 0.3838 0.2229 0.1042 0.0739 0.0970 1.80 0.862 12.78 1690
14 May, 16:30 0.3677 0.2183 0.1114 0.0794 0.0935 1.76 0.886 13.09 1670
14 May, 17:30 0.3224 0.1892 0.1066 0.0758 0.0764 1.74 0.850 13.28 1640
19 June, 12:30 0.4793 0.2481 0.0925 0.0699 0.0872 2.22 0.885 18.95 1500
19 June, 13:30 0.6364 0.3508 0.1595 0.1194 0.1268 2.04 0.873 20.40 1800
19 June, 14:10 0.8213 0.4700 0.2353 0.1744 0.1707 1.94 0.881 21.33 2000
19 June, 14:30 0.5768 0.3182 0.1492 0.1141 0.1217 1.98 0.881 21.85 2000
19 June, 15:30 0.5385 0.3021 0.1499 0.1136 0.1181 1.91 0.893 23.29 2000
19 June, 16:30 0.5607 0.3258 0.1755 0.1325 0.1294 1.81 0.900 24.74 2000
19 June, 17:30 0.5008 0.3005 0.1738 0.1314 0.1245 1.70 0.889 26.04 2000

aThe data are obtained as described in section 4.3.

Table 6. MODTRAN Input Values Used in the 19 June 2000, 12:30 UT, Reference Run Are Given in Column 3 (‘‘Reference Value’’)a

Input Parameter Symbol Reference Value Applied Change Explanation Adjusted Value Consequence

Aerosol optical
thickness (550 nm)

taer 0.20 +0.02
�0.02

measurement error 0.22
0.18

Asymmetry
parameter (501 nm)

g 0.638 see text larger particles
smaller particles

0.694
0.567

Aerosol absorption
coefficient

kabs 6.9 � 10�6 m�1 �2
� 1/2

measurement error 13.9 � 10�6 m�1

3.5 � 10�6 m�1
aaer = 0.79
aaer = 0.94

Aerosol scattering
coefficient

ksca 5.4 � 10�5 m�1 �0.3 assumed dry air
(aerosol scattering
insensitive to RH)

5.1 � 10�5 m�1 aaer = 0.88

Surface albedo As 0.15 +0.03
�0.03

standard deviation 0.18
0.12

Boundary layer height Hbl 1500 m �2 experiment 3000 m
Water vapor column H2O (g) 18.95 kg m�2 +10%

�10%
interpolation error 20.85 kg m�2

17.05 kg m�2

aValues used in the sensitivity study are given in column 6 (‘‘adjusted value’’). Reference values and applied changes of the input parameters are
described in the corresponding subsections of section 5.
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15:30 UT, respectively (see Tables 7 and 9). The effect on
Edif is less than 1 Wm�2 at both reference times.
5.2.6. Sensitivity to Surface Albedo Errors
[62] The shortwave broadband surface albedo used in the

simulations is obtained using AVHRR channel 1 and 2
reflectances for the single 8 � 8 km2 pixel containing the
measuring site, as described in section 4.2.7. A second
estimate of the albedo is obtained by averaging the broadband
reflectances of the nineAVHRR8� 8 km2 pixels surrounding
the measuring site. Doing so, we find As = 0.16 ± 0.03.
[63] The standard deviation 0.03 is used to investigate the

sensitivity of the calculated irradiances to the assumed
broadband surface albedo. As can be seen from Tables 7
and 9, the effect of the exercise As ± 0.03 is strongest for the
reflected irradiance at the top of the atmosphere: at 12:30 UT
E",TOA increases by 21 Wm�2 for the 0.03 increase of As,
whereas at 15:30 UT E",TOA increases by 13 Wm�2 for
the 0.03 increase of As. The effect on the surface irradiances
is less pronounced: the increase of As, which increases
multiple reflections between the surface and the atmo-
sphere, increases E# by 2 W m�2 for both reference times.

5.3. Total Error in the Calculated Irradiances

[64] We express the error in the calculated irradiances due
to the error in model input parameter xi as:

DErad;i ¼
@Erad

@xi

� �
Dxi: ð13Þ

Here rad stands for dir, dif, or glo and (@Erad/@xi) represents
the sensitivity, defined as the change in the computed Erad

for a unit change in input parameter xi, keeping all other
parameters constant. Assuming that all input parameters are
independent, we estimate the overall error in the calculated
irradiances due to uncertainties in the input parameters as:

DcalcErad ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
i

DErad;i

� �2r
ð14Þ

(Wm�2). The errors in the calculated irradiances are listed
together with the irradiance measurement errors in Table 2.

6. Comparison Between Modeled and Measured
Downward Shortwave Clear-Sky Irradiances

6.1. Comparison Strategy

[65] We define the difference between modeled and
measured irradiances as:

DErad ¼ Erad;calc � Erad;meas: ð15Þ

The error in DErad is then given by

DDErad ¼ DcalcEradð Þ2þ DmeasEradð Þ2
h i1�

2 ð16Þ

since the errors in measured and calculated irradiances are
uncorrelated. Using equation (16) and the values of

Table 7. MODTRAN Results for 19 June 2000, 12:30 UTa

MODTRAN Run Edir, W m�2 Edif, W m�2 Edir + Edif, W m�2 E",TOA, W m�2 Eabs, W m�2

Irradiance of reference run 723 142 865 170 232

No aerosol +122 �84 +38 �4 �28
Aerosol optical thickness increased

decreased
�11
+11

+7
�7

�4
+4

+0
�0

+2
�3

Asymmetry parameter larger particles
smaller particles

0
0

+3
�4

+3
�4

�2
+3

�1
+1

Aerosol absorption coefficient increased
decreased

0
0

�15
+9

�15
+9

�6
+4

+19
�13

Aerosol scattering coefficient dry air 0 �1 �1 �0 +0
Surface albedo increased

decreased
0
0

+2
�2

+2
�2

+21
�21

�23
+22

Boundary layer height increased 0 +0 +0 �1 �0
Water vapor column increased

decreased
�4
+4

�0
+0

�4
+4

�1
+1

+4
�5

aIncident irradiance at TOA is m0E0 = 1138 W m�2, q0 = 33.7�. Differences (adjusted calculation minus reference calculation) are in W m�2. The input
(reference and adjusted) parameters are given in Table 6.

Table 8. MODTRAN Input Values Used in the 19 June 2000, 15:30 UT, Reference Run Are Given in Column 3 (‘‘Reference Value’’)a

Input Parameter Symbol Reference Value Applied Change Explanation Adjusted Value Consequence

Aerosol optical
thickness (550 nm)

taer 0.25 +0.02
�0.02

measurement error 0.27
0.23

Asymmetry
parameter (501 nm)

g 0.638 see text larger particles
smaller particles

0.694
0.567

Aerosol absorption
coefficient

kabs 7.2 � 10�6 m�1 �2
� 1/2

measurement error 14.3 � 10�6 m�1

3.6 � 10�6 m�1
aaer = 0.81
aaer = 0.94

Aerosol scattering
coefficient

ksca 6.0 � 10�5 m�1 �0.4 assumed dry air
(aerosol scattering
insensitive to RH)

5.6 � 10�5 m�1 aaer = 0.88

Surface albedo As 0.15 +0.03
�0.03

standard deviation 0.18
0.12

Boundary layer height Hbl 2000 m �2 experiment 4000 m
Water vapor column H2O (g) 23.3 kg m�2 +10%

�10%
interpolation error 25.6 kg m�2

21.0 kg m�2

aValues used in the sensitivity study are given in column 6 (‘‘adjusted value’’). Reference values and applied changes of the input parameters are
described in the corresponding subsections of section 5.
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DcalcErad, given in section 5.3, and the values of DmeasErad

given in Table 2, we find the estimated errors DDErad for
the reference calculated irradiances listed in Table 2.

6.2. Direct Irradiances

[66] For 5 May and 14 May 2000 the calculated direct
irradiances are always smaller than the measured irradiances
with a typical difference of 5–15 Wm�2 (see Figure 4, right
panels). On 19 June 2000, however, the situation is reversed
but the differences are of the same order of magnitude. Even
when we assume that the smallest error estimate of DDEdir,
is applicable, namely, 14 Wm�2, we find all individual
differences, DEdir, to be smaller than, or very close to
DDEdir. Therefore we conclude that modeled and measured
surface downward direct irradiances agree within the esti-
mated uncertainty.

6.3. Diffuse Irradiances

[67] For the diffuse irradiance there is less good agree-
ment between the modeled and measured irradiances. For all
cases the calculated diffuse irradiances are higher than the
measured irradiances, DEdif being between 7 and 44 Wm�2.
The calculations and measurements tend to converge toward
the end of the day, particularly on 14 May and 19 June.
Despite the large error in the difference, the maximum
DDEdif being 18 Wm�2, only 5 out of the 18 comparisons
agree within the estimated uncertainty.

6.4. Global Irradiances

[68] As was the case for the diffuse irradiance, all
calculated values of the global irradiance are higher
than the measured values, DEglo being between 8 and
44 Wm�2. The trends that are seen in DEdif are also present
in DEglo. The calculated values of Eglo generally agree best
with the measurements for low Sun elevation. Despite the
large error in the difference, the maximum being 21 Wm�2,
only 8 out of the 18 comparisons agree within the estimate
uncertainty.
[69] In conclusion, we find that calculated and measured

direct irradiances at the ground agree within the combined
error estimate. However, for the diffuse and global irradi-
ances, we find that the calculated irradiances overestimate
the measured irradiances. For a big majority of cases, the
magnitude of the overestimation cannot be explained by

pyranometer measurement errors, or by the error in the used
model input parameters, or by a combination of both.
Moreover, the overestimation seems to be dependent on
the time on the day; the magnitude of DEdif increases with
increasing m0 for all three cases (Figure 5, top). In Figure 5
(bottom) the magnitude of DEdif relative to the incoming
irradiance at TOA (m0E0) is shown. The relative model-
measurement difference shows no significant correlation
with m0, differences roughly amount 1�4% of TOA irradi-
ance. This is in agreement with the results that we derive
from Halthore and Schwartz [2000, Table 1] (43 cases),
who also find values of 1�4%. In the next section we will
discuss sources of errors that may lead to the systematic
deviations from zero in DEdif.

6.5. Discussion of Possible Sources of the Disagreement
Between Calculated and Measured Irradiances

[70] Above we estimated the error in the difference
between modeled and measured irradiances by including
the uncertainties of the measurements that served as input
for the model calculations. We saw that calculated and
measured diffuse and global irradiances did not agree within
the error estimate. In this section we will discuss some other
uncertainties that can lead to a disagreement between
calculated and measured irradiances.
6.5.1. Spectral Aerosol Optical Thickness
[71] In the model calculations, the aerosol optical thick-

nesses at wavelengths longer than 870 nm are obtained by
extrapolation using the Angström relation. However, from
measurements in Petten we know that on 19 June 2000 (but
also on other days with synoptic conditions similar to those
in our study) the size distribution is bimodal. The fact that
taer(870 nm) is equal to or larger than taer(780 nm) for the
3 selected days confirms this. To study the effect of higher
optical thickness of the aerosols at longer wavelengths, we
recalculate the irradiances at the two reference times
increasing the aerosol optical thickness to taer(870) at
1000 nm (case I) and 1500 nm (case II), keeping the aerosol
optical thickness constant in-between and using the Ang-
ström relation for longer wavelengths. Increasing the aero-
sol optical thickness reduces the direct irradiance by
4 (10) Wm�2 for case I (case II) at both reference times.
The corresponding increase in diffuse irradiances is
3 (6) Wm�2 at both reference times. Using these irradiance

Table 9. MODTRAN Results for 19 June 2000, 15:30 UTa

MODTRAN Run Edir, W m�2 Edif, W m�2 Edir + Edif, W m�2 E",TOA , W m�2 Eabs, W m�2

Irradiance of reference run 427 136 562 139 196

No aerosol +134 �84 +49 �13 �29
Aerosol optical thickness increased

decreased
�8
+9

+5
�5

�4
+4

+1
�1

+2
�2

Asymmetry parameter larger particles
smaller particles

0
0

+5
�5

+5
�5

�3
+3

�0
+0

Aerosol absorption coefficient increased
decreased

0
0

�15
+9

�15
+9

�7
+5

+20
�12

Aerosol scattering coefficient dry air 0 �1 �1 �0 +1
Surface albedo increased

decreased
0
0

+2
�2

+2
�2

+13
�13

�15
+15

Boundary layer height increased 0 �0 �0 +0 +0
Water vapor column increased

decreased
�3
+3

�0
+0

�3
+3

�1
+1

+3
�4

aIncident irradiance at TOA is m0E0 = 813 W m�2, q0 = 53.5�. Differences (adjusted calculation minus reference calculation) are in W m�2. The input
(reference and adjusted) parameters are given in Table 8.
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values for case I (case II), 3 (10) out of 18 (18) comparisons
of the direct irradiance do not agree within the error estimate
(originally model and measurements agreed). For diffuse
irradiance the situation also gets worse, only 4 (2) out of 18
(18) comparisons agree within the error estimate (originally
we found agreement for 5 out of 18 comparisons). In view
of this large effect, measurements of taer at longer wave-
lengths (e.g., at 1000, 1600, and 2200 nm) are desirable in
later studies.
6.5.2. Surface Albedo
[72] In our model we use a spectrally flat albedo. How-

ever, for vegetation the surface albedo in the visible spectral
region is generally smaller than at longer wavelengths
[Bowker et al., 1985]. The spectrally independent surface
albedo is thus too reflective in the visible and too little
reflective in the near infrared. Since scattering by the
atmosphere is stronger in the visible spectral region than
in the near infrared, the use of the broadband albedo will
consequently lead to a modeled Edif that is too high. Indeed,
using the reflectances derived from AVHRR channels 1

(8%) and 2 (22%) for the visible region (VIS,l < 700 nm) and
the near infrared region (NIR, l > 700) as was done in
section 4.3.7, we find that due to the assumption of a
spectrally flat albedo of 0.15, Edif is overestimated by 4 and
2 Wm�2 for 19 June 12:30 UT and 15:30 UT, respectively.
[73] Furthermore, in our model we use a constant albedo

over the day. In reality, however, the surface albedo depends
on the solar zenith angle. To obtain a representative solar
zenith angle dependence of the surface albedo of our site,
we use data from upward and downward looking pyra-
nometers over pasture in Cabauw (less than 20 km SW of
the measuring site) at 19 June 2000. Although this surface
albedo increases with increasing solar zenith angle by
almost 50% over the range of zenith angles in this study,
its effect on the downward diffuse irradiance and on DEdif is
only 1–2 Wm�2, due to the partly canceling effect of
increasing surface albedo and decreasing incoming irradi-
ance with increasing solar zenith angle. We therefore
conclude that the large differences between modeled and
measured surface downward irradiances and, more specific,
the trend in the differences cannot be explained by uncer-
tainties in the surface albedo.
6.5.3. Zero Offset of Pyranometer Measurements
[74] As explained in section 3.2, we chose not to correct

the pyranometer measurements for thermal offset errors. In
view of the differences between measured and modeled
irradiances it is nevertheless useful to give a rough estimate
of the error involved. Nighttime offsets in Cabauw typically
vary between +1 and �6 Wm�2, where the latter value
occurs during clear-sky nights such as the ones prior to and
after the measurement days used in this study. However, it is
well-known that during clear-sky conditions daytime values
of the thermal offset are larger than nighttime values [Cess
et al., 2000; Dutton et al., 2001]. However, these works
suggest that the daytime offset does not exceed the night-
time offset by a factor of 2. This implies that a liberal
estimate of the daytime offset for the cases described here is
12 Wm�2 and probably smaller. In view of the values of
DEdif and DEglo, the conclusion is justified that the pyra-
nometer zero-offset alone cannot explain the differences
between modeled and measured irradiances. It should,
however, be mentioned that this offset does reduce the
discrepancy, but the precise reduction is unknown. Since
model-measurement differences seem to be a fixed fraction
of the incoming irradiance at TOA (Figure 5, bottom), it is
not very likely that the pyranometer zero offset is causing an
important fraction of the discrepancy, as it would have led
to a systematic model-measurement difference independent
of solar insolation.
6.5.4. Vertical Aerosol Distribution
[75] In our study, we assume that all aerosols are confined

to a well-mixed boundary layer, which is an idealized
representation of the reality. This assumption is almost
harmless with respect to surface downward irradiances, if
optical properties of aerosols above the boundary layer do
not deviate from boundary layer aerosol, see the double
boundary layer height experiments in Tables 6–9. However,
if free-tropospheric and stratospheric aerosols, with different
asymmetry parameters and/or single scattering albedos, are
responsible for a significant fraction of the aerosol optical
thickness, then the calculated diffuse irradiances are erro-
neous. To estimate this effect, we use the MODTRAN built-

Figure 5. (top) The difference between calculated and
measured diffuse irradiances plotted as a function of the
cosine of the solar zenith angle (m0). Individual comparisons
on a single day (diamonds) are connected by a thin black
line. (bottom) Same, but relative to the top-of-atmosphere
incoming irradiance, m0E0.
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in aerosol climatology [Shettle and Fenn, 1979] with free
tropospheric aerosol and stratospheric aerosol. The aerosol
optical thickness as obtained from the Sun photometer is
distributed over the boundary layer (taer(12:30) = 0.12 and
taer(15:30) = 0.15 at 500 nm), free troposphere (taer = 0.11
and taer = 0.14), and stratosphere (taer = 0.01). The result is
that, compared to the standard runs for 19 June 12:30 and
15:30 UT, Edif increases by 9 and 7 Wm�2, respectively.
Thus the difference with the measurements increases. Larger
single scattering albedos and increased forward scattering by
larger particles, included in the aerosol climatology, cause
the increase. To obtain agreement between calculated and
measured Edif, the single scattering albedo and asymmetry
parameter of the aerosol above the boundary layer should be
decreased to values far beyond the smallest values accepted
in the sensitivity calculations. We believe that free tropo-
spheric aerosol (aerosol optical thickness of stratospheric
aerosol is too small to be of any importance) with those
characteristics is unrealistic.

7. Discussion of a Possible Agreement Between
Modeled and Measured Diffuse Irradiances

[76] In an attempt to determine when we do find agree-
ment between modeled and measured diffuse irradiances,
we varied the single scattering albedo and the median radius
of the lognormal distribution beyond uncertainty estimates.
The results of these model calculations are shown in
Figure 6.
[77] In Figure 6 (top) the largest single scattering albedos

cause the largest modeled-measured diffuse irradiance differ-
ences, DEdif. Decreasing the single scattering albedo to 0.70
and 0.79, we find closure for 19 June 12:30 and 15:30 UT,
respectively. Although both single scattering albedos are
outside the measurement uncertainty limits, they are not
completely improbable. However, for 14 May 2000, the
model-measurement differences are much larger, whereas
taer is much lower (Figure 3, left panels). Consequently the
single scattering albedo has to be lowered more rigorously to
0.56 and 0.61 for 14May 12:30 and 15:30, respectively. Such
low single scattering albedos do not only fall outside the
measurement uncertainty limits, they are very low even for
heavy industrialized areas or metropolitan city centers.
[78] In Figure 6 (bottom) the largest median radii, corre-

sponding to common size distributions in the Netherlands,
cause the largest model-measurement differences. The
smaller the particle median radius is chosen, the smaller
DEdif becomes. For 19 June 2000, agreement is obtained for
particles as small as 0.003 and 0.015 mm for 12:30 and
15:30 UT, respectively. For 14 May 2000, it is not possible
to find agreement by reducing the aerosol particle sizes.
[79] In the following, we will make first order estimates

of three corrections that reduce DEdif. We discussed in
section 3.1 that the pyrheliometer is measuring forward
scattered light as diffuse irradiance. The shaded pyranom-
eter is missing exactly this diffuse irradiance. We estimated
the missing diffuse irradiance being 1.4 and 1.6 Wm�2 for
19 June 12:30 and 15:30, respectively. Furthermore, we
applied a spectrally flat albedo in our calculations. In
section 6.5.2 we showed that this leads to an overestimate
of the modeled diffuse irradiance. We estimated the amount
to be 4 and 2 Wm�2 for 19 June 12:30 and 15:30,

Figure 6. Differences between modeled and measured
diffuse irradiance, DEdif, as a function of single scattering
albedo, aaer (top) and median radius or asymmetry
parameter (bottom). In each plot, DEdif is given for two
low aerosol optical thickness cases (14 May, 2000,
12:30 UT, q0 = 36� and 15:30 UT, q0 = 57�) and two high
aerosol optical thickness cases (19 June, 2000, 12:30 UT,
q0 = 34� and 15:30 UT, q0 = 54�). (top) Black solid circles
indicate the values used in the standard calculations of
Figure 4. Grey solid circles correspond to calculations with
the decreased aerosol absorption (high aaer) and the
increased aerosol absorption (high aaer) of Tables 6–9.
Agreement, i.e., DEdif = 0, is obtained when aaer = 0.70 and
aaer = 0.79 for 19 June 12:30 and 15:30 UT, respectively;
for 14 May 12:30 and 15:30 UT, agreement is obtained
when aaer = 0.56 and aaer = 0.61, respectively. (bottom)
Solid circles indicate the values used in the standard
calculations of Figure 4; light grey circles indicate the
median radius for which the Mie calculated Angström
parameter equals the Sun photometer Angström parameter;
dark grey circles correspond to climatological large
particles. Agreement is obtained for rg = 0.003 mm and
rg = 0.015 mm for 19 June 12:30 and 15:30 UT, respectively.
For the case of 14 May (low aerosol optical thickness), no
agreement can be obtained by reducing the aerosol particle
size.
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respectively. To obtain the asymmetry parameter, we ap-
plied Mie calculations for a lognormal distribution with the
median radius and standard deviation as obtained from
microphysical measurements in Petten. As an alternative,
we can use the Angström parameter as measured with the
Sun photometer to obtain the median radius of the lognor-
mal size distribution. This results in a smaller asymmetry
parameter and thus less forward scattering. For 19 June
12:30 and 15:30 we find a reduction of the modeled diffuse
irradiance of 4 and 2 Wm�2, respectively. Summing the
above values, that all work in the same direction, we find
that the differences between modeled and measured diffuse
irradiances are reduced by 9.4 and 5.6 Wm�2 for 19 June
12:30 and 15:30 UT, respectively. We find DEdif = 22 ±
18 Wm�2 and DEdif = 12 ± 18 Wm�2 for 19 June 12:30
and 15:30 UT, respectively. For 15:30 UT we now find
agreement. For 12:30 UT we need a realistic pyranometer
zero offset of 4 Wm�2 to bring calculations and measure-
ments into agreement. It is thus possible to find agreement
between calculated and measured surface diffuse irradiances
for the two reference calculations. Applying the largest
correction (9.4 Wm�2) 11 out of 18 comparisons agree
without having to apply a correction for pyranometer zero
offset. If, moreover, the maximum zero offset estimate of
12 Wm�2, given in section 6.5.3, is used for correction, we
find that 17 out of 18 comparisons agree within the
uncertainty estimates. For 14 May 10:30 UT the needed
zero offset is 13.4 Wm�2 and thus exceeds the maximal
zero offset. Moreover, it should be mentioned that, after
applying the largest correction to all calculations, calculated
values remain always larger than measured irradiances,
except for 19 June 17:30 UT.
[80] Despite the partly obtained closure, there is still the

fact that modeled diffuse irradiances exceed measured
diffuse irradiances while direct irradiances are predicted
correctly. This may indicate an erroneous aerosol scattering
phase function or missing atmospheric absorption. A readily
identifiable gas responsible for anomalous continuum ab-
sorption, as suggested by, for example, Kato et al. [1997]
and Halthore and Schwartz [2000], is absent. It is unlikely
that missing absorption is the result of a gaseous line
absorber, because it is very unlikely that such a line
absorber would not have been recognized until now
[Solomon et al., 1998; Mlawer et al., 2000]. We believe
that the residual optical thickness that is obtained after
subtracting molecular scattering and absorption from total
extinction as measured with the Sun photometer is caused
by particles. We know that a smaller single scattering albedo
and asymmetery parameter, associated with smaller par-
ticles, will reduce the calculated downward diffuse solar
irradiance for a given aerosol optical thickness. To explain
the model-measurement discrepancy, aaer and g have to be
changed beyond estimated uncertainty limits. However, for
small particles (rg < 0.1 mm), the single scattering albedo
and asymmetry parameter are very sensitive to both the
median size rg and the standard deviation s. Both aaer and g
decrease drastically as rg and s decrease [e.g., Wendisch et
al., 2002; Fu et al., 1998]. Therefore it is possible that our
uncertainty limits have been set too rigorously and that a
narrower size distribution shifted toward smaller particles
exists. The median radius of the lognormal distribution used
in our calculations is possibly too large (compare the Sun

photometer Angström parameter). We can expect aerosols
to be smaller than 0.1 mm for the low relative humidities that
were present throughout the whole atmosphere at our
comparison days (RH < 70%). The width of the lognormal
distribution is therefore possibly taken too large. So, if these
small particles do exist and are responsible for part of the
extinction measured with the Sun photometer, why do we
not observe the correspondingly high absorption coeffi-
cient? We suggest two possibilities why these small par-
ticles are neglected in the aethalometer measurement. First,
ultrafine particles with radii smaller than 0.025 mm are
transported primarily by Brownian diffusion. They are
therefore efficiently transported toward the surface where
they are absorbed [Wesely, 1989; Seinfeld and Pandis,
1998]. Thus ultrafine particles present everywhere in the
boundary layer (and above) may contribute to the aerosol
extinction as observed with Sun photometry, but they may
not be as numerous near the surface and may not contribute
to the measured aerosol absorption coefficient. Second, the
aethalometer is designed to obtain absorbing carbonaceous
aerosol concentrations. Therefore the used aethalometer
filter (Tissuquartz, Pallflex company), with aerosol retention
close to 100% for particles larger than 0.3 mm, should be
suitable for this purpose. However, the retention for smaller
aerosol particles, that hypothetically absorb light, is not very
well known and certainly less than 100%. So, if these small
particles are indeed undetected by the aethalometer, then the
relevant question is whether they are numerous enough to
be of any importance in terms of aerosol optical thickness.
This remains to be investigated as future work.

8. Conclusions

[81] The analysis for 18 cases of model calculations and
measurements of clear-sky surface irradiances revealed no
discernable difference between model and measurement for
the direct irradiance, but several significant differences for
the diffuse (and, consequently, global) irradiance. The
differences between modeled and measured direct irradi-
ance vary between �15 Wm�2 and +14 Wm�2, with an
average of �2 Wm�2. Since the uncertainty in the differ-
ence varies between 14 and 16 Wm�2, there is no evidence
for a disagreement between model and measurement. For
the diffuse irradiance, however, the measurement is always
overestimated by the model. The overestimation varies from
7 to 44 Wm�2, with an average of 25 Wm�2. Since the
uncertainty in the difference is estimated to be 18 Wm�2, a
majority of the cases (to be precise: 13 out of 18) reveals a
significant overestimation of the measurements by the
model.
[82] Several instrument imperfections and model assump-

tions are likely to have caused biases that, in particular in
combination, contribute to the discrepancy mentioned.
Examples are: the pyranometer zero-offset, the portion
of diffuse radiation that is not measured by the shaded
pyranometer, the use of a wavelength-independent surface
albedo, and the use of Mie calculations instead of Sun
photometer measurements for the calculation of the aerosol
asymmetry parameter. Although it is difficult to assess the
precise magnitude of these biases, we estimate the cumula-
tive effect between 5 and 21 Wm�2, where the largest
variation comes from the uncertainty in the zero-offset. In
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the worst case (21 Wm�2), only one of the 18 cases reveals
a significant overestimation of the measurement by the
model. It should be noted, however, that this situation is
based on the crude assumption that the daytime pyranom-
eter zero-offset amounts to twice the typical nighttime
value. If we relax this assumption, to values that are
probably more realistic, then several cases point to a
persistent and significant positive model-measurement dif-
ference for the diffuse irradiance. This difference amounts
to typically 1–4% of the top-of-atmosphere irradiance, and
does not depend on the solar zenith angle.
[83] In order to shed light on the reason for the discrep-

ancy for diffuse irradiance, we performed a model sensitiv-
ity analysis for the aerosol single scattering albedo and the
mean radius, which is related to the asymmetry parameter
(Figure 6). The analysis learned that closure can be obtained
for smaller single scattering albedo or mean radius. Al-
though the values have to be adjusted beyond the measure-
ment uncertainty, the analysis seems to point to an
explanation in terms of small aerosol particles. In particular,
a size distribution that includes a branch of very small
particles may very well remove the discrepancy for the
diffuse irradiance. It is conceivable that these particles have
not been detected by the instrument for measuring aerosol
absorption, because they are simply too small, but also
because they may not be so dominantly present near the
surface, where dry deposition leads to removal of these
particles. In both cases, too little aerosol absorption may
have been measured, and too much forward scattering may
have been assumed, leading to an overestimation of mod-
eled diffuse irradiance.
[84] A future experiment may focus on the suggested

presence of ultrafine absorbing aerosols, and on the
question if these particles exist in a sufficient concentra-
tion to significantly reduce model calculations of the
surface diffuse irradiance. Needless to say, such efforts
are not very useful if other measurement uncertainties are
not reduced. Two aspects that need special attention are
the pyranometer zero-offset and the Sun photometer cali-
bration. Meanwhile, KNMI is in the process of updating
its radiation measurements to the standards of the Baseline
Surface Radiation Network (BSRN [Ohmura et al., 1998])
and the operational Sun photometer has been calibrated at
the High Altitude Research Station Jungfraujoch [Knap
and Los, 2004].
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