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ABSTRACT  

Automatic detection of abnormal behavior in CCTV cameras is important to improve the security in crowded 

environments, such as shopping malls, airports and railway stations. This behavior can be characterized at different time 

scales, e.g., by small-scale subtle and obvious actions or by large-scale walking patterns and interactions between people. 

For example, pickpocketing can be recognized by the actual snatch (small scale), when he follows the victim, or when he 

interacts with an accomplice before and after the incident (longer time scale). This paper focusses on event recognition 

by detecting large-scale track-based patterns. Our event recognition method consists of several steps: pedestrian 

detection, object tracking, track-based feature computation and rule-based event classification. In the experiment, we 

focused on single track actions (walk, run, loiter, stop, turn) and track interactions (pass, meet, merge, split). The 

experiment includes a controlled setup, where 10 actors perform these actions. The method is also applied to all tracks 

that are generated in a crowded shopping mall in a selected time frame. The results show that most of the actions can be 

detected reliably (on average 90%) at a low false positive rate (1.1%), and that the interactions obtain lower detection 

rates (70% at 0.3% FP). This method may become one of the components that assists operators to find threatening 

behavior and enrich the selection of videos that are to be observed. 
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1. INTRODUCTION 

To improve security, the number of surveillance cameras is rapidly increasing in crowded environments, such as 

shopping malls, airports and railway stations. However, the number of human operators remains limited and only a 

selection of the video streams are observed. Automatic detection of suspicious behavior in CCTV cameras can help to 

handle the huge amount of data. Suspicious behavior can be characterized by small-scale subtle and obvious actions, 

large-scale walking patterns and interactions between people. For example, pickpocketing can be recognized during 

several steps of the criminal incident [22]. Sometimes, it is possible to detect the actual snatch, by analyzing actions at a 

small scale. On the other hand, it may be easier to detect (a group of) pickpockets while they are following the victim or 

when they are interacting with each other, by analyzing actions at a larger time scale. There are several approaches to 

detect small-scale actions by analyzing local motion [7][9][10][25]. This paper focusses on event recognition by 

detecting large-scale track-based patterns.  

Our event recognition method consists of several steps: pedestrian detection, object tracking, track-based feature 

computation and rule-based event classification. In the experiment, we focused on single track actions (walk, run, loiter, 

stop, turn) and track interactions (pass, meet, merge, split), because they are related to activities of pickpockets that may 

lead to a distinction between suspicious and normal behavior. The main contribution of this paper is that we show that 

these events can be detected reliably at a low false positive rate.  

The outline of the paper is as follows. The method is described in Section 2. The experiments and results are shown in 

Section 3. Finally, the conclusions are presented in Section 4. 
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2. METHOD 

2.1 System overview 

The system consists of the following components: pedestrian detection, object tracking, track-based feature computation 

and rule-based event classification (see Figure 1). Each of these is described in the following subsections.  

 

Figure 1: Overview of the method. 

2.2 Real-time detection and tracking  

We have a system that generates detections and tracks in each camera [4]. These tracks can be used for multi-camera 

tracking and re-identification [5][18][19] and further behavior analysis [3][6]. The tracks contain location information in 

camera coordinates (bounding boxes) as well as location information in world coordinates. In this paper, the obtained 

world-coordinate tracks are used to support the track-based feature computation. 

 

2.3 Track-based feature computation  

Abnormal or suspicious behavior can be characterized by actions and interactions. For example, pickpocketing can be 

recognized during several steps of the criminal incident [22], e.g. while observing the environment, waiting for an 

opportunity, communicating to accomplice, surrounding the victim, snatching something, handing over the loot to an 

accomplice, and leaving the scene. We identified that the following actions and interaction would be beneficial for the 

analysis of behavior of a group of pickpockets: walk, run, loiter, stop, turn (actions) and pass, meet, merge, split 

(interactions). 

The basic features that allow analysis of these actions and interactions are the following: 

Primary features that are computed for each track detection instance, stored per track: 

- Speed (km/hour): instant walking speeds based on 1 second history (e.g., for walk, run) 

- Distance (meter): instant distance traveled in the last 1 or 2 seconds (e.g., for stop) 

- Direction (degrees): instant direction based on 1 second history (e.g., for turn) 

- References to other tracks that have been within 2 meters distance. 

 

Derived features and features that are computed on-the-fly while the event is assessed. 

- Direction change 

- Angle between tracks 

- Distance between tracks (e.g., for pass, meet, merge) 

- Duration of certain speed, distance or angle between tracks 

 

 

2.4 Rule-based event classification  

The rules are defined based on expert knowledge of the actions and interaction and some thresholds were determined 

after inspection of an example in the video data. A list of rules is shown in Table 1. 
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features
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video event
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Table 1: Rules for the actions and interactions. 

(inter)action rule 

Walk speed > 3 km/hour & speed < 7.5 km/hour, for a duration > 2 seconds 

Run speed > 8 km/hour for a duration of > 1 second 

Loiter speed < 3 km/hour for a duration of > 4 seconds 

Stop 2-second-distance < 1 meter for more than 1 second 

Turn Angle change > 135 degrees & angle change < 50 degrees in last second before turn, 
while only taking directions into account where speed was > 3 km/hour 

Pass 2 tracks with relations in the following order: 
a) tracks being > 3 meters apart for > 0.7 seconds 
b) then < 1.5 meter apart for > 0.4 seconds & a relative angle of >150 degrees & 

both having a speed of > 3 km/hour 
c) tracks being > 3 meters apart for > 0.7 seconds 

Meet 2 tracks with relations in the following order: 
a) tracks being > 3 meters apart for > 1 second 
b) tracks being < 2 meters apart for > 3 seconds & both tracks are ‘stopped’ (2-

second-distance < 1 meter for more than 1 second) 

Merge 2 tracks with relations in the following order: 
a) tracks being > 3 meters apart for > 1 second 
b) tracks being < 2 meters apart for > 2 seconds & both tracks have speed > 3 

km/hour for > 1 second. 

Split 2 tracks with relations in the following order: 
a) tracks being < 2 meters apart for > 2 seconds & both tracks have speed > 3 

km/hour for > 1 second & relative angle < 30 degrees 
b) tracks being > 3 meters apart for > 1 second 

 

 

3. EXPERIMENTS AND RESULTS 

3.1 Experimental setup at the shopping mall 

In the shopping mall, we used the following hardware. We used a camera setup with 20 network cameras of multiple 

types, including four AXIS-P1346 cameras with 1920x1080 resolution at 30 frames/sec and many AXIS-211M cameras 

with 1280x1024 resolution at 9 frames/sec. A small region was equipped with multiple cameras that are aimed at the 

same location and recorded a controlled set of actions in this region, similar to IXMAS [10][25]. The other cameras are 

hardly overlapping and they are used to cover a large region of the shopping mall, similar to [4]. 

 

 

Figure 2: Four cameras are used at 30 frames/sec at one location, similar to the setup of IXMAS [25]. 

 

Our experiment was part of a larger measurement campaign that included the recording of several activities. In the small 

region with overlapping cameras, a controlled set of actions was performed by actors. These actions include the actions 

of IXMAS [25], and the actions and interactions that were defined in the previous section. During the experiment, we did 

not establish a perimeter, so the majority is normal behavior of passers-by. The actors performed the actions 10 times 

and the interactions 5 times. The events of the actors were used to compute the sensitivity of the system. Furthermore, 
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the system generated in a period of approximately half an hour a large number of tracks and detected events. These 

tracks include both the tracks of actors and passers-by. Of the detected events, a small number was checked manually to 

analyze the number of false positives. 

 

  

Figure 3: Examples of the action ‘pass’ (left) and ‘merge’ (right). 

 

 

3.2 Results of event recognition 

An example of the track localization in world-coordinates during an (inter)action is shown in Table 2. 

The events of the actors (10 actions and 5 interactions) were used to compute the sensitivity of the system. The results 

are shown in Table 3 and Table 4. Based on the number of acts and the number of true positives (TP), we observe that 

the average sensitivity for actions is 90% and for interactions 70%.  

The system generated in a period of approximately half an hour (between 28 and 40 minutes) more than 1000 tracks, and 

the number of detected events ranges between 9 and 823. These tracks include both the tracks of actors and passers-by. 

Of the detected events, 30 (or all detections if there are less than 30) were checked manually to compute the number of 

false positives (FP) and the percentage of false positives. This enables an estimation of the total number of FP in all 

tracks (Est. FP in tracks), the percentage of false positives per track (FP/track), and the average number of false positives 

per minute (FP/min). The results are also shown in Table 3 and Table 4. The average number of FP per minute appears to 

be 0.5 FP/min for actions and 0.2 FP/min for interactions, and the average number of FP per track appears to be only 

1.1% for actions and 0.3% for interactions. 

So, the results show that most of the actions can be detected reliably (on average 90%) at a low false positive rate 

(1.1%), and that the interactions obtain lower detection rates (70% at 0.3% FP). The small number of acts introduces 

high uncertainty in the scores. For example, the 90% confidence interval of the sensitivity of the actions lies between 

80% and 96% sensitivity (using the available 50 samples and a binomial distribution).  
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Table 2: Example of location (vertical axis) versus time (horizontal axis) of six actions. 

 
a: Loiter 

 
b: Turn 

 
c: Pass 

 
d: Meet 

 
e: Merge 

 
f: Split 

 

 

Table 3: Performance of the system on actions. 

Event Time 
(min) 

Tracks Acts TP 
(in 
10) 

Sensitivity 
(in 10 
acts) 

Detected 
event 

(in tracks) 

FP (in 
max 30) 

FP / 
max30 

(%) 

Est. FP 
(in 

tracks) 

FP / 
track 
(%) 

FP 
/ 

min 

Walk 38:23 1831 10 10 100% 823 0 0% 0.0 0.0% 0.0 

Run 38:51 1773 10 9 90% 10  0 0% 0.0 0.0% 0.0 

Loiter 39:40 1810 10 9 90% 165 1 3%  5.5 0.3% 0.1 

Stop 39:15 1785 10 10 100% 269  6 20% 53.8 3.0% 1.4 

Turn 39:08 1795 10 7 70% 78 16 53% 41.6 2.3% 1.1 

 

Table 4: Performance of the system on interactions. 

Event Time 
(min) 

Tracks Acts TP 
(in 
5) 

Sensitivity 
(in 5 acts) 

Detected 
event 

(in tracks) 

FP (in 
max 
30) 

FP / 
max30 

(%) 

Est. FP 
(in 

tracks) 

FP / 
track 
(%) 

FP 
/ 

min 

Pass 29:56 1429 5 4 80% 93 0 0% 0.0 0.0% 0.0 

Meet 30:59 1468 5 3 60% 9  4 44% 4.0 0,3% 0.1 

Merge 28:22 1402 5 4 80% 15 7 47%  7.0 0,5% 0.2 

Split 28:44 1433 5 3 60% 27 7 26% 7.0 0.5% 0.2 
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4. CONCLUSIONS 

In this paper, we presented a method for event recognition by detecting large scale track-based patterns. The method 

consists of several steps: pedestrian detection, track generation, track-based feature computation and rule-based event 

classification. The experiments included several actions (walk, run, loiter, stop, turn) and interactions (pass, meet, merge, 

split). The experiments in a crowded shopping mall showed that the actions can be detected reliably (on average 90%) at 

a low false positive rate (1.1%), and that the interactions have lower detection rates (70% at 0.3% FP). Future work may 

use this approach as a component for a system that assists operators to find threatening behavior and enrich the selection 

of videos that are observed. Future work may also combine small-scale motion analysis with large-scale track-based 

patterns. 
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