
 

Published in: Displays 35 (2014) 110–117, http://dx.doi.org/10.1016/j.displa.2014.04.001 

 
 
Navigating virtual mazes: the benefits of audiovisual landmarks 
 

Peter Werkhoven1, Jan B.F. van Erp2 and Tom G. Philippi1 
 
 
1 
   Utrecht University, Department of Information and Computing Sciences,  
     Padualaan 14, 3584 CH, Utrecht, The Netherlands. 
2     
TNO, Department Perceptual and Cognitive Systems,  

     Kampweg 5, 3769 DE, Soesterberg, The Netherlands. 
 
Corresponding Author 
Peter Werkhoven 
Utrecht University 
P.O. Box 80.089 
3508TB Utrecht 
The Netherlands 
Phone: +31 6 53979658 
Email: peter.werkhoven@tno.nl 
 
 
Abstract 
It has been shown that multisensory presentation can improve perception, 
attention, and object memory compared with unisensory presentation. 
Consequently, we expect that multisensory presentation of landmarks can improve 
spatial memory and navigation.  
In this study we tested the effect of visual, auditory and combined landmark 
presentations in virtual mazes on spatial memory and spatial navigation. Nineteen 
participants explored four different virtual mazes consisting of nodes with 
landmarks and corridors connecting them. Each maze was explored for 90 
seconds. After each exploration, participants performed the following tasks in fixed 
order: 1) draw a map of the maze, 2) recall adjacent landmarks for three given 
landmarks, 3) place all landmarks on the map of the maze, and 4) find their way 
through the maze to locate five given landmarks in fixed order.  
Our study shows significant effects of multisensory versus unisensory landmarks 
for the maze drawing task, the adjacency task, and the wayfinding task. Our results 
suggest that audiovisual landmark presentations improve spatial memory and 
spatial navigation performance in virtual environments. 
 
 
  



 

1 Introduction 
Spatial navigation is the process of planning and following routes to travel from the 
current location to a target location, and involves one of the most fundamental 
human cognitive functions (way finding) and motoric functions (locomotion).  
A good understanding of human way finding strategies [1,2,3] and underlying 
perceptual and cognitive processes [1] is of particular importance to optimally 
support human spatial navigation in virtual environments. Virtual environments can 
be more complex than natural environments with respect to their scale [4,2], 
structural complexity and dimensionality [5]. Furthermore, virtual environments 
often differ from natural environments with respect to the sensory modalities 
involved, depending on the use of visual, auditory and vestibular displays 
[6,7,8,9,10,11] and interaction methods [8]. Thus, an optimal support of human 
spatial navigation in virtual environments relies on knowing the effects of involving 
multiple sensory modalities. 
Finding one’s way in complex environments relies on complex multisensory 
perceptual processes and on working memory and spatial memory. When no 
external representations are available (such as a map), spatial navigation is based 
on internal mental representations (cognitive maps) derived from sensory 
experiences [12,13,14,15].  
Such mental representations, called cognitive maps, are constructed by perceiving 
spatial information from multiple sensory cues, by understanding the spatial 
relationships between important attributes of the environment (i.e. landmarks and 
their relative positions) and by encoding this (multi)sensory information into internal 
spatial representations in short- and long-term memory.  
Cognitive maps in combination with self-motion cues are crucial to continuously 
maintain a sense of position and orientation and to guide navigational behavior 
[15]. To optimize navigation performance the various sensory inputs (e.g. visual, 
auditory, tactile and vestibular) in underlying perceptual, memory and cognitive 
processes should be optimally combined or integrated.  
 
1.1 Multisensory perception of landmarks 
In the acquisition of spatial memory contents, landmarks play an important role 
[16,17]. Landmarks are typically distinctive objects that stand out in the 
environment [18,19] and serve as reference points when we are following routes or 
when we need to determine where we are [4].  
When navigating the real world, landmarks can be seen (e.g. buildings), heard (e.g. 
clock towers) and perceived in their combinations. Although our study focusses on 
audiovisual environments, it is of interest that multisensory navigation is likely to 
also involve the olfactory and tactile sensory systems. It has been known for a 
longer time that ants can use olfactory information in order to locate their nest 
entrance [20] and that pigeons use gradients of volatile organic compounds in the 
atmosphere for environmental odor-based navigation [21]. But it has only recently 
been shown that humans have a residual directional smelling ability and process 
spatial information in the olfactory system [22]. The involvement of the 
somatosensory system in navigational processes has been studied by Restat et al. 
[23] who showed that experiencing slanted slopes in a virtual town positively 
influences navigation performance. Navigation studies in real towns are lacking 
probably due to the difficulty of maintaining these natural environments controlled. 



 

It has been suggested that the integration of the neural responses to multisensory 
stimuli into coherent and meaningful representations of landmarks can yield 
‘superadditivity’ effects, meaning that the multisensory response is greater than the 
sum of its unisensory parts [24].  
Research on perceptual integration indicates that multisensory stimuli are generally 
beneficial for perceptual task performance [25,26]. More specifically, multisensory 
perception can improve reaction time [27,28,29,30], improve stimulus detection 
[31], and reduce signal variability [32,26,33,34,35].  
 
1.2 Multisensory memory of landmarks 
Memory research has recently shown that multisensory experiences enhance 
recall and recognition of object identity [36,37] and object location [38].  
A well accepted Working Memory model is that of Baddeley and colleagues 
[39,40,41] which postulates three components: a visuo-spatial sketchpad (for 
objects and spatial information), a phonological or articulatory loop (for storing 
auditory and verbal information) and a central executive (to coordinate the systems 
and bind and manipulate information). The visual-spatial sketchpad and the 
phonological loop are independent [42], but the central executive relies on shared 
(attentional) resources. This means that integrating multisensory information in 
working memory may come at a cost when the central executive has to compete 
for resources with other information processes. Later Baddeley [43,44] added a 
fourth component, the episodic buffer, which can be seen as the gateway to long 
term memory [45], amongst others to explain effects of chunking or binding. 
The multisensory nature of encoding and decoding information suggests that a 
multisensory presentation of landmarks may improve the short as well as long term 
memory processes underlying navigational performance. 
 
1.3 Multisensory navigation 
Enhanced perceptual and memory processes may further improve subsequent 
multisensory navigation processes. We focus on audiovisual environments. 
Visual spatial knowledge acquisition and navigation has been studied extensively 
in natural and virtual environments [46,47,48,49]. Furthermore, case studies show 
that humans are also able to navigate in virtual acoustic environments based on 
(3D) auditory cues and beacon sounds [50,51,52,53].  
However, fewer studies have investigated the effect of audiovisual presentation on 
navigation performance [54,55]. Gunther, Kazman, & MacGregor [54] investigated 
navigation in virtual environments that contained visual objects that could also 
produce 3D sound. They found that the addition of 3D sound to the virtual 
environments improved navigation, but did not increase a participant’s spatial 
memory of the environment. However, the authors explained that the sound was 
audible even when participants did not look at the objects (i.e., it was audible 
through the walls) and that this worked as a beacon to guide participants to their 
destination. Because the sound was often experienced without the corresponding 
visual object, multisensory interactions may have played no role in this study. 
Another study on the effects of multisensory presentation in virtual environments 
was conducted by Ardito, Costabile, De Angeli and Pittarello [55]. They presented 
participants with different pieces of classical music in each room of a virtual 
museum and found that such music could benefit users’ navigation and memory 



 

performance, but only when users where informed in advance of the link between 
the music and the rooms. The authors suggest that for stimuli with a ‘natural’ link 
(semantic stimuli) the benefit on navigation and memory performance may be 
automatic. This suggestion is in agreement with the recent studies indicating that 
meaning plays a critical role in multisensory memory interactions [38,56,57,58].  
In conclusion, these studies have suggested, but not conclusively shown, that 
multisensory object representations can indeed enhance navigation performance. 
However, the explicit relation between spatial memory and navigation performance 
has not yet been investigated. 
 
1.4 Does audiovisual perception improve spatial memory and consequently 
navigation performance? 
We wanted to investigate the effects of meaningful multisensory landmarks on 
spatial navigation performance in relation to spatial memory performance. For this 
purpose we constructed several virtual mazes using the game Unreal Tournament 
2004. The mazes either contained auditory, visual or audiovisual landmarks. The 
landmarks were sounds and pictures of meaningful semantic objects. We 
experimentally investigated the effect of multisensory landmark presentation on the 
user’s spatial memory and on navigation performance. Our first hypothesis was 
that multisensory (audiovisual) landmark presentation improves spatial memory of 
the virtual mazes compared with unisensory presentation. Our second hypothesis 
was that audiovisual landmark presentation improves navigation performance 
compared with unisensory presentation. 
 
 
2 Method 
 
2.1 Participants 
Nineteen (10 male, 9 female) students with ages between 19 and 28 (mean age = 
22.2; SD = 2.14) participated in the experiment. All had normal or corrected-to-
normal vision and normal hearing. Ten participants did not regularly play any three-
dimensional computer games. The other participants either played such games 
monthly (3), weekly (5) or daily (2). All participants gave their informed consent 
prior to participation and completed the experiment in approximately 50 minutes. 
Participants were paid for their participation. 
 
 
2.2 Experimental setup 
Participants were seated approximately 70 cm from an Iiyama 24 inch LCD 
monitor. The monitor displayed the first person view of a virtual maze with a 
resolution of 1680 (H) by 1050 (V) pixels. Participants navigated the virtual maze 
using a keyboard which was positioned in front of the monitor. They could press 
the arrow keys to move forward or backward, and to turn left or right. When 
participants navigated the virtual maze they wore headphones (Sennheiser 
HD150). 
The virtual mazes were rendered in Unreal Tournament 2004 (Atari, New York 
City). Participants had a field of view of approximately 90 (H) by 56 (V) degrees 
which was located about 1.75 m (or 88 Unreal Units [UU]) above ground-level. 



 

Movement speed was roughly 9 m/s (or 480 UU/s) and rotation speed was 150 
degrees per second. 
For this experiment, four different mazes were constructed with varying geometry 
and topology using the level editor of Unreal Tournament 2004. Each maze 
consisted of 10 nodes connected by 13 corridors. The nodes were geometric 
vertical cylinders with a radius of 10 m (512 UU) and a height of 5 m (256 UU). A 
white cube (2.5 m; 128 UU) was positioned in the center of each node. These 
cubes were used for landmark presentation. The corridors were bars between 
nodes with a width and height of 5 m (256 UU) and lengths varying between 16 m 
(800 UU) and 60 m (3000 UU). The corridors were placed in such a way to prevent 
participants observing multiple cubes in a single screen. A topside view of each 
maze is presented in Figure 1. An impression of the participant’s view of a maze is 
shown in Figure 2. 
 

 
Figure 1: Top-down view of the four mazes. From left to right: maze 1, maze 2, maze 3, and maze 4. 
Each maze had 10 nodes and 13 corridors. The nodes are numbered 1 to 10. 

 
 
2.3 Landmark stimuli 
Each maze contained ten landmarks which were presented either auditorially, 
visually or audiovisually originating from the white cubes located in the center of 
each node. The identity of each landmark presented was fixed (see Table 1). 
Auditory landmarks were sounds (66 dB[A]) matching the identity of the line 
drawing of the visual landmarks. The sounds were gathered from the internet and 
were all modified to a duration of 3.5 seconds. Unreal Tournament 2004 
automatically modulated the stereophonic components of the sounds to create the 
illusion that the sounds emanated from the white cubes (which were present with 
blank sides when used for auditory only landmark presentation). Sounds started 
playing when the corresponding white cube was present in the participant’s field of 
view. Once started, a sound continued playing until the end of its duration. When a 
white cube was still (or again) in a participant’s field of view after a sound finished 
playing, that sound was played again after an interval of 0.5 seconds. 
An audiovisual landmark consisted of a line drawing and a matching sound 
presented simultaneously (when within the participant’s visual field) and similar to 
the auditory condition. 
 
 
 



 

Table 1 The landmarks presented in each maze 

Node Maze 1 Maze 2 Maze 3 Maze 4 

1 Cannon (AV) Whistle Donkey Bird 

2 Camera (A) Saw Train Pistol 

3 Church (AV) Fly Scissors Helicopter 

4 Tree (V) Pencil Frog Cat 

5 Umbrella (V) Telephone Apple Bell 

6 Pig (AV) Clock Bicycle Accordion 

7 
Rubber Duck 
(A) 

Cow Airplane Horse 

8 Music Box (A) Drum Trumpet Piano 

9 Ball (AV) Car Guitar Seal 

10 
Grasshopper 
(V) 

Duck Chicken Toothbrush 

 

 
Table 1: This table lists the landmarks presented at each node (rows) in the four mazes (columns). The 
node numbers correspond to those in Figure 1. Of the landmarks in the first maze, three were always 
presented visually (V), three auditorilly (A) and four audiovisually (AV). The landmarks in the other 
mazes could either be presented visually, auditorilly or audiovisually. 
 

 
Visual landmarks were line drawings selected from the Snodgrass and 
Vanderwaart set [59]. They were presented on each vertical side of a white cube 
(see Figure 2 for a list of the items and the appendix for the images). 
 

 
 
Figure 2: A screenshot from the virtual maze. In this instance, the user is at the first node in the third 
maze. The white cube located at this node shows the line drawing of a donkey. If the user was exploring 
this maze and it contained audiovisual landmarks then he or she would also hear the donkey bray when 
he or she looked at the cube. 

 
 
2.4 Experimental design 
The experiment consisted of one familiarization run and three experimental runs. In 
each run, participants had to explore one of the four mazes and were asked to 



 

complete four tasks. Each maze contained 10 landmarks. All participants started 
with maze 1, which contained a balance of visual, auditory and audiovisual 
landmarks (see table 1) and was only used to familiarize participants with the 
experimental procedure.  
Thereafter, Mazes 2 to 4 were completed in fixed order. Each of these mazes 
either contained ten visual, ten auditory, or ten audiovisual landmarks (see table 1). 
Each participant completed one maze containing only visual landmarks (the visual 
condition), one maze containing only auditory landmarks (the auditory condition) 
and one maze containing audiovisual landmarks (the audiovisual condition). The 
order of which condition was presented in which maze was balanced across 
participants. 
 
 
2.5 Procedure and tasks 
At the start of the experiment, participants were given written instructions 
explaining the experimental procedure. In each maze, participants were inserted at 
the first node (see Figure 1) and had 90 seconds to explore the full maze. For 
comparison, in each maze it took the experimenter – who was familiar navigating 
these mazes – about 45 seconds to visit each node and about 70 seconds to walk 
through each corridor at least once. The exploration time was set at 90 seconds 
because pilot studies indicated that when exploration time was longer than 90 
seconds participants often achieved perfect scores in some of the subsequent 
spatial memory tasks and when exploration time was less than 90 seconds 
participants often did not manage to visit all the nodes in the maze. 
Participants were told in advance in which sensory modalities the landmarks would 
be presented in that maze and were encouraged to visit each node in the maze at 
least once. During the exploration of each maze, participants also had to verbally 
repeat the letter sequence ‘a-b-c’. This articulatory suppression task was used to 
prevent verbal recoding of the spatial features of the maze and the identity of the 
landmarks [36].  
After each exploration participants had to complete four tasks in fixed order. This 
order was chosen because in any other order participants would have to report 
information that was presented in a previous task. Participants had a fixed amount 
of time to complete each of the first three tasks. When one of these three tasks 
was completed early, participants had to wait until the time for the task expired.  
The tasks were adopted from earlier studies exploring spatial memory and 
navigation [60,61,62]. A pilot study showed that they were sensitive to landmark 
presentation modality. The first three tasks were used to assess spatial memory, 
while navigation performance was measured with the fourth task. 

• Task 1: Maze drawing task. In this first task participants were given an empty 
sheet of paper and asked to draw a map of the maze they had just explored. In 
addition to drawing the nodes and the connections they had to indicate which 
landmark was present at which node by writing down the name of the drawing 
or the sound of that landmark near each node. Participants had 90 seconds to 
complete this task. Task 1 reveals the spatial characteristics of the mental 
representation of the maze. 



 

• Task 2: Landmark adjacency task. In this second task participants were given 
a sheet of paper containing a list of three landmarks from the maze they had 
explored. For each landmark, they had to write down all the landmarks which 
were directly connected with it (i.e. through a single corridor). For example, the 
landmark tree is directly connected with the landmarks music box and church 
(see Figure 1 and Table 1). The landmarks on the lists were not directly 
connected with each other. They were tree, camera, and rubber duck for maze 
1; saw, cow, and telephone, for maze 2; train, apple, and frog for maze 3; and 
bell, accordion, and piano for maze 4. Participants were given 60 seconds to 
complete this task. Task 2 tests if participants have memorized information on 
the adjacency of nodes even when they have no spatial representation of the 
maze (e.g. by memorizing ‘lists of connections between pairs of landmarks’).   

• Task 3: Landmark placement task. In this third task participants were given a 
sheet of paper with the actual top-down view of the maze (as in Figure 1) and a 
list of all the landmarks encountered in that maze. Here, they had to place 
each landmark on the correct node of the maze. Participants had 90 seconds 
for this task. Task 3 tests object location memory.   

• Task 4: Way finding task. In this fourth task participants had to find their way in 
the virtual maze. They were inserted in the maze and got the instruction to 
navigate to another node with the shortest possible route in the fastest possible 
time. On insertion, the experiment leader announced to which node the 
participant had to go. The landmarks they visited were, in fixed order: pencil 
(starting point), duck, clock, whistle, fly, and car for maze 2; chicken (starting 
point) scissors, trumpet, donkey, bicycle and frog for maze 3; and piano 
(starting point), helicopter, horse, bird, toothbrush, and cat for maze 4. Once 
the participant arrived at the appropriate node, the procedure was repeated 
until the participant had located a total of five nodes. In each maze, participants 
were dropped opposite of the starting node of the exploration phase. 
Navigating to the target node required them to traverse at least one or two 
other nodes. The paths they had to walk in each maze all had about similar 
patterns and distances. There was no time limit for this task. Task 4 tests 
navigation performance (route length and travel time). 

 
2.6 Statistical analyses 
The effect of the experimental condition on the performance during exploration and 
in all four tasks was investigated by employing separate repeated measures 
ANOVAs on the data for each task. Post-hoc Fisher LSD tests were conducted 
where necessary. The data acquired in the training condition were not analyzed. 
 
 
3 Results 
 
3.1 Exploration phase 
Each landmark was observed (i.e. looked at and/or heard) at least once in nearly 
all explorations. On average, participants encountered a landmark 23.2 times (SD 
= 2.8) during each exploration. In 3.3 (SD = 1.9) of these encounters on average 
participants saw and/or heard the same landmark twice or more without seeing 



 

and/or hearing another landmark in between. Furthermore, they visited a landmark 
(i.e. they entered the cylindrical node area of each landmark) 15.0 times (SD = 2.2) 
during each exploration. So, when a participant saw and/or heard a landmark, he 
or she did not always move into that landmark’s node area. 
The number of landmarks observed, the number of times a participant observed a 
landmark twice in a row, and the number of times they visited a node did not differ 
between experimental conditions (F2,36 = 1.3; p = .28, F2,36 = 0.2; p = .82, and F2,36 
= 2.79; p = .07, respectively). 
 
3.2 Maze drawing (Task 1) 
The maze drawing task was scored for two variables: 

• Number of landmarks: When a landmark’s name was written on a node on 
the map it was considered to be correctly recalled, even when it was the 
wrong node (in contrast to Task 3).  

• Number of corridors between the nodes of the recalled landmarks: A 
corridor in the drawing of the maze was considered correct if 1) this 
corridor connected two recalled landmarks, and 2) these landmarks were 
connected by a corridor in the maze explored.  

In other words, the relative location of the landmarks and corridors drawn was not 
taken into account for scoring. Furthermore, no penalties were applied when a 
landmark or corridor drawn was not present in the maze explored. 
The scores for the three experimental conditions are displayed in Figure 3. We 
found a significant effect of Experimental Condition (3) on the number of recalled 
landmarks (F2,36 = 6.4; p < .001) and on the number of drawn corridors (F2,36 = 8.2; 
p < .001). Both the number of recalled landmarks and the number of drawn 
corridors differed between the audiovisual (AV) condition and the auditory (A) and 
visual (V) conditions (all at least p < .05), but not between the A and the V 
condition (p = .83 and p = .94 respectively). 
 

 
Figure 3: Performance in the maze drawing task (Task 1) for the three experimental conditions. 
Each panel displays performance for the auditory, visual, and audiovisual conditions. In the left 
panel, performance was scored for the number of recalled landmarks. In the right panel, 
performance was scored for the number of drawn corridors. Significant differences are indicated by 



 

asterisks; one, two and three asterisks denote a significance level of respectively p < .05, p < .01 
and p < .001. 

 
3.3 Landmark adjacency (Task 2) 
The number of recalled adjacent landmarks for each condition is displayed in 
Figure 4. We found a significant effect of Experimental Condition (3) (F2,36 = 4.2; p 
< .05). The number of adjacent landmarks differed only for the AV and A (p < .01) 
condition and not for the AV and V (p = .13) and the A and V conditions (p = .19).  
 

 
 
 

Figure 4: Performance for the landmark adjacency task (Task 2) as a function of 
experimental condition. Two asterisks denote significant differences of p < .01. 

 
 

3.4 Landmark placement (Task 3) 
Participants correctly placed 4.78 (SD = 0.39), 5.42 (SD = 0.50), and 5.05 
landmarks (SD = 0.56) on the correct node in the A, V, and AV conditions, 
respectively. There was no significant effect of Experimental Condition (F2,36 = 0.4; 
p = .66). 
 
3.5 Way finding (Task 4) 
In the navigation task participants had to find their way to five landmarks in the 
maze. The optimal route to visit those five landmarks required a participant to pass 
(or visit) twelve nodes. With a map, it took the experimenter approximately 60 s to 
navigate this route. For one or more experimental conditions, three participants 
required more than the average time plus three times the standard deviation to find 
their way to the five landmarks. These participants were considered outliers and all 
data from these three participants were excluded from this analysis. The time it 
took the remainder of the participants to find the five target landmarks and the 
number of nodes visited by participants is displayed in Figure 5. We found a 
significant effect of Experimental Condition (3) for the number of visited landmarks 



 

(F2,30 = 7.5; p < .01) and the time taken (F2,30 = 9.1; p < .001). For the number of 
visited landmarks, AV differed from A (p < .01) and V (p < .05), but A did not differ 
from V (p = .09). For the time taken, AV differed from A (p <.001) and V (p <.01), 
but A did not differ from V (p = .11).  
A correlation analysis between the average time taken and the average number of 
visited landmarks per participant revealed a strong correlation between these 
measures (r = 0.91; p < .001). 
 

 
Figure 5: Way finding performance (Task 4) as a function of experimental condition. Performance was 
scored for the number of landmarks visited (left panel) and the time taken (right panel) to find all the five 
targets. Significant differences are indicated by asterisks: a single asterisk denotes significance level of 
p < .05, two asterisks denote a significance level of p < .01, and three asterisks of p < .001. The dashed 
lines indicate optimal performance. 

 
 
4 Discussion 
 
We investigated the effects on spatial memory and navigation performance of 
presenting visual and/or auditory landmark information in virtual environments. 
Spatial memory performance was measured with a maze drawing task, an 
adjacency task and a landmark placement task while navigation performance was 
measured with a way finding task. In two of the three spatial memory tasks as well 
as in the way finding task we find significant benefits of audiovisual landmark 
presentation versus visual or auditory landmarks.  
 
Multisensory effects on spatial memory performance 
Our first hypothesis was that an audiovisual presentation of landmarks improves 
user’s spatial memory performance compared with either auditory or visual 
presentations. Spatial memory was measured in three different tasks.  
The maze drawing task was scored for the number of reported landmarks and for 
the number of drawn corridors. The number of recalled landmarks in the maze 
drawing task is in agreement with Thompson & Paivio [36]. In this study sounds, 
pictures or sound-picture pairs were presented and it was found that participants 



 

recalled about six sounds, six pictures or nine sound-picture pairs. In our study, 
these numbers were about six, six and eight, respectively. The minor difference in 
the audiovisual scores may be explained by a ceiling effect: we presented only ten 
landmarks whereas the number of sound, pictures, or sound-picture pairs 
presented by Thompson & Paivio [36] was twenty or more. The number of drawn 
corridors was low. On average, participants drew only 4 out of 13 corridors on their 
map. However, the number of drawn corridors in the audiovisual condition 
increased by approximately 70% compared with the visual and auditory conditions. 
This increase confirms our hypothesis that multisensory presentation can improve 
spatial memory in virtual environments. Interestingly, the multisensory benefit for 
the number of drawn corridors is more than twice as large as the multisensory 
benefit for the number of recalled landmarks. This is especially surprising 
considering that only the landmarks, but not the corridors, were presented 
multisensorially. This may be explained by the ceiling effect in the number of 
recalled landmarks. Because the number of recalled landmarks was close to a 
ceiling, it was theoretically impossible to obtain a multisensory improvement equal 
in size to the multisensory improvement in the number of drawn corridors. The fact 
that more corridors have been reported when landmarks were represented 
multisensorially suggests that corridors are not encoded as independent entities 
but by the landmarks that define them. 
 
In the adjacency task, participants reported more adjacent landmarks when they 
had explored a maze containing audiovisual landmarks than containing just 
auditory landmarks. However, in contrast with the results for the maze drawing 
task, we do not find a significant difference between the visual and audiovisual 
condition. This is a surprising result considering that one would expect that if a 
participant draws more corridors in the maze drawing task he or she is expected to 
be able to recall more adjacent landmarks. However, participants were asked 
about less landmarks in the adjacency task (8 adjacent landmarks per maze) than 
in the maze drawing task (basically all 10 landmarks), yielding less statistical power 
than when all landmarks would have been tested in both tasks.  
 
 
For the Landmark placement task, it did not matter whether participants had 
explored a world containing auditory, visual or audiovisual landmarks. In other 
words, we did not find a multisensory benefit. This absence of a multisensory 
benefit may be the result of proportional decay of memory (please note that the 
tests were completed in a fixed order) which decreases absolute performance 
differences over time [63].  
 
An additional, more speculative, explanation is that the alignment of the internal 
representation that participants constructed during exploration of the mazes may 
not have matched the alignment of the map they were provided with [64]. Internal 
representations may have been scaled, rotated, or (non)linearly deformed relative 
to the maze itself. This so-called ‘misalignment’ can considerably affect 
performance [65,66,67]. Matching the internal representation to the map may have 
required complex operations (such as mental rotation and rescaling) which may 
have blurred differences in the quality of the internal representation [68,69].  



 

 
Multisensory effects on navigation performance 
Our second hypothesis was that audiovisual landmarks improve navigation 
performance. Navigation performance was measured with a way finding task (Task 
4). Results show that audiovisual landmarks versus auditory or visual landmarks 
help participants to select shorter routes and travel faster to the target landmarks. 
A very strong correlation between the length of the travelled route and the travel 
time indicates that participants travelled faster because they selected shorter 
routes. These results confirm the hypothesis that audiovisual landmark 
presentation improves navigation performance in virtual environments. 
Previous research on navigation shows that information from our spatial memory 
enables us to find our way in our environment [16]. This is supported by strong 
correlations between the quality of maps drawn and navigation performance in real 
and virtual environments [62,70]. Our findings show that way finding performance 
is significantly better for conditions with multisensory landmarks than without. For 
multisensory conditions we also find a coinciding improved performance for maze 
drawing (recalled landmarks and corridors) and landmark adjacency reporting, all 
associated with  a more correct mental representation, the ‘database’ underlying 
way finding. Therefore we speculate that the multisensory encoding and/or retrieval 
of environmental information in spatial memory improve navigation performance. 
Further research will be required to disentangle the effects on the separate 
encoding and retrieval processes. 
Interestingly, our findings also show no significant differences in navigation 
performance for the unisensory visual and auditory conditions, suggesting that 
auditory landmarks can be as effective as visual landmarks. 
 
 
How representative is our setup for real world situations? 
Several aspects of our navigation task in virtual mazes make our task less 
representative for real world navigation. First of all, the landmarks used in this 
experiment were depicted as ‘posters on a wall’ and not real 3D animals and 
objects. Second, landmarks could only be perceived at relatively short distances, 
and only one landmark at once, unlike our experiences in real worlds. Third, in our 
experiment, participants had to perform a distracter task when they explored the 
virtual landmarks and corridors that they had to remember. This distracter task was 
primarily used because it was shown that multisensory memory effects were larger 
when such a task was employed [19]. When navigating the real world the benefits 
of multisensory presentation would be lower if such distracter tasks do not exist. 
However, in real and virtual worlds the main task of navigators usually has to do 
with communication and/or problem solving tasks interfering with the navigation 
task. Thus, a distracter task may well reflect real world situations. 
 
This study reveals that spatial memory as well as way finding performance in 
virtual worlds can significantly benefit from audiovisual landmark presentation 
versus visual or auditory landmarks. This may yield important functional 
specifications for the design of multimodal content of virtual worlds and even for the 
multimodal displays representing the virtual world, in particular when spatial  
congruency of multisensory representations is important. 
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