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Abstract

During the past decale, requirements within the US defence ommunity for simulation-based tools to suppat
aqquisition, planning, (tean) training, and analysis, have resulted in a standard for distributed simulation
known as DIS (Distributed Interadive Simulation). The potential advantages of distributed simulation
techndogies are evident: increased flexibility, building on existing software aad communicaions sandards,
maximizaion d the use of existing simulation assts, and thus reduced costs.

Two important trends have recently emerged in the DIS community: a drive towards the use of DIS
techndogy outside the aea of defence gplicaions, and a reagnition d the fad that, while the DIS
protocols constitute the low-level basis for distributed simulation, a set of standards and toodls at a higher
abstradion level isrequired to enable the timely and eff edive devel opment of applications.

This paper summarizes current developments in the DIS community: the move towards the propased High

Level Architedure (HLA), and the relevance of both the eisting DIS standard and the emerging HLA for

space @plicaions. These developments are ill ustrated by examples from ongoing R&D work at TNO-FEL

on:

e anenvironment that suppats senario management for large scde distributed simulations;

e thedevelopment of ageneric Advanced Simulation Framework (ASP);

« a feahility study into the suitability of DIS and HLA for highly interadive distributed virtua
environments.

In particular the paper aimsto ill ustrate the relevance of this work for applicaionsin the spacedomain.

1. Introduction

Motivated by arequirement for simulation-based toadls to suppart aauisition, planning, training and analysis
efforts, the defence @mmunity - most notably the US Department Of Defence (DOD) - has heavily invested
in R&D programmes on dstributed simulation. This has resulted in a suite of protocols, colledively known
as DIS (Distributed Interadive Simulation) as a standard for interconreding large numbers of heterogeneous
simulators aadosslocd and wide aeanetworks. The DIS protocols alow the combination d such diverse
elements as red-time interadive human-in-the-loop simulators, computer generated autonamous agents,
numericd simulations of physicd processes, and live instrumented participants, to operate together in ore
shared synthetic environment.
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In this paper we first briefly review the key concepts underlying the DIS standards and ill ustrate their usein a
red-world applicétion: the training of Forward Air Controllers in an Eledronic Battlefield Fadlity (Sedion
2). Although this is a military application, it ill ustrates the combined use of red-time human-in-the-loop
simulators, computer generated entiti es, and various smulation management toals, al i nteroperating through
their DIS interfaces. Sedion 2concludes with adiscusson d the alvantages and shortcomings of the airrent
DIS standards. We proceal in Sedion 3 ty describing the proposed succesor to DIS: the DOD High Level
Architedure. The definition d HLA addresss a number of concens and requirements of the space
community, and these aspeds will be highlighted in particular. As the first HLA implementations are highly
experimental, and the HLA definition is far from being frozen in its final form, many users are looking at
ways to overcome the problems with DIS now through ather means. The gproach taken by TNO-FEL is
through the development of an Advanced Simulation Framework (ASF), a generic software achitedure that
provides an abstrad high-level interface between DIS applicaions and the underlying communicaions
protocols. Like HLA, ASF grealy enhances the interoperability of existing simulations and promotes the
reuse of existing simulation software amporents. Once asuitable implementation becomes avail able, ASF
based simulations can be made HLA compliant in a relatively straight-forward manner. In Sedion 4 we
indicae anumber of requirements for distributed simulation in the spacedomain that might potentialy be
addressed by the DIS and HLA standards. Finaly, Sedion 5 povides conclusions and some tentative
recommendations regarding the use of DIS/HLA for space pplicdions.

2. Distributed I nteractive Simulation

21 The DI S approach

The underlying technica approach of the DIS protocolsis based onthe foll owing principles (Ref. 2):

« objed/event architedure: all dynamic entities in the synthetic environment inform all other entities of
their status and adions through the transmisson d standard information padkets, so-cdled Protocol
Data Units (PDUs);

e autonamy of simulation nodes: al events caused by an individual simulator are broadcast and avail able
to dl other simulators. It is the recaving simulator's resporsibility to determine the dfeds on its own
state caused hy the event;

e transmisson d state change information orly: simulators transmit only changes in the state of the entity
they smulate. Continuows adivities are transmitted at a reduced updite rate. Each simulator locdly
extrapolates the last reported states of other simulators until the next state update is receved. This is
referred to as dead-redkoning.

These principles alow simulators to minimize network traffic, make optimal use of locd processng power,
and enter and leave the synthetic environment withou disrupting it.

2.2 The Electronic Battlefield Facility

The Eledronic Battlefield Fadlity (EBF), developed at TNO-FEL, provides smulation services for
development, research and training purposes (Ref. 3). The fadlity provides interoperability of simulators
based onthe DIS protocol and is able to integrate both high and low-echelon command and control aspeds.
A simulation exercise, or sesson, consists of a synthetic environment, a number of participants and a
scenario in which the misgon tasks for ea participant are defined. The preparation and coordination d a
sesgon is cdled scenario management. The EBF suppats <enario management by means of control,
analysis and presentation tools such as a 2D overview map and 3D visualizaion. Manned simulators and



unmanned computer driven simulations of tanks, aircraft and infantry are part of the dedronic battlefield.
Simulators from outside the fadlity can join in a sesson. Links with several national and international
institutes and industries have drealy taken place A linkage with the US Army Defence Simulation Internet
(DSI) creaes the posshility of a world-wide dedronic battlefield exercise. Figure 1 gives a schematic
overview of the Eledronic Battlefield Fadlity.
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Figure 1: The key components of the Electronic Battlefield Facility

The Eledronic Battlefield Fadlity can be used to suppat prototypes of training applicaions based on
distributed simulation and virtual environments. One eample is a training fadlity for a Forward Air
Controller (FAC). A FAC controls and monitors an air-to-groundattack against a spedfic target, for example
an enemy tank or rocket launcher, from a position onthe groundin urfamiliar terrain, communicaing with
the atadking aircraft viaradio. Sincetraining in the field is hardly possble and expensive, smulation based
training is being cdled for. To this end, a demonstrator is currently being built for the initial training of
student FACs. A future upgrade of the simulator to make it suitable for proficiency upkeep training of
operationally qualified FACs is planned. The demonstrator consists of a humber of simulation modues,
operating together in ore simulated exercise in which a pilot, a student FAC and an instructor can operate
together in a synthetic environment.

Using Virtua Environments techndogy such as a Head Mounted Display (HMD), the student FAC is
immersed in the synthetic battlefield. Moving tanks are simulated by so-cdled Computer Generated Forces
(CGF) modues. CGFs are often used in DIS exercises to generate (enemy) forces, withou the need of a
human in the simulation loop to control them. Furthermore, there is a simple F16 simulator to simulate the
arcraft that delivers the dose dr suppat, and there is an instructor console. The FAC and the pilot
communicate through radio. Pradicing communication procedures is an esentia part of the training and the
traineemust give fast, clea and concise resporses. The radio is also smulated by a speda audio simulator
that operates within a DIS environment. It enables the simulation o such feaures as badkground nase, line-



of-sight and over-the-horizon effeds with resped to signal strength, etc. All DIS PDUs (including voice) are
recorded. This all ows the instructor to give feedbad to the student sincethe entire exercise can be evaluated
by replaying the recorded scenario.

2.3 Strengths and weaknesses of the DI S approach

DISis extensively used as gandard protocol for simulator interoperability. An advantage of the DIS concept
is that all DIS compliant simulators can operate within ore simulated exercise. Stand-alone simulators
beame open systems. However, DIS has ssme drawbadks. Two feaures in the underlying data transport
mechanism cause problems. Firstly, messages can get lost or arrive in the wrong order which makes the
system unreliable, as there ae no povisions in the DIS standard for time-management. Seaondy, the
messges ent are part of standardized, fixed-sized Protocol Data Units (PDUS). In the cae that simulation
experiments have to be repeaable, reliable data transfer is crucial. Since DIS was originaly developed for
training purposes, unreliability was never recognized as a problem (Ref. 4).

The fixed-sized PDUs in combination with the dead-redoning agorithms are well-suited to communicae
state-upcdates and events between simulators (short messages). However, PDUs are generaly ill suited to
transfer environmental state updates, as these often involve the transfer of large amounts of data. For
instance if weaher playsarolein adistributed simulation, changesin wind dredion and force ae broadcast
as meshes of wind vedors. This has leal to the aurrent situation where new PDUs are being defined for all
kinds of data exchange, resulting in an explosion d PDU formats.

Basicdly, DIS is nothing more than a protocol. No requirements for the software achitedure of DIS
compliant simulators are defined. Software padkages can be purchased which provide the programmer with
primiti ves for DIS based communication. However, using this type of software, spedfic in-depth knowledge
abou DIS is dill required. A basic software layer which takes care of the cmmunication and with which a
simulation can communicate on a higher level would be asolution for programmers who are nat famili ar with
DIS.

The @ove mentioned shortcomings of the DIS standard, i.e., the limited time-management functionality, and
rigid definition o the PDUs, and the dose wugding between the gplicaions and the underlying
communicaion mechanism, are being addressed in the next sedion, which describes the proposed successor
to DIS: the High Level Architedure (HLA).

3. A Generic Approach to Distributed Simulation:
the High Level Architecture

Over the past few yeas, the DIS protocol standard has provided a solid base for red-time distributed
simulation. DIS has been widely accepted, both by indwstria and governmenta users. The Aggregate Level
Simulation Protocol (ALSP), which suppats event-driven simulation, has been successully applied in the
field of Wargaming (Ref. 6). In order to urify these domains and extend the scope of the eisting standards
the US Defence Modeling and Simulation Office (DM SO) in 1995initi ated a development to establi sh a new
standard for modeling and simulation. This new standard, cdled High Level Architedure (HLA), is currently
being defined. The HLA development is targeted at two main oljedives. The first is to fadlitate
interoperability amongst heterogeneous smulations, e.g., red-time virtual simulations, aggregate level event
driven simulations, non red-time nstructive and live instrumented entities. The second obedive is to
promote reuse of simulations and their comporents. HLA is an attempt to capture the best from both DIS and
ALSP and provide astandard architecure for simulator software & the same time.



31 The High Level Architecture

The HLA standard promotes reuse of simulations and their comporents. It attempts to spedfy the general
structure of the interfaces between simulations withou making spedfic demands on the implementation o
ead simulation. The standard is being developed in a moperative, consensus-based forum of developers
(Ref. 1).

Recatly, the HLA basdline documents have become available in the USA. In this baseline, four basic

concepts are defined:

1. TheRun-TimeInfrastructure (RTI) is an implementation o adistributed operating system which will be
the basis software layer for future HLA applicaions. The software layer takes care of communicaion
between al simulation models.

2. The Interface Specification is a formal, functiona description o the interface between the HLA
appli cation and the Run-Time Infrastructure.

3. A setof technicd rulesis defined to which an HLA participant has to comply.

4. The Object Model Templates are standardized formats to define the functionality of simulation models
and the interadion between models. In this way the capabiliti es of all simulation models are defined
before the adual simulation takes place

We will give a oncise description o these fundamental concepts in the following sedions, aong with

additional HLA terminology.

32 HLA Conceptsand Ter minology

A number of federations, eat concentrating on a spedfic aeaof simulation, are ewvisaged. Each federation
contains a number of members cdled federates. Federates may be simulation models, data wlledors,
simulators, computer generated forces or passve viewers. A simulation sesson, in which a number of
federates participate, is cdled an execution. Simulated entities, such as tanks or aircraft, are referred to as
objects. Live antities can be mapped orto oljeds (by using simulation surrogates), so that they can appea
identicd to simulated entities. All passble interadions between the federates of a federation are defined in a
so-cdled Federation Object Model (FOM). The caabilities of a federate ae defined in a so-cdled
Smulation Object Model (SOM). The SOM isintroduced to encourage reuse of simulation models.

The state of ead oljed is defined by its attributes. Attribute values can be passed from one objed to
ancther. Objeds interad with ead ather and with the environment via interactions which may be viewed as
unique events, such as the firing of a wegpon, or a ollison between vehicles. Initidly, an attribute is
controlled by the federate that instantiated the objed whose state the dtribute is part of. However, attribute
ownership may change during the exeaution. This mechanism allows, for instance the fidelity of a vehicle
simulationto be aljusted by passng its positi on attribute from one kinematic simulation to ancther.

In order to reduce network traffic and limit the anourt of computation ead federate has to perform, the HLA
provides a mechanism of publication and subscription. Upon initiadlization d a federation exeaution, eah
simulation registers (with the RTI) which oljeds and which attributes it will represent (pubdication). It aso
registers which attributes and interadions it needs in order to be &le to perform its task (subscription). Note
that a federate can na only subscribe to attribute types, but also to (ranges of) attribute values. The am here
is to filter as much information as posshle & the source Both pubicaions and subscriptions are dynamic
and may be changed duing asesson.

The Run-Time Infrastructure suppats HLA compliant simulations through a number of services. The main
caegories of services are:



*  Federation Management: creae/destroy exeaution (of afederation), join/resign exeaution (of afederate),
pause/resume exeadtion.

e Dedaration Management: subscriptiorn/pulication

¢« Objed Management: instantiate/delete (an oled), update/refled (an attribute), request/provide (an
atribute), send/receve (an interadion)

¢ Ownership Management: transfer ownership (of an attribute) from one objed to ancther.

«  Time Management: handling of messages in dfferent ways, depending on the requirements of their
destinations, e.g., in recave order (appropriate for red-time human-in-the-loop simulators), in priority
order, in causal order, or in timestamp order. These last threemethods are typicdly suitable for nonred-
time event driven simulations for, e.g., analysis purposes.

The arrent, (prototype) implementation o the RTI is based on the Common Objed Request Broker
Architecure (CORBA), spedficdly the ORBIX implementation d CORBA. Although most users © far have
reported that the functionality of this implementation is aufficient for their immediate needs, most have
indicated to be dissatisfied with its performance It is therefore likely that future versions of the RTI will be
based on dher CORBA implementations, or may not be based on CORBA at al. In particular CORBA’s
InterfaceDefinition Language (IDL) will be replaced by a C++ Applications Programmers I nterface

The following li st summarizes the magjor diff erences between the new HLA standard and its DIS predecessor:

¢« HLA is an architecure (allowing the use of different comporents, such as communicaion protocols);
DIS spedfies one single protocol;

¢ HLA is much more scdeale than DIS, because network traffic is grealy reduced die to its dedaration
management fadliti es (pubi catiorn/subscription);

¢ HLA suppats a much wider range of simulations, eg., red-time virtual (human-in-the-loop)
simulations, constructive (non red-time) simulations, aggregate level (event driven non red-time)
simulations, and instrumented live antiti es, where DIS was chiefly targeted at the first category only;

e HLA demupes the simulation application from the underlying communicaion protocol. Thus, HLA
simulations can be developed by expertsin the gplicaion damain, rather than by communicaion (DIS)
gurus;

¢« HLA ishased onthe much more dficient point-to-point communicaion mechanism; HLA aims at using
multi cast communicaion, while DIS relies on broadcast communication;

¢ HLA dill has to prove itself, whereas DIS drealy has a tradk record of numerous siccessful
implementations and appli caions;

e |t remains to be seen when the HLA implementations will become available for nonUS users. DIS
implementations, both pubic-domain and commercial, are fredy avail able.

These wmparisons indicate that HLA will be amajor step forward with resped to DIS, but aso that the
transition from DIS to HLA is going to be agradua one. The problem then becmes. how to make this
transition as painless as posshle in terms of techndogicd risks and development effort. One gproach
towards this goal is described in the next sedion.

33 Advanced Simulation Framework

Currently the HLA standard is far from being frozen in its final form. Moreover, the first implementation o
the RTI, dthough its functionality is at an acceptable level, till leaves a lot to be desired in terms of
performance One of the @ams of the HLA is to provide amuch cleaner separation ketween simulation
appli caion software and the underlying communicaion grotocols. In anticipation d this, TNO-FEL dedded
it would be sensible to prepare for the introduction o new and rapidly changing simulation standards by



providing an abstradion layer (or “middeware”) that for the moment offers a DIS-compliant interface whil st
enabling the migration to a HLA-compliant interfacesometime in the next few yeas.

We ca illustrate this by looking at the EBF application described in the previous sdion. From an
architectural point of view, the various EBF software modues have much functionality in common regarding
the ommunicaion d state information. All modues need an up-to-date representation d the state of the
simulated environment at ead pdnt in time during a sesson. This state information is kept up-to-date by
communicaing DIS PDUs. A software framework was developed at TNO-FEL which encapsulates this
common communicaion functionality. The so-cdled Advanced Simulation Framework (ASF) was designed
using an oljed-oriented methodin arder to achieve reusability and extensibility. Aswas indicated before, the
development of the ASF was inspired by the emerging HLA standard. Although DIS is being used as
communicaion grotocol, the ASFis designed such that it can easily be alapted to become HLA compli ant.
In thisway all EBF modues built uponASF can be made HLA-compliant as onasthis becomes feasible.

The Advanced Simulation Framework (ASF) is a generic software achitedure to fadlit ate interoperability
between simulations and promote reuse of simulators and their comporents. All future EBF applications will
be built ontop o this oftware framework. The ASF suppats the reuse of models of entity comporents sich
as £nsors, wegons, communication devices, behavior models, etc. It has been set up in such a way that
simulation models can easily be replacal, e.g., severa types of combat vehicles can be aeded in a short
time, that differ, for example, in the type of wegors or sensors. A comporent library is being set up that
contains many simulation models that can be reused for new applications.

In the ASFtwo subsystems can be distinguished. The Environment redi zes a protocol -independent overview
of the simulated battlefield. It refleds the up-to-date status of the simulation oljeds (or entities) and all ows
the gplicaion to add rew objeds. Furthermore, the gplicaion can subscribe to relevant information, thus
enabling the system to discad nonrelevant information at an ealy stage. The gplicaion can recéve and
isale unique events sich as $mulation management events. The Environment shields the gpli cation from the
partialy protocol-dependent ObjedServer.

The ObjectServer represents the underlying run-time infrastructure. It exchanges objed information with
other platforms and provides the Environment with upto-date status information o the battlefield. The
ObjedServer is protocol-dependent, i.e., if ancther protocol has to be suppated, this subsystem needs to be
(partialy) replaced or extended. The ObjedServer currently relies on the DIS protocols, but a switch to HLA
isforeseen in the nea future. Figure 2 depicts the ASFlayer and application modues built uponit.

Manned CGF Logger
Simulation Simulation
Environment
Advanced Simulation
Framework
DIS Objectserver HLA Objectserver

Figure 2: The Advanced Smulation Framework



The first application d the Advanced Simulation Framework will be the FAC demonstrator mentioned in
Sedion 2 Some of the modues were dready available in the Eledronic Battlefield Fadlity, while new
modues will be based uponASF. In particular, these ae the Virtual Environment for the FAC and the F16
simulator. Other ASF based modues for the EBF that are planned for the future include a number of generic
visuali zaion and analysistodls.

4. Benefitsof DIS/HLA for European Space Programmes

Asin the defence aea modeling and simulation are indispensable toadls in the spacedomain. A recent paper
provides an overview of the use of simulation for verificaion and testing tasks in spaceprojeds (Ref. 5). The
paper mentions a number of tasks related to spacesystems engineeaing, such as:

e concept study;

e requirements anaysis;

e design;

e systemintegration;

e systemtesting.

In all of these tasks, the use of simulation isincreasing, motivated by several reasons:

¢ inthe spacedomain there is a cntinuing trend toward more international coll aboration, requiring the
interoperability of independently developed simulation fadliti es as well as the distribution o projed
test-beds that currently are mostly centrali zed;

« several phases of spaceprojeds rely on extensive verificaion and validation exercises by combining
hardware-in-the-loop and software based simulation;

e in the spacedomain there dso is an increasing drive toward further cost reduction by promoting the
reuse of existing simulation as<ts;

All of these isaues have been recognized in the military domain as being crucial. They form the primary
motivation kehind the development of both the DIS and the HLA standards. For instance the desire to be
able to perform team-training instead of individual crew-training led to the requirement for interoperability
between geographicdly dispersed training simulators. This led to the development of the DIS standard which
primarily focuses on red-time virtual (human-in-the-loop) simulations. Next, the drive towards further cost
reduction by optimizing the use of existing simulation assts through reconfigurability instead of new
development efforts, aong with the widening of the scope of simulation types to include live antities
(instrumented hardware) and nonred-time simulations led to the development of the HLA.

Anocther relevant isaue here is the use of projed test-beds. In the defence @mmunity, the use of test-beds in
various phases of, for instance, system aqquisition a development projeds, has become common. Typicadly,
requirements for new systems are identified, based onthe analysis of DIS based operational exersizes. Next,
new system concepts are developed and prototyped, using the same testbed, and pesshbly aso the same
excersize scenarios. The designs are further refined and verified. During later stages of the projed, system
testing is condicted, either by using software simulations of the new system, or an instrumented hardware
implementation. During al these phases, the underlying DIS test-bed remains the same, while mmponrents
(simulation models, smulators, analysis and visualizaion todls, scenarios) are substituted as necessary.

One gplicaion areadeserves peda mention: (team) training. In the military domain thisis the gplicaion
areathat has benefited the most from the introduction o distributed simulation. In the space domain, the
training task usudly involves only a few individuals (controllers, misson spedalists, astronauts) and the



fidelity requirements for the ssimulated environment are often higher than in defence gplicaions. This is
where areonfigurable projed test-bed, consisting of highly acarrate mnstructive simulations, hardware-in-
the-loop comporents, event-driven simulations as well as red-time virtual simulations would allow the
training of operational procedures. Initial training is possble & an ealy stage in the projed, when the space
system is dgill in its conceptual phase. Results from these initial training exercises could fea into the
requirements analysis phase. Later, as more and more mmporents are designed and implemented, the
training environment would consist of validated simulations of the final system comporents, including
hardware. Basing the projed test-bed ona distributed architedure, either based onDIS, HLA, or something
in-between (such as the ASF), would in principle dlow the test-bed comporents to be geographicdly
dispersed, and to be eaily adaptable & the projed progresses.

Ancther area where distributed simulation techndogy can paentialy be used to grea advantage is
collaborative virtua environments. Collaborative VEs have been proposed for severa applications, including
training and design. Currently the most advanced 3D user interfaces to such collaborative gplicaions are
immersive virtual environments. Immersive VEs will probably pose severe ommunicéion requirements due
to the nature of the generated network traffic. Additionally, there ae anumber of criticd human fadors that
nedl to be ssessed before thistedindogy can be successfully applied. TNO-FEL is currently a partner in the
COVEN projed, caried ou in the framework of the EU Advanced Communicaion Techndogy and Services
(ACTS) programme. COVEN aims to develop a software platform for teleworking and virtual presence
appli caions. Networking trials will be performed between the COVEN partners, making use of the ISDN and
ATM communicaion infrastructure. In the framework of COVEN TNO-FEL will lead a study into the
feasihility of using DIS and HLA concepts for the development of the COVEN platform.

Because of the simil ariti es between the simulations used in the milit ary and the spacedomains as well as the
potentia benefits to European space programmes, both the existing DIS standard and the HLA deserve a
closer look. A considerable R&D effort is required to assssthe exad requirements of space applicaions
with resped to a distributed simulation approad, but this effort could at the same time yield valuable results
to help stee the evolution o the existing DIS techndogy towards the more universal HLA framework for
distributed simulation. The potential advantages of distributed simulation techndogies, not limited to bu
including DIS and HLA, for anumber of space pplicaions are evident:

. increased flexibility;

¢ hbuilding on existing software and communicaions gandards;

¢ maximizaion d the use of existing simulation assts;

¢ reduced costs.

5. Conclusions

We have presented an overview of the aurrent state of the DIS standard and the development of its siccessor,
the HLA. The use of DIS has been ill ustrated by means of an example from the defence aea a test-bed for
development, research, and training known as the Eledronic Battlefield Fadlity (EBF). We have given a
concise description d the major concepts behind bah, and compared their strengths and weaknesss. Based
onthe omparison d the two approacdes, the need for a gradual transition from the establi shed DIS standard
to the till to be implemented HLA standard has been identified. This need is addressed by the development
of the Advanced Simulation Framework (ASF), a generic software layer that provides a dean separation
between the gplicaions and the underlying communication protocols. Finadly, the situation with resped to
simulation in the spacedomain has been compared to that in the military field. In spite of there being a
number of differences, severa basic similarities have dso been naed, including trends towards more



international collaboration, the need for interoperability of heterogeneous smulators, and the drive toward
cost reduction through reuse of existing simulation assts. All of these suggest an approach based on
distributed simulation. Moreover, we have mentioned a number of applicaions in the space domain that
exhibit technicd charaderistics and requirements that cen pdentialy be aldressed by standards for
distributed simulation in some form. These similarities justify in ou view a caeful study of both the
requirements and the capabiliti es of existing standards (DIS), current developments (ASF, COVEN), and
emerging architedures (HLA) for distributed simulation.
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