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‘Ik schrijf geen proefschrift.’
. . . Maarten lachte. ‘Ik heb de pest aan mensen die een proefschrift schrijven alleen
om de titel. Als je wat te vertellen hebt, kun je dat ook wel zonder proefschrift. En
ik heb niets te vertellen.’
‘En wat vindt je vrouw daarvan?’
‘Ik ben het daarmee eens hoor’, zei Nicolien. ‘Ik zou niet willen dat hij een proef-
schrift schreef.’ Ze lachte zenuwachtig.
Haar antwoord verbaasde Beerta zichtbaar. Hij trok zijn wenkbrauwen op en keek
haar even aan voor hij zich opnieuw tot Maarten wendde. ‘Ik heb mijn hele leven nog
nooit één origineel idee gehad’, zei hij met nadruk, ‘en toch heb ik een proefschrift
geschreven. Wat laat, en ik denk ook niet dat iemand het gelezen heeft, behalve mijn
promotor natuurlijk, maar ik ben Onze Lieve Heer nog iedere dag dankbaar dat ik
het af heb mogen maken.’

J. J. Voskuil,
Het Bureau 1, Meneer Beerta, 1996



Summary

This thesis addresses the observation, analysis and dynamics of waves as being
trapped, generated and focused by sloping topography. Three different phenomena
are described and are introduced in the introduction (chapter 1).

Chapter 2: shelf waves with diurnal tidal frequency off Greenland

Tidal analysis has been carried out on current measurements at a “cross-shelf” tran-
sect off Greenland at 71◦N . The diurnal tides manifest themselves mainly as a
barotropic continental shelf wave, travelling southward along the shelf slope. This
follows from the amplitude distribution of the diurnal tidal components and from
the rotation sense of the tidal ellipses at different cross-slope locations, as calculated
with simple two-dimensional models. The well organized cross-slope pattern of the
velocity amplitudes is absent in observations further north near 75◦N .

These observations suggest that the local vanishing of the group velocity, which
is caused by topography, is of importance for the existence and local amplification of
these continental shelf waves with diurnal tidal frequency.

Chapter 3: tidal and residual currents near the shelf break in Biscay

Theoretical and laboratory models show that internal-wave energy in continuously
stratified fluids propagates in the vertical plane, at an angle set by the wave, buoy-
ancy and Coriolis frequencies. Repeated Acoustic Doppler Current Profiler observa-
tions on three transects, crossing the shelf edge, now directly reveal this beam-wise
propagation of internal tides in the Bay of Biscay. This confirms previous suggestions
based on observations sampled more sparsely in space. The present observation is
made by bin-wise harmonic analysis of horizontal currents, leading to the spatial res-
olution of barotropic and baroclinic semi-diurnal tidal and (time-averaged) residual
flows.

The observed barotropic tide has a cross-slope mass flux that is roughly constant.
Its fast along-slope phase variations can only in part be explained by the spring-neap
tidal cycle. The observed baroclinic tide compares favourably to that produced by
a two-dimensional numerical model. The observations reveal details of the internal
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8 SUMMARY

tidal beam, including its spatial amplitude distribution, presence of amphidromes
and direction of phase propagation. The cross-isobath structure of the along-slope
barotropic mean flow shows a localized maximum near the shelf break. Over two
transects it agrees in sign and magnitude with a theoretical tidally-rectified flow. The
baroclinic, cross-isobath mean flow shows a strong near-bottom downwelling flow,
compensated by an on-shelf directed flow in the upper part. The along-shelf mean
flow displays subsurface-intensification attributed here to frictional modification of
a tidally-rectified flow that is bottom-trapped due to stratification.

Chapter 4: internal wave focusing revisited

An experiment which discussed the appearance of an internal wave attractor in a
uniformly-stratified, free-surface fluid (Maas et al. 1997) is revisited. This is done
in order to give a more detailed and more accurate description of the underlying fo-
cusing process. Evolution of the attractor can now be quantified. For the tank with
one sloping sidewall, and for the parameter regime (density stratification, forcing
frequency) studied, the inverse exponential growth rate determined at several loca-
tions in the fluid turns out to be 122 seconds always. Only the start and duration of
the growth differs: away from the attractor region it appears later and is of shorter
duration. Here, these features are interpreted by employing a new theoretical basis
that incorporates an external forcing via a surface boundary condition (an infinitesi-
mal barotropic seiche) and that describes the solution in terms of propagating waves.
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Chapter 1

Introduction

1.1 Waves and topography in the ocean

Waves are a fascinating phenomenon. Everybody is familiar with waves of different
kinds. Of all waves, water waves are the most familiar. In this thesis I will discuss
those ocean waves that you cannot see directly (as a wave): tides and internal waves.
These relatively small (or medium) scale processes are important for chemical and
biological processes and appear to present an important link in the global circulation
and in climate modelling (Garrett 2003). The title of this thesis emphasizes that many
waves are influenced by topography, but have widely varying length scales. They
are addressed in order of decreasing magnitude:

• continental shelf waves (wavelength up to 500 km) as observed East of Green-
land, chapter 2,

• internal tides (wavelength of the order of 10 km) as observed in the Bay of
Biscay, chapter 3, and

• internal waves and internal wave attractors as observed in the laboratory (wave-
length of several centimetres, chapter 4).

For all three topics topography is essential, but in a different way: as a mechanism
of trapping, generation and focusing of the waves, respectively.

1.1.1 Observing waves in the ocean

In a sense, the title of this thesis also reflects the different ways in which fluid motion
can be observed. In the ocean, this can be done either with moored instruments
(typically for one year), or from a ship. In the laboratory, fluid motion can be studied
by following dye patterns. These methods are used in chapters two, three and four,
respectively. As this thesis illustrates, it is the combination and interaction of these
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14 INTRODUCTION

Figure 1.1: See figure C.1 for a full colour version. Temperature cross section of the South
Atlantic ocean (∼ 30◦S), resulting from the Meteor expedition 1925-1927 (Wüst and Defant
1936). Temperatures are depicted by three tones of blue and red, for temperatures below 2◦,
3◦, 5◦ and above 5◦, 10◦, 15◦ C, respectively. Note the difference in scale between the vertical
(6 km) and the horizontal (over 6000 km) directions.

perspectives that is most fruitful. At sea, every observation is a superposition of
all processes present at that location at that time. Moreover, and especially in the
deep sea, it is hard to gather sufficient detail of these processes, both in time and
space. For these reasons it is very important to have for each experiment a well
designed observational strategy, based on previous experience, and on assumptions
originating from results of theoretical analysis and laboratory experiments.

1.1.2 The ocean’s bathymetry: the continental slope

First some general characteristics of topography in the ocean are highlighted. Fig-
ure 1.1 shows a temperature cross section of the South Atlantic Ocean. This is a
quite arbitrary example, though historically interesting. It is the result of one of the
transects of the German Research Vessel Meteor during its exploration of the South
Atlantic from 1925 to 1927. This picture is intended to show details of the temper-
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Figure 1.2: Top: Sketch of topography; zonal cross section on both sides of South America.
Bottom: sketch of continental shelf and slope. (pictures from Open University course team
(1989))

ature distribution in this part of the world ocean. I will come back to temperature,
salinity and density in section 1.3. At this stage I focus on the topographic features
in the image. We see several ridges (although the meridional extent of the ridges can
not be seen from this image) between the African and South American continents.
In the middle we see the Mid-Atlantic ridge, and to the east (west) we see the Walvis
Ridge (Rio Grande Rise). On either side of the picture we see the steep slopes of the
bordering continents. Above that, in the two upper corners of the image, we see a
slight flattening of the topography. This depicts shelf seas of about 200 m of depth
that border the continents.

In figure 1.2 (top) we see a more generic and schematic profile of a similar cross
section, also for the South Atlantic and including South America and part of the
(Eastern) Pacific. This picture shows different phenomena in a useful perspective.
It illustrates that the Atlantic Ocean does not have any deep trenches, like the Peru-
Chile trench in the Pacific to the west of the Andes. The continental slopes we deal
with in this thesis are similar to those sketched in figure 1.2 (bottom).

In general, in the Atlantic the continental shelf next to the coast is relatively wide,
although there are considerable differences in this width. Compare e.g. the Por-
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tuguese shelf (typically 50 km wide) with the shelf surrounding Ireland and Scot-
land (up to 300 km wide). The continental shelf is an important link between the
coastline and the ocean. At the outer rim of the shelf we find the shelf break. Beyond
this, there is often a relatively narrow and steep transition, the continental slope and
rise, to the abyssal plain. For most regions, the shelf break (or shelf edge) is taken to
be along the 200 m isobath. As we will see in chapter 2, the shelf East of Greenland
is deeper: up to 400 m.

From the above it can be concluded that prominent topographic features, like sea
mountains and steep continental slopes, are a key element of the shape of the ocean’s
basin. This thesis addresses possible consequences for ocean waves. In particular,
wave trapping, internal tide generation and focusing are discussed.

1.2 Wave trapping at the slope: Continental Shelf Waves

Waves in the ocean can be trapped by topography in several ways. This results in dif-
ferent wave classes: shelf waves, Kelvin waves and edge waves. These wave classes
are distinguished by their frequency being sub-inertial, hybrid, and super-inertial, re-
spectively. This classification refers to the frequency of the wave being either below
or above the frequency f of inertial motion; both are allowed for the hybrid Kelvin
wave. Here, the Coriolis parameter f = 2Ω sinϕ is related to the Earth’s rotation
vector, with Ω the rotation frequency of the Earth (that is: 2π radians each Sidereal
day) and ϕ latitude (positive northward). This division also refers to the restoring
mechanism of the waves: gravity for edge waves, and (conservation of potential)
vorticity for shelf waves. Historically, at the end of the 19th century, in attempts
to solve the well known Laplace Tidal Equations, the waves were distinguished as
waves of the first class (gravity waves) and second class (vorticity waves), respectively.
This was separately identified by Lamb, Margules and Hough; see Cartwright (1999,
ch.7) and Platzman (1968, sec.5). Waves of the first class normally have two nearly
symmetrical solutions, for waves travelling in opposite directions. Waves of the sec-
ond class have a single solution, where the direction of propagation is defined by the
Earth’s rotation.

The first type of waves to be addressed in detail in this thesis (chapter 2) are
Continental Shelf waves (CSWs) with diurnal tidal frequency as observed East of
Greenland. CSWs are an example of topographic Rossby waves. They are sometimes
referred to as double Kelvin waves for reasons to be discussed below. I will first
briefly introduce (subsection 1.2.1) the classical Kelvin wave which is trapped by the
coast. I will come back to (internal) gravity waves in sections 1.3 and 1.4, but not
in a ‘trapped’ context. Edge waves are not discussed in the remainder of this thesis.
For a more complete overview of trapping mechanisms I refer to review papers by
Mysak (1980), Hendershott (1981) and Huthnance (1975, 1981b). See also LeBlond
and Mysak (1978) for a more general treatment of the Coriolis force.
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Figure 1.3: Kelvin wave characteristics (Thomson 1879) for northern hemisphere along two
coastal walls. Associated linear water motion is projected on the plane below the wave (Gill
1982).

1.2.1 Kelvin waves

The simplest and also the most common appearance of a tidal wave travelling along
a coast is that of a Kelvin wave. The Kelvin wave is a semi-geostrophic solution of
the linearized shallow water equations for a homogeneous fluid (to be introduced in
chapter 2) for a flat sea floor and a vertical coastal wall. See figure 1.3 for a sketch of
the solution, as originally presented by Lord Kelvin (Thomson 1879).

The fluid motion supporting a Kelvin wave is rectilinear; the motion perpen-
dicular to the coast equals zero; u=0, if we align the coast along the y–axis. In the
cross-coastal direction x the forces are in geostrophic balance: the pressure gradient —
caused by the exponentially decaying surface elevation— is balancing the Coriolis-
force (fv = g ∂η/∂x). Here v is the along-coastal velocity, g the acceleration due to
gravity, and η the surface elevation. However, the balance in the along-coastal direc-
tion (∂v/∂t = −g ∂η/∂y) does not depend on the Earth’s rotation. This explains the
hybrid (semi-geostrophic) character of the wave: it is partly influenced by rotation,
partly not. The latter is even more apparent when we combine the above with the
(reduced) continuity equation: ∂η/∂t = −H∂v/∂y.



18 INTRODUCTION

Figure 1.4: Left: famous solution of Taylor (1920) for a semi-enclosed channel (like the North
Sea): reflected Kelvin wave in combination with Poincaré waves ‘to make the turns’. Solid
lines depict phase, dotted lines amplitudes. The incoming (reflected) Kelvin wave propagates
along the left (right) wall. Right: M2 co-tidal lines (hours) in the North Sea (Dietrich et al.
1975). Asymmetry in the observed pattern is due to friction, not included in the Taylor solu-
tion.

By assuming the wave is described as: ∼ exp(i(ky−ωt)), it follows that the result-
ing dispersion relation is identical to that of long gravity waves: ω = k

√
gH . Here

ω ≡ 2π/T and k ≡ 2π/λ are the frequency and the wave number of the wave, re-
spectively, defined in terms of period and wavelength of the wave. The phase speed
c of the wave then is c = λ/T = ω/k =

√
gH , the square root of gravity times the

(constant) water depth. Although the numerical value for the phase propagation is
identical to that of long gravity waves, for the Kelvin wave there is only one direction
of propagation possible: with the coast to the right when looking in the propagation
direction. This is for the northern hemisphere. The wave has the coast to its left on
the southern hemisphere.
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The exponential decay of the amplitude of the wave off the coast is defined by
what is called the barotropic Rossby radius of deformation:

R =
√
gH/|f |. (1.1)

This radius has a typical value of 200 km for a shelf sea like the North Sea (H = 40 m)
and 2000 km for the ocean (H = 4000 m) at moderate latitudes (f = 10−4 s−1).

The Kelvin wave solution does not allow for any perpendicular coast blocking
the fluid motion. Therefore, the wave can only be applied to a wave travelling along
a coast or canal of infinite length. Kelvin compared the situations for the English
and Irish Channels, both with an incoming wave, and a reflected wave (with lower
amplitude) travelling back along the opposite coastline. In a famous paper by G.I.
Taylor (1920), the actual reflection of such a wave in a semi-enclosed basin was math-
ematically solved. This was done by adding Poincaré waves, which are rotationally
modified gravity waves that are standing in the cross-channel direction. Details of
this solution are not discussed here. In his paper, Taylor showed a numerical exam-
ple and corresponding graph for parameters that suit the North Sea (see figure 1.4).
This is one of the many examples showing similarity of observed tidal waves travel-
ling along a coastline with typical characteristics of a Kelvin wave.

Before discussing double Kelvin waves and CSWs in more detail, I conclude with
a remark. For a sloping sea floor, the simple Kelvin wave model should be extended.
This is not trivial, and mostly skipped in standard textbooks. However, also for
non-flat topography a similar hybrid solution can generally be found. This is not
addressed any further here. It is important to realize that for non-flat topography the
water motion accompanying the (modified) Kelvin wave is no longer purely along-
shore.

1.2.2 Double Kelvin waves and (continental) shelf waves

Potential vorticity

Vorticity waves can be considered in terms of conservation of (linearized) potential
vorticity.

Π =
ζ + f

h
. (1.2)

Here ζ = ∂v/∂x−∂u/∂y is the vertical component of relative vorticity. For vertically
uniform horizontal motion the other components of vorticity (∇ × ~u) vanish. The
Coriolis parameter f is defined as before, and it is assumed that surface elevation
is small compared to the total water depth: η � h. Potential vorticity remains con-
stant for any homogeneous rotating (inviscid) fluid (Pedlosky 1984). In particular,
the conservation of potential vorticity is valid for Kelvin’s linearized shallow water
equations, referred to in the previous subsection; see e.g. Gill (1982, sec.7.2.1).

Equation (1.2) is very helpful in understanding the restoring mechanism for Ross-
by waves. The basic mechanism is most easily understood for planetary Rossby
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coastline 

shallow 

deep 

Figure 1.5: Top view of the restoring mechanism of a topographic Rossby wave. In this ex-
ample, on the northern hemisphere, the CSW is travelling along the coast towards the left, as
indicated by the large arrow. The circular arrows depict the restoring mechanism of the wave
(full line) to maintain its potential vorticity by adjusting the relative vorticity to the modified
depth. With this, the wave is driven to its new position (dashed line). Picture after Gill (1982,
fig.10.18).

waves that arise over water of constant depth where f varies with latitude. The
so-called β–plane, f(y) = f0 + βy, along some reference mid-latitude y=0 is assum-
ing that f varies linearly with meridional co-ordinate. The resulting Rossby waves
along moderate latitudes in the atmosphere are the most well known examples.

For topographic Rossby waves we can take f constant over some area not too large.
According to (1.2), changes in depth now imply changes in relative vorticity ζ. This
is illustrated in figure 1.5. This figure shows that this topographic Rossby wave or
continental shelf wave travels with the shallow water and coast on its right side
(looking forward and for the northern hemisphere), just like the Kelvin wave. His-
torically, since their ‘discovery’ (Hamon 1962, 1963) many different bottom shapes
have been studied mathematically; mostly two-dimensional and for most cases in-
cluding a coastline (see e.g. Mysak (1980) for a review). However, shelf waves do not
need a coast per se, although their dynamics is modified by the presence of a nearby
coast, where no normal flow is required.

What’s in a name

In the above, the mechanism of topographic Rossby waves is illustrated in terms of
vorticity. In the previous subsection, it was already pointed out that these vortic-
ity waves are also known as waves of the second class. The most common and the
most significant depth transition in the ocean is at the continental slope. For this
reason the associated topographic Rossby wave is called a Continental Shelf Wave
(CSW), or shelf wave. This name was first suggested by Robinson (1964). The waves
are also called double Kelvin waves, but this name, after its introduction by Longuet-
Higgins(1968a, 1968b), appears to have become extinct. Originally, the name double
Kelvin wave was chosen, because of the double exponential decay for a CSW trav-
elling along a continental shelf modelled as a step topography (Longuet-Higgins
1968a).
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Figure 1.6: Original figure of Longuet-Higgins (1968a) showing double Kelvin wave charac-
teristics for a northern hemisphere example. The wave travels along the negative y–axis; that
is: along the ‘shelf break’ with the shallow ‘shelf’ at its right (looking forward). This is similar
to a Kelvin wave travelling with the coast to its right. Contrary to the ordinary Kelvin wave
the associated water currents are circularly polarized (see figure 2.8 later); clockwise on the
shallow shelf, and anticlockwise in the deeper basin. In the picture the rectilinear and shear-
ing motion is sketched with arrows at the crests and throughs of the wave. In between (not
shown), the flow is towards the deep basin (shallow shelf) after passage of the crest (trough).

An example: step topography

The simplest case of a CSW is that of a step-like topography (Longuet-Higgins 1968a).
As stated above, this wave is also called a double Kelvin wave. The case is treated in
more detail in section 2.4.3. Here the example, given without proof, is used to illus-
trate the main characteristics of a CSW. The relative frequency ω of this (free) wave
is defined by the depth difference (h2 > h1) of the step:1

ω

f
= − (h2 − h1)

(h2 + h1)
. (1.3)

From this equation, it is clear that the frequency of the wave and the Coriolis param-
eter have opposite signs. This means that the wave travels with the shallow water to
its right (left) in the northern (southern) hemisphere, just like Kelvin waves travel-
ling along a coast. A sketch of the wave solution is shown in figure 1.6. Typical phase
speed is several metres per second, and the wavelength is typically 50 to 500 km for
tidal frequencies, as discussed below and in chapter 2. From (1.3) it is also clear that
CSWs can only exist for |ω/f | < 1: they are sub-inertial.

1The equation is derived under the assumption of a small divergence parameter ε, see chapter 2. Ef-
fectively this parameter is the (squared) ratio of the slope width and the Rossby radius of deformation, as
defined in (1.1).
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For very long waves, like planetary Rossby waves, frequency is often assumed to
be low: |ω/f | � 1. The tides can provide a forcing mechanism for CSWs. However,
then the wave frequency and the Coriolis parameter can have the same order of
magnitude: |ω/f | . 1. The so-called critical latitude for the K1 tide2 is at 30◦, then
|ω(K1)/f(ϕ = 30◦)| = 1, while for the semi-diurnal species M2 and S2 this is 74◦

and 86◦, respectively. Below these critical latitudes the tidal frequencies are super-
inertial. As demonstrated in chapter 2, CSWs with diurnal tidal frequency can, in
fact, be driven resonantly when the tidal frequency matches the double Kelvin wave
frequency, as enforced by the topographic depth difference according to (1.3).

Because Rossby waves are often studied with the assumption of low frequency,
|ω/f | � 1, it could be anticipated that tidal frequencies are too high for topographic
resonance. However, for high latitudes the tidal frequency is in fact too low for
typical shelf slopes. For example, the relative frequency |ω(K1)/f | near Greenland
equals about 0.5 (chapter 2), while a shelf step from 200 m to 4000 m describes a
matching frequency of about 0.9 with (1.3). It is the combination of latitude and
topography configuration that can give rise to topographic resonance.

A smoother transition of the continental slope supports higher CSW-modes, hav-
ing more nodes. In chapter 2 this is analysed in detail for current measurements east
of Greenland, including more general topography, and the influence of the nearby
coastline and changing features along the shelf of Greenland. It is also discussed
why CSWs with tidal frequency are not observed more often.

1.3 Wave generation at the slope: internal tides

The second way in which topography influences wave motion, addressed in chap-
ter 3, is by facilitating a conversion of surface tides into internal tides. The latter
owe their existence to stratification in the ocean. Internal tides are internal waves
with tidal frequency. Internal waves are defined as waves that have their maximum
displacement in the interior of a fluid. The principal restoring force of the waves is
provided by the buoyancy of the density stratification, which in the ocean are typi-
cally caused by temperature or salinity stratification (or both); the Coriolis force also
acts as a restoring force. We therefore speak of inertio–gravity waves.

Instead of trapping a wave, a sloping topography now causes the conversion of
surface (barotropic) motion into internal (baroclinic) motion. This process is par-
ticularly effective at the shelf break, as is illustrated below by observations of the
generation of the internal tide in the Bay of Biscay. Below, some basic features of
stratification in the ocean are illustrated. Next, internal wave properties are dis-
cussed in terms of modes and beams, respectively. Then, finally, the internal tide
generation at the shelf slope is addressed.

2Tidal theory, including the introduction of all tidal species, is not repeated here. Period of the K1 tide
is 23.93 hours and 12.42 and 12.00 hours for M2 and S2 respectively. See e.g. Defant (1961) for details.
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Figure 1.7: See figure C.2 for a full colour version. Cross-sections of one of the many WOCE
transects, (see e.g. Siedler et al. (2001)) along ∼ 47◦ N for potential temperature (left) and
potential density anomaly (σθ , right) for a reference depth of 0 m. Potential density is σθ+1000
kg/m3. Length of the transect is 3000 km, total depth 6000 m. A similar image (not shown)
is available for salinity. Note that the deeper isopleths, roughly below 1000 m, have smaller
increments: 0.2◦ instead of 1.0◦ below 4◦ Celsius. For potential density this is: 0.02 instead of
0.10 above 27.70 kg/m3. Source: WOCE, see e.g. Talley (2006).

1.3.1 Stratification in the ocean

In the previous subsection on continental shelf waves, the fluid was regarded as ho-
mogeneous. Now, in discussing internal tide generation, density differences in the
water column are of importance. We return to figure 1.1, where we see the large
scale temperature structure along a transect crossing the South Atlantic during the
Meteor expedition. Recently, the World Ocean Circulation Experiment (WOCE) de-
livered similar graphs, more accurate and from all over the world; see e.g. Siedler
et al. (2001). In figure 1.7 we see zonal cross sections for the North Atlantic, approx-
imately along 47◦N from New Foundland to the northern Bay of Biscay. Along this
plane, potential temperature and potential density anomaly are shown. At present,
large international programmes (like WOCE), together with the development of new
technology (remote sensing by satellites, buoys, floats, moorings, gliders, etc.), pro-
vide many new details of the ocean, and insight into its dynamics as part of the
climate system.

Figures 1.1 and 1.7 illustrate that the Atlantic Ocean is density stratified. The deep
ocean, below 1000 m, has an approximately constant gradient. Just above 1000 m
there is a steeper gradient: the permanent pycnocline, and permanent thermocline for
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Figure 1.8: Top: variation of seasonal thermocline for a Pacific station; weather station “P”
at 50◦N 145◦W in 1956 (Dietrich et al. 1975). Bottom: similar seasonal variation in the Bay
of Biscay, but visualized differently (Defant 1961). Here five lines display the temperature
in time for five different depths: 0, 25, 50, 100 and 200m. Changes in temperature decrease
with depth. An interesting detail is the lagging of warming-up in summer at 50 m depth, as
compared to the upper 25 m of the water column. In all three frames, months of the year are
denoted by roman numbers. Note that due to the scaling, the upper two figures gives the
misleading impression that temperature is constant below 100 m. The fact that temperature is
not constant in the deep sea can for example be seen in figures 1.1 and 1.7.

temperature, usually taken at depths ranging from 200 m to 1000 m, or below. The
top layer, with a thickness of several tens of metres, is mixed, depending on seasonal
influences; see figure 1.8 for an example. The steep gradient just below this surface
mixed layer, when present in summer or autumn, is called the seasonal pycnocline or
seasonal thermocline. Depending on the season, this layer typically is from 20–40 m
up to 100 m deep.

Stratification is normally expressed in terms of the stability frequency N (also
called buoyancy frequency or Brunt-Väisälä frequency, Apel (1987, sec. 5.3)):

N2 = −g(
1

ρ

dρ

dz
+

g

cs2
). (1.4)
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Here, cs is the local speed of sound in sea water.3 ρ is the in-situ density, and not the
potential density of figure 1.7. For a stable stratification, that is: N 2 > 0, the stability
frequency N is the natural radian frequency at which a water parcel will oscillate
after being vertically displaced from its original position and for the density given.
It is also the upper limit of free internal waves, see below. In the deep ocean the
stability frequency is about 10−4 to 10−3 rad/s. For the seasonal thermocline values
of the order 10−2 rad/s are typically found.

In figure 1.8 we see the seasonal variation of the surface mixed layer. In late
summer, the water column can be approximated by two layers of constant potential
densities (in each of which N=0). This is a usual —and successful— way of describ-
ing the essential dynamics of the density interface, but it is limited to the interface
dynamics only.

1.3.2 Internal waves in a continuously stratified fluid

For the moment, we ignore the seasonal thermocline of the upper 100 m of the wa-
ter column, and concentrate on internal (inertio–gravity) waves in the deep sea. In
figures 1.1 and 1.7 it is already observed that in the ocean’s interior, roughly below
1 km depth, the stratification is more or less constant. For this situation, there are
two ways of describing internal waves: modes vs. rays (Turner 1973).

Internal wave modes

For a fluid over a flat bottom, motion in horizontal and vertical direction can math-
ematically be split and free internal waves can be described in terms of standing
vertical modes. In this modal description, internal waves were called cellular waves,
see e.g. Defant (1961). An example is given in figure 1.9 (left) for constant stratifi-
cation (N=constant). In this simple case both the horizontal as well as the vertical
direction can be solved in terms of sines and cosines.

For arbitrary N(z) the vertical modes can in general also be solved, either analyt-
ically or numerically. See figure 1.9 (right) for an example with typical thermocline
stratification. In this example the thermocline is modelled as a uniformly stratified
layer of finite thickness. Roberts (1975) presents an overview of analytical solutions
for several stratifications N(z). A numerical method for arbitrary N(z) was first em-
ployed by Fjeldstad (1933). The above mentioned example is based on this method.

A historical example from the Snellius expedition (1929–1930)

In figure 1.10 the method of Fjeldstad is applied to measurements at anchor station
253a of the Snellius expedition. The Snellius expedition (van Riel 1937, 1938) took
place in 1929–1930 in order to improve hydrographic knowledge of the Indonesian

3The last term of the equation is important in deep water but is often neglected. A full derivation of
the stability equation, taking into account all aspects of thermodynamics, can be found in Vallis (2005).
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Figure 1.9: Left: Displacements (horizontal and vertical bars) and streamlines for a cellular
standing internal wave in a fluid with constant stratification N and flat bottom (Defant 1961).
See also Turner (1973). Right: Vertical distributions of velocity (un) and displacement (ζn) for
the first three modes (n= 1, 2, 3) in a fluid with a stratified layer (N= constant for h2 < z < h1)
between two homogeneous (N= 0) layers. Picture taken from Krauss (1973), after Fjeldstad
(1933).

waters, with acoustic echo sounders that were introduced at the time. The expe-
dition had a wide scientific scope. For physical oceanography the mapping of the
Indonesian throughflow was the main target. See also van Aken (2005), for a recent
historical perspective.

From the repeated measurements at the anchor station, vertical displacements of
water levels were estimated at four different depths (figure 1.10, top left). In this
example semi-diurnal and diurnal motion are combined. Note the maximum total
vertical displacement of about 63 m from the reference level at 250 m depth. In the
bottom frame of figure 1.10 for the semi-diurnal motion, the first four vertical modes
are displayed (left) employing the method of Fjeldstad (1933). The observed tidal
elevations at different reference depths are decomposed into these functions, based
on the observed density profile, which provides N(z). The neighbouring figure on
the right demonstrates that this decomposition into four modes was successful.

Lek (1938a, 1938b) demonstrated that part of the independent measurements of
the tidal currents at the anchor station were in line with this modal description. From
this early example it is clear that internal waves with tidal frequency are present, and,
due to the relatively small density differences, have large amplitudes.

Internal wave beams

For a mathematical description of the generation of internal waves and their prop-
agation over uneven topography, internal wave beams are more appropriate than
vertical modes. By using methods of characteristics, Magaard and Baines were the
first to develop mathematical tools for the generation and bottom reflection of inter-
nal wave beams (Magaard 1962,1968; Baines,1971a,b, 1973, 1974).
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Figure 1.10: Top: Combined diurnal and semi-diurnal vertical displacements at four different
reference depths (50, 100, 150 and 250 m) for anchor station 253a of the Snellius expedition,
23 to 27 April 1930. These elevations are calculated from repeated temperature and salinity
measurements every 1.5 hours at five different depths. At the top of the graph, the horizontal
axis is labelled with lunar hours. Picture taken from Lek (1938b). Middle: picture of the
ship H.M. Willebrord Snellius (Pinke 1938). Bottom left: Vertical distribution of amplitudes
of semi-diurnal vertical displacement for four vertical modes, as decomposed for observed
measurements at station 253a. Corresponding phase is indicated for each mode. Only the
upper 500 m is shown; total water depth is 1800 m. Note the large amplitude for the third
mode. Bottom right: Comparison of the measured amplitude η (•, m) and phase a (+, degrees)
of semi-diurnal vertical displacement with calculated curves from the combination of four
modes as shown on the left. Lower picture taken from Defant (1961).
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Figure 1.11: Shadowgraphs (left) of internal waves for different frequencies ranging from
low (top), intermediate (middle) to high (bottom). Pictures taken from Görtler (1943). Right:
sketch of internal wave characteristics in the vicinity of a vertically oscillating cylinder. Di-
rections of oscillation, ~u = (u,w), and propagation of phase ~c and energy (group velocity ~cg)
are indicated with arrows. Only one downward beam is sketched, while for the oscillating
cylinder beams in four directions normally occur.

Typical features of these internal wave beams will be illustrated by two examples
from the laboratory. These experiments were performed for the first time by Görtler
(1943), see also Mowbray and Rarity (1967). Despite the poor quality of the images,
it is educational to have a look at the original results of Görtler. Note that in the
examples shown, all motion is two-dimensional in the xz–plane, with ∂/∂y = 0. In
figure 1.11 (left frames) we see internal beams emanating from the oscillating plate
at the upper centre of each image. The three images are for different oscillation
frequencies, increasing from top to bottom. This illustrates a typical property of
monochromatic internal waves: the wave direction only depends on wave frequency
(ω), stratification rate (N ), and Coriolis frequency (f ) according to the dispersion
relation:

ω2 = N2 cos2 θ + f2 sin2 θ, (1.5)

with θ the angle that the wave vector makes with the horizontal (Turner 1973). The
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slope of the wave vector is given by:

tan θ =

√
N2 − ω2

ω2 − f2
. (1.6)

Here the general form for a rotating fluid is given. The non-rotating case can easily
be obtained by setting the Coriolis parameter to zero (f= 0). For a fluid in hydro-
static equilibrium, as in chapter 3 and in Maas and Lam (1995), equation (1.5) can be
approximated by taking ω2 � N2, and reduces to: ω2 = N2 cot2 θ + f2.

In section 1.2 it was already noted that gravity waves are super-inertial. Equa-
tion (1.5) also implies the existence of an upper bound for the frequency of (free) in-
ternal waves, defined by the (local) stratification, |f | < ω < N (Groen 1948). Another
property that follows from the dispersion relation is illustrated in the right image of
figure 1.11: the group velocity (cg) and particle motion are both perpendicular to the
phase velocity ~c,

~cg ⊥ ~c , ~u ⊥ ~c , ~u ‖ ~cg . (1.7)

The last property can be derived from the continuity equation for an incompressible
fluid,∇·~u = 0. It follows that vertical components of ~cg and ~c are always of opposite
sign.4 In the sketch of figure 1.11 (right) the beam going to the right and downward,
has upward phase propagation. This feature is most clearly demonstrated in movies
of internal waves.

In general, for flat or infinitesimal topography, internal wave beams can be ap-
proximated with sufficient vertical modes; see e.g. Gerkema (2001). However, for
arbitrary finite (non flat) topography, and near a generation region, an internal wave
description in terms of beams is more appropriate.

1.3.3 Internal tide generation

We now return to internal waves with tidal frequency in the ocean. Here the basic
features of the internal tidal beams at the continental slope of the Bay of Biscay are
addressed. We will see how these beams are generated and get affected by varying
stratification N(z).

Internal tide generation at the continental slope

In the ocean, internal waves are not generated by an oscillating plate or cylinder.
Over steep topography like the continental slope in the Bay of Biscay, horizontal
tidal currents are deflected vertically, causing isopycnal excursions at tidal frequen-
cies. From this region of large excursions, the internal waves propagate in a manner

4For inertial (gyroscopic) waves, that arise in a rotating homogeneous fluid, the dispersion relation
similarly relates frequency only to the direction of the wave number vector. Here, however, the vertical
components of ~cg and ~c point in the same direction, while their horizontal components are in opposition.
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Figure 1.12: See figure C.3 for a full colour version. Conversion rate (greyscale of legend in
W m−3) for transect in Bay of Biscay (summer stratification). Two major generation regions
for internal tidal energy can be identified: the deep stratification region at the steep slope, and
the seasonal pycnocline above the shelf break. The dashed box near the shelf break refers to
the observation area of chapter 3. The integrated value in W/m, as indicated at the bottom of
the image, is for the entire cross-section. Picture from Gerkema et al. (2004).

similar to that of figure 1.11: the internal tide beams. Here the strong forcing is due
to strong (cross-slope) currents of the surface tide, strong stratification, and indeed
a very steep continental slope. Quantification of these three components of internal
tide generation will be presented in chapter 3 (e.g. figures 3.4 and 3.5). In figure 1.12
the resulting conversion rate —of wave energy from surface tide into internal tide—
is presented along a cross-shelf transect in the Bay of Biscay for an early summer
stratification. The high intensity regions (dark grey) in this picture are the analogues
of the oscillating cylinder or plate in laboratory experiments. The deep region of
high conversion rate is caused by the permanent pycnocline in combination with
the steep topography. As we will see in chapter 3, the profile N(z) has a relatively
deep maximum in this area. The upper region of high conversion rate is mostly
dominated by the seasonal thermocline. The position of this region is caused by the
shallowest part of the slope; the deeper part of the slope is further from the seasonal
thermocline, while closer to the coast the steepness of the slope vanishes.

The conversion rate of the previous figure is actually based on the modelled in-
ternal tide as determined with a numerical linear hydrostatic model (Gerkema et al.
2004), to be discussed in chapter 3. Two examples computed with this model are
displayed in figure 1.13, clearly showing the internal tide beam emanating from the
shelf break. The result is similar to the internal wave beam as generated by an oscil-
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Figure 1.13: Internal tide (cross-slope current amplitudes in m/s) as calculated for the con-
tinental margin in the Bay of Biscay. Both early summer situation (left) as well as winter
situation (right; without seasonal pycnocline) are shown. Here the beams are slightly curved
due to the vertical variation in stratification N(z). Circles indicate the location of the main
beam as observed by Pingree and New (1991). Picture from Gerkema et al. (2004).

lating plate or cylinder in the laboratory (figures 1.11 and 1.17). It can be recognized
that the beam gets steeper at deeper locations, where stratification is weaker. Ex-
perimental evidence of the existence of this beam in the Bay of Biscay was earlier
reported by Pingree and New (1991), and is depicted by circles in figure 1.13. The
right panel of the figure shows the resulting internal tide amplitudes for the winter
situation, without seasonal thermocline. Comparison of these two cases immedi-
ately makes clear that, for the summer situation, the beam gets more distorted while
propagating into the ocean. Also the response at the seasonal thermocline (−100
m < z < 0 m) is different. Gerkema et al. (2004) discuss the observed differences
in more detail. It was concluded that the spatial pattern is significantly different for
the two seasons, but that the overall tidal conversion rate is only marginally affected.
This is due to the dominant contribution of the deeper stratification of the permanent
pycnocline and below.

Internal tide observation in the Bay of Biscay

In comparing ocean and laboratory observations we observe that in the ocean there
is neither an oscillating plate generating the waves, nor a camera observing them.
Instead, the observations are performed with a ship at the surface. As compared with
the Snellius expedition of 1929–1930 (figure 1.10 and subsection 1.3.2), in the Bay of
Biscay (see figure 3.1), tidal currents are observed here with different equipment. An
example of key instruments employed for both expeditions is given in figure 1.14.
By towing an acoustic current profiler in the Bay of Biscay, the three-dimensional
currents could be measured over the upper 800 m of the water column in bins that
are 8 m thick. By sailing up and down along the cross-slope transect in the Bay of
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Figure 1.14: Left: mechanical, propeller based, Ekman current meter used during Snellius
expedition 1929-1930. Right: ADCP current meter (RD Instruments, 75 kHz). This instrument
measures the three-dimensional water flow at several depths by the reflected Doppler shift
in different directions. In June 1993 it was towed (looking downward) behind the ship R.V.
Pelagia and collected snapshots of the upper 800 m of the water column, as described in the
text.

Biscay, it was possible to collect snapshots of the water flow in the upper part the
water column. With these snapshots —about ten in two tidal periods— the tidal
movement could be estimated for the three sampled xz–planes, each about 15 km
long and 800 m deep. The sampled plane is indicated by a dashed box in figure 1.12
for one of the three transects. Apart from the tidal current amplitudes and phases,
also the mean flow across and along the shelf edge could be estimated for these xz–
planes. These observations are compared with numerical results of the linear model
in chapter 3.

It is for the first time that part of the generated internal wave beam is observed in
such (spatial) detail in the ocean. As mentioned before, the generation of powerful
internal tides propagating obliquely through the deep sea along beams is of interest
to the functioning of the ocean circulation, in that waves may provide a source for
mixing of density stratified fluid elsewhere. However, the fate of such internal tidal
beams is in general not captured well in our numerical models. Employing a three-
dimensional ocean general circulation model, Drijfhout and Maas (2006) provide an
exploratory study in which such internal tidal beams are recognized. They find that
topography can indeed have a profound effect on their trapping.

Intermezzo: internal solitary waves

This subsection is concluded with the illustration of another type of wave that is
present in the Bay of Biscay. In discussing (1.5), it was already mentioned that the
frequency of internal waves has an upper bound given by N . As a consequence,
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high frequency waves exist at the seasonal thermocline, that are not ‘allowed’ in
deeper regions with smaller N : they are trapped at the thermocline. Like the internal
tide, they are generated at the shelf break by the cross-slope horizontal currents of
the surface tide. From the shelf break, they propagate in two directions along the
thermocline: coastward and oceanward. Due to nonlinear and dispersion effects,
they develop as so-called internal solitary waves, and appear as solitary wave trains
(Gerkema 1994, 1996).

An example with measurements at both sides of the shelf break is presented in
figure 1.15. Observed temperature profiles in two successive years (1995, 1996) at
two positions on a cross section of the continental margin are displayed (Lam et al.
1999). These measurements were part of the TripleB programme, studying oceanog-
raphy in the Bay of Biscay with RV Pelagia, see van Aken (2000). On the shelf, the
passage of the internal solitary wave train (figure 1.15, bottom) looks similar to that
predicted by a two-layer model.5 Note the downward displacement of the thermo-
cline of about 40 m. This is typical for this region; displacements up to 100 m have
been reported (Pingree and Mardell 1985). The measurements at the deeper side of
the shelf edge (figure 1.15, top) look different as compared to the ‘predicted’ shape of
the thermocline from the two-layer model. It looks as if more packages are interfering
at this position. This suggests three-dimensional influences as were also observed
by New (1988) with Synthetic Aperture Radar (SAR) imagery in August 1978 about
one degree further east of this observation.

Internal solitary waves can also occur further offshore. Modelling results of Ger-
kema (2001) confirmed that the surface reflection of the main internal tide beam, at
−120 km in figure 1.13, causes the local generation of internal solitary waves. These
remote internal solitary wave packages in the central Bay of Biscay were earlier re-
ported by New and Pingree (1990, 1992). There is much more to say about these
phenomena and their observations. Here I will not go into any further detail of in-
ternal solitary waves, as this is outside the scope of this thesis.

1.4 Focusing at the slope: internal wave attractors

While we have seen that internal tides can be generated by the surface tide near the
shelf edge and over continental slopes, it remains unclear what happens to them. We
anticipate that they might contribute to mixing ‘elsewhere’; see also Munk and Wun-
sch (1998) for a discussion. Here we present theoretical and experimental evidence
that yet another property of the topography plays a key role in determining that
mixing ‘hot spots’ may, surprisingly, be quite predictable. This role is played by the
focusing that internal waves experience when reflecting from a sloping boundary.

5The modelling results for this particular cross-section of the shelf slope can be found in Lam et al.
(1999). This transect is actually the middle transect of figure 3.1 in chapter 3.
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Figure 1.15: See figure C.4 for a full colour version. Measured temperature profile halfway
along the slope (top), and on the shelf (bottom) 32 km coastward. The temperature profile
of the upper 100 m (130 m) is shown over 6.5 hours (5 hours) in the upper (lower) image.
Temperature values (◦C) are as indicated in the corresponding legends. The upper image is
obtained by measuring temperature (and salinity, not shown) of the upper 100 m of the water
column (CTD casts; ‘yoyo-station’) from the ship. The lower image is retrieved by correcting
‘drifting depth’ of thermistors along a partly broken mooring. Corrected thermistor depth vs.
time (using interpolated values of pressure sensors on both ends of the thermistor chain) is
visualized by white (light grey, hardly visible) lines. The horizontal bars at the upper right
of the graph are artefacts of the interpolation algorithm used. Pictures taken from Lam et al.
(1999)
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Figure 1.16: Subcritical (left) and supercritical (right) single focusing reflection for two pairs
of internal wave rays (side view). Note: reversing the direction of the incoming rays changes
the examples from focusing to defocusing.

1.4.1 Internal wave reflections

As the sketch in figure 1.16 shows, internal waves focus or defocus upon reflection
from a sloping boundary. The reason is that, according to (1.5), upon reflection, the
angle which the beams make with respect to the direction of gravity remains fixed
and, as a result, the beams converge or diverge. When the boundary is steeper than
the internal wave beam, the slope is called supercritical; upon reflection the wave
reverses its horizontal propagation direction. The slope is called subcritical if it is
less steep than the internal wave beam and waves continue in the same horizontal
direction. In between, for critical bottom slope, the slope equals that of the internal
wave beam and forms a separate interesting case (Eriksen 1982), not discussed in
this thesis.

The left image of figure 1.17 illustrates this process by means of a fluid exper-
iment. Here internal waves are generated by oscillating a horizontal cylinder ver-
tically. As can be seen from the extracted beams in the neighbouring image, after
reflections at the surface and at the left boundary, the internal wave beam extends
downward and to the right. After reflection at the sloping boundary (position A),
the beam brightens up, illustrating the focusing (converging of wave energy) by the
supercritical slope, just as in the right image of the sketch in figure 1.16. Following
the beam clockwise, upon subsequent reflections at bottom, left wall and surface of
the tank, the energy of the internal wave beam is weakened by viscous dissipation.
However, after a full cycle, the beam brightens up once more upon a second focusing
reflection at the sloping wall in the upper right corner of the tank (position B).

This fluid experiment convincingly shows basic properties of internal waves in a
stratified fluid that are even better appreciated when viewed in movie animations.
These clearly demonstrate the phase propagation and focusing characteristics of a
sloping topography.
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Figure 1.17: See figure C.5 for a full colour version. Internal wave experiment performed
by the author in 1996 at DAMTP, Cambridge. The tank is about 380 mm high and 100 mm
thick. The water is density stratified with a linear salt concentration (N = 1.5 rad/s). In
this example, the cylinder (radius 22 mm) in the upper left corner is vertically oscillating
with a frequency ω = 0.942 rad/s, and an amplitude of 4 mm. In the figure at the right, the
identified internal wave beams from the left image are shown. Lines not visible in the left
image are dotted. The horizontal dash–dotted line near the surface is the pycnocline present
in the tank. Energy propagates along the indicated arrows, similar to figure 1.11, with phase
lines propagating perpendicular to the beam. Two regions of subsequent focusing reflections
can be identified, regions A and B, respectively. The horizontal interruptions of the beam
are caused by the synthetic Schlieren technique, that is used for visualization. This technique
makes use of the changing refraction index in the fluid; the virtually displaced background
(horizontal stripes) reveals the internal wave patterns (Dalziel et al. 1998; Sutherland et al.
2000).

1.4.2 Internal wave attractors

It is interesting to follow internal wave beams (rays) upon multiple reflections, as-
suming that no absorption is involved. This is similar to playing the ‘internal wave
billiards’. For a classical billiard, a ray’s angle of reflection equals its angle of inci-
dence, relative to the bottom normal. In that case rays diverge for most basin shapes
(Berry 1981). For the internal wave billiard, however, the ray’s angle relative to the
vertical (gravity) is preserved. As a consequence, internal wave beams end up on
a limit cycle, called a wave attractor (Maas and Lam 1995). It appears that this limit
cycle is ultimately approached by every characteristic, no matter what the starting
point of the characteristic is. Two examples for different starting positions of a char-
acteristic (thin solid and dashed lines) are given in figure 1.18a. This attractor, with
only one surface and one sidewall reflection, was defined as an attractor with period
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Figure 1.18: (a) Example of internal wave ray focusing (thin solid and dashed) and wave
attractor (thick solid) in a trapezoidal geometry with the bottom at z = −τ ; τ = 1.71. (b) Po-
sitions of special points at the surface, defining primary fundamental intervals: x ∈ [−1, τ−2]
and [τ−1, 1] for the same tank with sloping sidewall. The position of the attractor with surface
reflection at xe = τ2 − τ − 1 is depicted with dotted lines.

equal to one (Maas and Lam 1995). This period of the limit cycle was counted by
the number of surface reflections of the limit cycle. This terminology is introduced
in accordance with its usage in dynamical systems. Note that this period of the at-
tractor is not to be confused with the internal wave period. This attractor has also
been referred to as the (m,n)=(1, 1)–attractor, enumerating the number of reflections
of the attractor at the surface (m) and the vertical side wall (n).

These attractors persist over a finite wave frequency interval. The frequency de-
pendence of the attractor can best be expressed in terms of a scaled wave period
or depth τ , defined below. By incorporating equation (1.6), the vertical co-ordinate
z can be stretched, so that for any single frequency ω the angle of the internal wave
vector equals±45◦ (Maas and Lam 1995). The scaled, dimensionless depth of a basin
of depth D and width 2L then becomes:

τ =

√
N2 − ω2

ω2 − f2

D

L
. (1.8)

The (1, 1)–attractor of figure 1.18 persists over nondimensional bottom depths 1 ≤
τ ≤ 2. The single surface reflection of this attractor is at xe = τ2− τ − 1; the shape of
the attractor changes gradually within the indicated τ–interval (Maas et al. 1997).

For a shallow parabolic basin, having partly supercritical sidewalls, figure 1.19
gives an overview of all asymptotic (final) surface reflections, each having n=1 (that
is: 1/2 ≤ τ ≤ 1). Here, for every depth τ , the last 200 of 1100 surface reflections of
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Figure 1.19: Surface reflections of attractors in a basin with parabolic cross-section. Last 200
surface reflections (of 1100 total) for a ray starting at the surface x0=0.123456789 in positive
direction. All depths for 1/2 ≤ τ ≤ 1 are plotted. Picture taken from Maas and Lam (1995).

a ray are depicted. In this example, for each τ the ray starts (arbitrary) at surface
position x0=0.123456789 in rightward direction. The fractal properties of this image
are discussed in Maas and Lam (1995). From this picture it is clear that intervals
of low period attractors alternate with intervals containing complex high period at-
tractors. The lowest order periods (m=2,3,4,. . .) have the widest intervals for τ , like√

3/2 ≤ τ ≤ 1 for m=2. It can also be shown, in terms of Lyapunov exponents that
measure the asymptotic convergence rate of two neighbouring rays, that the lowest
order attractors have the highest convergence rate.

1.4.3 Standing modes

Although the appearance of attractors is generic, multiple periodic pathways of the
reflected characteristics are incidently found for particular parameter values and for
particular geometries. For two-dimensional systems, these standing modes occur
when for every pathway, along a sloping segment of the boundary each focusing
reflection is compensated by a defocusing reflection: all rays fold back upon them-
selves. The simplest (non-rectangular) case occurs for the (m,n)=(1, 2) standing
mode for a basin with one sloping sidewall, deeper than in figure 1.18: each ray now
describes roughly the pattern of a distorted figure eight (8) (Manders 2003, fig.3.2).

These standing modes are similar to the cellular modes for a non-tilted rectangu-
lar basin of rational aspect ratio, in which each characteristic also folds back upon
itself. However, for rectangular basins, there is no focusing or defocusing, whereas
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for sloping topography focusing is balanced by defocusing. The corresponding so-
lution of the stream function is similar to (topographically) modified versions of the
cellular modes of figure 1.9 (left), and can be related to internal seiches in lakes with
a continuously stratified density. For a rectangular basin this has been addressed by
Münnich (1996). The standing modes do not exist over extended parameter intervals
for τ (basin depth or internal wave frequency), but only for very specific values of
τ . Due to their sensitivity to the specific parameter setting, these internal seiches are
therefore not likely to occur in nature for basins of arbitrary shape.

For a rectangle, the solution can be obtained by separation of variables. This is in
general not possible for basins with sloping walls, since the boundary conditions at
the slope contain both dimensions.6 With the help of characteristics, stream function
patterns can in fact be found for arbitrary geometry, as will be discussed below.

1.4.4 General solutions for the stream function

Because the two-dimensional fluid motion is incompressible, a stream function Ψ
can be introduced:

u = −∂Ψ

∂z
, w =

∂Ψ

∂x
. (1.9)

It is assumed that we will look at monochromatic waves only:

Ψ(x, z, t) = Re[ψ(x, z)e−iωt] . (1.10)

For attractors, the corresponding solution of the spatial stream function field ψ(x, z)
is quite different from the cellular shape, described above and in figure 1.9. An exam-
ple is given in figure 1.20. The stream function has ‘cells’ of smaller size, closer to the
attractor position. The spatial structure of the stream function field of the monochro-
matic internal wave field is, in dimensionless form, and in stretched coordinates,
described by the following hyperbolic equation:

∂2ψ

∂x2
− ∂2ψ

∂z2
= 0 . (1.11)

that, for free waves, needs to be solved subject to the requirement that the boundary
is a streamline (ψ =0). General solutions for (1.11) can be written as:

ψ = f(x− z)− g(x+ z) . (1.12)

Here the characteristics x ± z can be recognized, along which the field functions f
and g are preserved. The pressure7 can be written as:

p = f(x− z) + g(x+ z) , (1.13)
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Figure 1.20: See figure C.6 for a full colour version. Example of standing wave solution ψ(x, z)
for a surface pressure pa(x) = 2f(x) that is prescribed within the two fundamental intervals
and from which the whole pressure distribution along the surface, as indicated in the top
panel, can be inferred. Values for ψ are coded with the greyscale as shown in the legend on
the right.

which allows us to interpret f and g individually as partial pressure.
From the surface boundary condition (ψ = 0 at z = 0) it follows that f = g in

(1.12) and (1.13), so that at the surface: p(x) = 2f(x). However, as explained in Maas
and Lam (1995), this boundary condition at the surface can only be prescribed in
specified, so-called fundamental intervals. This restriction needs to be made in order to
prevent conflicts in assigning values of f at later reflections. Note that all characteris-
tics and their reflections are present at the same instant, as time t is no longer present
in equations (1.11), (1.12) and (1.13) upon considering a monochromatic wave. The
definition of the largest fundamental intervals (called primary interval) for the basin
with one sloping sidewall is illustrated in figure 1.18b. The repetitive character of
the boundary condition can easily be recognized in figure 1.20 (top).

The solution for real ψ represents a standing wave solution for Ψ. Thus, with
(1.10), it follows that this solution, as in figure 1.20, is blinking in time. This limita-

6Maas and Lam (1995) present an analytical solution for a semi-elliptic topography, using a transfor-
mation of co-ordinates.

7The reduced pressure p∗ (that is, p∗ ≡ P + ρ0gz, where P is the original pressure, and ρ0 is the
constant reference density) is written as p∗ = iωρ0p, so that p has the same dimension as the stream
function ψ: m2/s.
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tion, as well as the artificial nature of the boundary condition, will be addressed in
chapter 4.

1.4.5 Laboratory experiments and shortfalls

For two reasons we expect that in real fluids (including viscosity) only simple, low-
order attractors are observable. First, since shear will be large in the direct vicinity
of any periodic orbit that constitutes the attractor, the presence of more convoluted
attractors will imply that shear regions fill the entire fluid domain. Second, attractors
of lower period have higher convergence in terms of the Lyapunov exponents. Both
reasons make a low-period attractor more likely to be found in a real fluid.

It appeared that the existence of such an attractor was not easy to demonstrate
with a local wave generator, as in figure 1.16. Here the viscosity of the fluid pre-
vented the internal wave beams from surviving multiple reflections. However, global
forcing of the fluid, by vertical oscillation of the entire tank (shaken, not stirred!),
clearly demonstrated the existence of the internal wave attractor at the expected po-
sitions (Maas et al. 1997). The oscillation of the fluid tank (frequency 2ω) causes
effectively a modulation of gravity. Internal waves of subharmonic frequency ω are
generated by parametric excitation, similar to how a child’s swing is brought into mo-
tion, by pushing it downward when it is at its extreme upward position. The forcing
is most effective when done at both extreme upward positions, rendering the pendu-
lum’s period as half that of the forcing period, whence the subharmonic nature of the
response.

The most prominent results from this experiment are presented (in black-and-
white) in figure 1.21, visualized by following the vertical displacement of dye bands
in the stratified fluid. This is done by subtracting the (intensities of the) original im-
age of the tank at rest. The attractor shows up in the fluid at exactly the expected po-
sition for this forcing frequency and (salinity) stratification N , see Maas et al. (1997).
It takes about five minutes for the fluid to respond to the forcing. The attractor
then gradually shows up as a standing wave for about 4 minutes, with all observed
displacements in the fluid occurring at the same time. Several minutes later this is
replaced by propagating displacements, as illustrated in the subsequent images of
figure 1.21 (bottom). As indicated by arrows, this phase propagation is in line with
the typical properties for internal waves. Notably, for energy propagating clockwise
along the attractor, phase lines travel downward and to the right for this branch of
the attractor, as in the figure.

The initially calculated solution of the stream function field, as in figure 1.20,
provides a good reference for predicting the high energy distribution along the at-
tractor, as in figure 1.21. However, there are important remaining issues that can not
be fully understood by this solution alone. The start-up time, as well as the evolu-
tion of the attractor’s appearance (from standing or blinking to travelling) can not be
explained with the standing wave solution of figure 1.20. In relation to this, the de-
tailed forcing mechanism, of the parametric excitation needs to be understood more
thoroughly. Moreover, not every spatial detail of figure 1.20 is reproduced in the
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Figure 1.21: Black-and-white version of figure 4 of Maas et al. (1997). Here the attractor is
visualized by highlighting the absolute difference (compared to some reference image) of the
intensity of the video image. In this way, large displacements in the fluid (with originally
horizontal dye bands) are visible. Here, τ = 1.71 and a forcing amplitude of 10 cm was
used. Pictures during growth phase taken 9 minutes after start of oscillations (top) and during
permanent stage after 10 minutes, showing images at 3 instances t/T = n/12 labelled by
integer n=1,2,3 (bottom).

laboratory experiment. It is clear that in the experiment it is not the stream function
field itself that is observed directly.

While previous work has thus demonstrated the existence and physical relevance
of the wave attractor, there are still a number of questions that need to be resolved,
particularly when comparing the experimental results with the theoretical predic-
tions. For example, while the location of the wave attractor is well predicted, there is
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no full understanding why the intricate fine structure of the theoretical stream func-
tion field, particular in the attractor’s vicinity, is not visible experimentally. One rea-
son may be that we forget to ‘translate’ the predicted stream function field, when we
try to compare this with observed dye displacements. But, surely the adopted theo-
retical model is also too simple, lacking a proper description of the way in which the
waves are forced and how this is accomplished by means of oscillation of the table.

For these reasons, chapter 4 addresses the following issues:

• analysis of the detailed structure of the attractor and its evolution in the labo-
ratory experiment;

• the forcing mechanism and the waves that these generate;

• the boundary condition and the generalization of the solution procedure to
propagating waves;

• the calculated displacements associated to propagating waves and their com-
parison to those observed.

1.5 Overview

For the convenience of the reader, table 1.1 provides an overview of the topics ad-
dressed in the chapters that follow, and that have been introduced in this chapter.

chapter 2 chapter 3 chapter 4

Area Greenland Biscay Laboratory

Topic Continental Internal tide Internal wave
shelf waves (+ residual currents) focusing

Forcing Topographic resonance Barotropic flow Parametric
at tidal period over topography excitation

Scale 1000 km 100 km 100 cm

Table 1.1: Overview of chapters of this thesis.
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Chapter 2

Shelf Waves with Diurnal Tidal
Frequency at the Greenland
Shelf Edge 1

Tidal analysis was carried out on current measurements at a “cross-shelf” transect off Greenland at
71◦N . The diurnal tides manifest themselves mainly as a barotropic continental shelf wave, travelling
southward along the shelf slope. This follows from the amplitude distribution of the diurnal tidal com-
ponents and from the rotation sense of the tidal ellipses at different cross-slope locations, as calculated
with simple two-dimensional models. The well organized cross-slope pattern of the velocity amplitudes
is absent in observations further north near 75◦N . These observations suggest that the local vanish-
ing of the group velocity, which is caused by topography, is of importance for the existence and local
amplification of these continental shelf waves with diurnal tidal frequency.

2.1 Introduction

Since their discovery (Hamon 1962; 1963) continental shelf waves (CSWs) have be-
come a well-known manifestation of topographic Rossby or topographic planetary
waves. They have a period typically on the order of 1 week; see for example LeBlond
and Mysak (1978, §25) and Mysak (1980). Cartwright was the first to discover CSWs
with tidal frequency near the Hebrides (Cartwright 1969; Cartwright et al. 1980),
while the dominating diurnal motion in this region had already been reported in
1665 by Moray. Numerous other observations of CSWs with tidal frequency have
been reported since: over Rockall Bank (Huthnance 1974), near Bear Island, Norwe-
gian Sea/Barents Sea (Huthnance 1981a), west of Vancouver Island (Crawford and
Thomson 1982; 1984), near New Zealand (Heath 1983), near Yermak Plateau in the

1This chapter is previously published as Lam (1999)

45
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Arctic Ocean (Hunkins 1986; Padman et al. 1992) and in the Weddell Sea (Middleton
et al. 1987).

Continental shelf waves with diurnal (tidal) frequency are thus a common fea-
ture at high latitudes. The trapped nature of these sub-inertial vorticity waves dis-
tinguishes them from freely propagating superinertial gravity waves, such as the
semidiurnal tides, and they are therefore more sensitive to off-shore (i.e. shelf break)
depth differences. This can lead to problems in implementing the boundary condi-
tions at the coast in numerical models for diurnal tidal constituents (see for example
Gjevik and Straume (1989), comparing their tables 2 and 7 forM2 andK1 amplitudes
respectively). It was also stated in Cartwright et al. (1980) that, because of insuffi-
cient resolution of incorporated bathymetry, measured tidal elevations at the coast
cannot be used as boundary conditions for numerical models of diurnal tides. Un-
derstanding the dynamics (and generation) of CSWs with tidal frequency is therefore
of importance for global tide modelling, and its applications, e.g. in satellite altime-
try (Cartwright 1991; Andersen et al. 1995). Moreover, continental shelf waves are
characterized by relatively large cross-shelfbreak currents, leading also to vertical
transport of water particles, which are important for the exchange of water masses
between coastal and deep-sea regions, the eventual generation of internal waves and
for biological processes. Thus far, however, little is known about the origin of the
spatial distribution of shelf waves in these high latitude regions. However, Kowalik
and Proshutinsky (1993) recently found with a numerical model a number of high
energy regions for diurnal currents in the Nordic Seas, while Maslowski (1996) found
periodic motion with relatively high frequency (17.3 h) locally in the Greenland Sea
at 75◦N employing an OGCM (Ocean General Circulation Model) driven only by
constant monthly-mean January wind stress.

The present paper reports observational evidence for the local amplification of
diurnal (tidal) currents indicating the existence of a CSW travelling along the Green-
land shelf edge in the northern Iceland Sea, at 71◦N . Together with the results of
the abovementioned numerical study of Kowalik and Proshutinsky (1993), the ap-
parent non-existence of CSWs in the observations further north in the Greenland
Sea (at 75◦N ) does raise questions about the generation of CSWs in relation to local
topography.

After a brief description of the available data and a presentation of the most strik-
ing results in sections 2.2 and 2.3, some simple two-dimensional models, using flat
shelf and deep-sea regions, are discussed in section 2.4, and the chapter ends with a
discussion and conclusions in sections 2.5 and 2.6.

2.2 Description of data

In September 1988 and 1989 two joint Danish–Icelandic cruises took off for an exten-
sive hydrographic program (Kristmannsson et al. 1991) and to deploy and recover
8 moorings with 26 self recording current meters: 3 moorings were located in the
Denmark Strait and 5 at 71◦N over the continental shelf break between Greenland
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Figure 2.1: Greenland-Iceland-Norwegian (GIN) Seas with 1000 m and 3000 m isobaths (from
ETOPO-5 database, NOAA (1988)). The following moorings are indicated: moorings at 71◦N
transect 1988-1989 (•), moorings near 75◦N 1987-1988 (N), 1988-1989 (�) and 1989-1990 (�)

and the isle Jan Mayen (figure 2.1); see van Aken et al. (1992) for an overview of
these current measurements, technical details about the moorings and current meter
specifications. Details about the bathymetry and hydrography of this region can be
found in Hopkins (1991).

From June 1987 to Jan.–May 1989 four moorings were situated near the shelf edge
at 75◦00′–75◦30′N , with 11 current meters deployed and replaced by 15 current me-
ters after one year by German researchers from the Alfred Wegener Institute, Bremer-
haven (Sellmann et al. 1992). One of these moorings (4 current meters) was deployed
for another 6 months from May till December 1989. The results of the recorded low
frequency currents and variability of these measured currents are reported in Strass
et al. (1993).
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Figure 2.2: Cross section east of Greenland at 71◦N with moorings numbered 1–5. Current
meters (denoted as squares) are of type NBA, model DNC-2M (�, sample time 30 min) or
Aanderaa, model RCM4, RCM5 or RCM7 (�, sample time 60 minutes). The two deepest
meters of mooring 5 did not operate satisfactory, and are not used. In this sketch approximate
depths are taken from CTD-casts (Kristmannsson et al. 1991).

Both of these programs were part of the Greenland Sea Project (GSP-Group 1990).
We will focus mainly on the data from the transect between Greenland and Jan
Mayen at 71◦N . A cross-section is given in figure 2.2, which shows that moorings
numbered 1–4 are centered on the Greenland shelf slope, while mooring 5 is more
remote and on the slope of a seamount. In section 2.4 the continental slope will be
regarded as a straight two-dimensional extended feature, while the seamount has a
more localized appearance, as can be verified from figure 2.1.

An example of the observed across-slope velocity component is given in fig-
ure 2.3, and their corresponding power spectra in figure 2.4. For this mooring the
largest diurnal currents were recorded and were of the same order, or even domi-
nating the semi-diurnal currents. Diurnal tidal currents appear to be relatively im-
portant near the shelf edge. Their nature is mainly barotropic (and even enhanced
near the bottom), while the semidiurnal currents are more baroclinic, as is clear from
analysis of all current meters (Lam 1992). In the next section we will take a closer
look at the spatial distribution over the shelf slope for tidal amplitudes at specific
tidal frequencies.



2.2. Description of data 49

260 265 270 275 280 285 290 295 300
−40

−20

0

20

40

u 
(c

m
/s

)

80m

260 265 270 275 280 285 290 295 300
−40

−20

0

20

40

u 
(c

m
/s

)

300m

260 265 270 275 280 285 290 295 300
−40

−20

0

20

40

u 
(c

m
/s

)

500m

260 265 270 275 280 285 290 295 300
−40

−20

0

20

40

u 
(c

m
/s

)

750m

time (days 1988)

Figure 2.3: Part of measured time series of raw across-slope velocity component (105◦ True
North positive) of mooring 2.
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Figure 2.4: Power spectra for time series of figure 2.3. Length of all time series taken here
is 142.77 days (6853 points). Window length is 2048 points (1024 h) here, semi-overlapping.
95% confidence limits are indicated in the upper right corner of each figure, together with the
deployment depths of the current meters. Frequency units here are cycles per day (cpd).
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2.3 Analysis of data / results

Amplitudes and phases for each tidal constituent were calculated with harmonic
analysis, described by Dronkers (1964) and Godin (1972), for all current meter time
series. This has been done for the 7 tidal frequencies O1, P1, K1, N2, M2, S2, K2,
while the higher harmonics M4, S4, M6 were included as an indication of nonlin-
earity. The inertial frequency f at 71◦N (1.379 × 10−4 rad/s; period 12.66 h) could
not be separated from N2 with the actual length of the time series (143 days). Errors
(∆u) in the velocity component amplitudes (U ), as estimated with the standard de-
viation (std) of the difference of the composed ‘harmonic’ time series (uha) with the
measured time series (u): ∆u = std(u − uha)/

√
M , with M being half the number

of data points (Godin 1972), were in the range 0.5–1.0 mm/s. Absolute error (∆φ)
in the phase (φ, chosen at Jan. 1 1988, 00:00 UTC) is then the same as the relative er-
ror in relating velocity component amplitude for each tidal constituent/frequency:
∆φ = ∆u/U in radians.

Results of harmonic analysis for K1 and M2 constituents at 71◦N are shown in
figures 2.5 and 2.6. The difference between the spatial distribution of M2 and K1

amplitudes and phases is striking. The semidiurnal M2 constituent shows higher
amplitudes near the surface, and a change in rotation sense for these upper meters.
The diurnal K1 constituent shows only a small change in amplitude and phase in
the vertical direction indicative of dominantly barotropic motion. The currents are
larger near the shelf break, especially the across-slope component, and show a clear
change in rotation at the break: the current vector rotates clockwise on the shelf and
anticlockwise in the ocean. Influence of the Greenland coastline is visible in the en-
hanced along-slope velocity for the western most mooring (no. 1 in figure 2.6). Moor-
ing 5 is more remote from the shelf/slope system and is by contrast more affected by
the nearby seamount.

The spatial distribution of amplitudes for the O1-frequency (not shown) is com-
parable with the pattern forK1, except for the absolute magnitude of the amplitudes,
which is smaller by a factor 2.5. Especially the rotation sense of the O1 velocity vec-
tor shows the same sign-reversal over the shelf–slope region. The same holds for the
P1-frequency, showing again somewhat smaller amplitudes, except at the deepest
meter of mooring 2.

For the shelf edge at 75◦N , one might expect similar behaviour for the diurnal
currents as given in figure 2.6, but this is not the case as the observations from moor-
ings deployed there showed (see figure 2.7). Apart from some coastal influence for
the shallowest mooring (mostly along-slope currents of comparable magnitude as
mooring 1 of figure 2.6), currents for K1 now are about 4–10 times weaker than at
71◦N , and do not show any amplification of the across-slope currents over the shelf-
break. In section 2.4, we will try to find an explanation of the overall current pattern
given in figure 2.6, while we will address the fact that, at the same time, this be-
haviour is not observed further north in section 2.5.
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Figure 2.5: Tidal harmonic ellipses for M2 frequency at Jan Mayen transect. Centres of the
ellipses are equidistant and correspond more or less to the positions of the current meters in
the xz–plane as in figure 2.2. Horizontal and vertical sizes of the ellipses correspond with
across-slope (u) and along-slope (v) velocity amplitudes, respectively. These amplitudes can
be compared with the reference circle in the lower left corner, which has a radius of 1 cm/s. For
each ellipse the combined phase (at time 00:00 UTC, Jan 01 1988) of both velocity components
is given with the line from the centre of the ellipse. Rotation sense is from this line towards
the smaller tick mark. It thus follows here that all upper current meters (depth 80m) show
a clockwise rotation sense, while all deeper meters recorded anticlockwise water motion for
this (M2) frequency.
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Figure 2.6: Tidal harmonic ellipses for K1 frequency at Jan Mayen transect. Same conven-
tions hold for definitions of ellipses as given in figure 2.5. For this diurnal frequency there is
no change with depth in rotation sense, and most (barotropic) motion is in-phase vertically.
Moorings 1 and 2 (on shelf and near shelf break) show clockwise rotation sense, while for
moorings 3 and 4 in deeper water this is anticlockwise. Mooring 5, which is more remote
and near the seamount, recorded clockwise motion again. Amplitudes are relatively large,
as can be seen by comparison with figure 2.5. Especially current meters near the shelf break
(mooring 2) show large across-slope currents, somewhat enhanced closer to the seafloor.
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Figure 2.7: Tidal harmonic ellipses for K1 frequency of moorings near 75◦N . Same scale and
definitions for the ellipses are used as figures 2.5 and 2.6. In this example the measurements of
1988/1989 are used, depicted by open squares (�) in figure 2.1. Bottom depths of the mooring-
sites are given at the bottom of the panel. Mooring numbers are given on top of the panel and
correspond with the notation used in the data report (Sellmann et al. 1992).

2.4 Modelling

2.4.1 Equations

To explain the observed (mainly barotropic) behaviour of diurnal motion at 71◦N ,
the linearized shallow water equations for a homogeneous fluid, together with the
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continuity equation will be used:

∂u

∂t
− fv = −g ∂η

∂x
(2.1)

∂v

∂t
+ fu = −g ∂η

∂y
(2.2)

∂η

∂t
+
∂(hu)

∂x
+
∂(hv)

∂y
= 0 (2.3)

Here u and v are velocity components in x and y directions, respectively; t denotes
time, g the acceleration due to gravity and η the surface elevation. We assume depth
differences to exist just in the cross-slope x–direction: h = h(x), which seems reason-
able for the Greenland shelf edge (see figure 2.1), with y rotated 15◦ clockwise from
the North direction near 71◦N .

Local vertical velocities in (2.3) (first term) can be neglected when the divergence
parameter ε, defined as

ε ≡ Λ2 f
2

gh0
(2.4)

is small. Here Λ is a length scale for the width of the shelf slope, typically 50 km. The
square of this length scale is apparently much smaller than the squared barotropic
Rossby radius of deformation (gh0/f

2): when a typical overall depth scale h0 at
the slope is taken to be 1 km, and a Coriolis parameter f = O(10−4)s−1, we find
ε = O(10−3). Therefore a rigid-lid approximation (neglecting the first term in (2.3))
seems to be justified, and we can define a non-divergent transport stream function
Ψ:

hu = −∂Ψ

∂y
, hv =

∂Ψ

∂x
. (2.5)

By assuming plane waves travelling in the y-direction, according to:

Ψ = ψ(x)ei(ky−ωt) (2.6)

with frequency ω and along-slope wave number k = 2π/λ (with wavelength λ), we
get the following equation for ψ by eliminating η in (2.1) and (2.2):

(
1

h
ψ′
)′
−
[
k2

h
+
fk

ω

h′

h2

]
ψ = 0 (2.7)

(primes denote x-derivatives).
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2.4.2 Previous models with simplified 2D topography

Several different topographical shapes h(x) have been chosen in trying to solve (2.7)
explicitly. The first of these models is from Robinson (1964), with which he tries
to explain the low frequency (ω2 � f2) motion reported by Hamon (1962). His
topography had a linearly sloping shelf and an abrupt depth change at the place
were the depth drops to a constant deep ocean value. Here the name “continental
shelf wave” was introduced, and this type of topography was extended later on by
Mysak (1967) to model baroclinic waves in a two layer model, and to add a mean
(along-slope) deep-sea current as well.

Continental shelf waves owe their existence to the influence of the Earth’s rota-
tion coupled to the presence of a depth difference between shelf and ocean, and not
to the width of the shelf itself (i.e. to the presence of a topographic potential vor-
ticity gradient). This is more clear from inspection of the step topography studied
by Longuet-Higgins (1968a) for all subinertial frequencies (|ω/f | < 1), including the
more general divergent case. In that paper there is a jump in depth between shelf and
ocean, which themselves are of infinite width. Solutions of (2.7), supposed to van-
ish infinitely far from the step, are two piecewise exponential functions, matched
at the step by continuity of surface elevation and mass transport. These solutions
were named “double Kelvin waves”(Longuet-Higgins 1968a), and basic properties
will be discussed in the next subsection and compared qualitatively with the obser-
vations. As long as we restrict ourselves to two-dimensional models, there are two
reasons to expect the step topography model to fail in giving a complete description
of the waves. The first one is the absence of a coastline, which influences the fluid
motion on a narrow shelf. The second reason is the lack of a proper length scale Λ
for the width of the shelf slope, and therefore the along-slope wavelength can not be
estimated.2

Larsen (1969) eliminated the first problem by simply introducing a vertical wall
as a coast, with no normal flow at this boundary as condition instead of vanishing
velocity infinitely far away. This, however, does not solve the second disadvantage
of the step model, because the length scale introduced by this wall (the width of the
shelf L) is not the same as the length-scale we were looking for: the width of the
shelf slope, which for a step can be regarded as equal to zero.

Saint-Guily (1976) on the other hand did solve (2.7) analytically (and also for
the more general divergent case) for a single two-parameter family of continuous
depth profiles h(x). The defining parameters were slope width and the (normalized)
depth difference of shelf and deep-sea. Dependency on the width of the slope is
clear now, but the shape of the (parameterized) depth profile is fixed, and a coastline
can not easily be implemented, so in this case we are still left with an infinitely wide
shelf (and ocean). Buchwald and Adams (1968) also used two-parameter families of
piecewise topography (with essentially the same parameters). In their topography
the slope had exponential behaviour (of width Λ), with flat shelf and ocean on either

2In the divergent case (Longuet-Higgins 1968a) the Rossby radius of deformation is the only length
scale available, which gives rise to very long wavelengths.
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side. They solved two cases: one for zero shelf width L, and the other one for infinite
shelf width (leading to the solution of Longuet-Higgins (1968a) for the limit of zero
slope width as well).

In order to maintain both length scales for shelf and slope we have extended the
model of Buchwald and Adams (1968) to an exponentially shaped slope between a fi-
nite shelf and infinite ocean, both of constant depths. In all three domains (flat shelf,
exponential slope and flat ocean) simple piecewise analytical solutions of (2.7) are
matched again by continuity of surface elevation and mass transport, and with van-
ishing stream function assumed in the far ocean and no normal flow at the coast as
boundary conditions. In this way dispersion relations for the continental shelf waves
can be found. They will be presented in subsection 2.4.5, together with correspond-
ing velocity profiles, to get a more quantitative comparison with the observations
east of Greenland near 71◦N and 75◦N .

A more numerical approach is of course also possible (Longuet-Higgins 1968b;
Huthnance 1975), but we prefer (piecewise) analytical models here to study the pa-
rameter’s dependency. All topography discussed here is essentially two-dimensional,
which of course is a rigorous simplification of real depth distributions in the ocean.
Moreover, no stratification is included, because the observations suggest the diurnal
tide to be predominantly barotropic.

2.4.3 Step topography

The simplest topography to model the shelf-ocean system is a step topography:

h(x) =

{
h1 x < 0
h2 x > 0 ,

(2.8)

where h1 is the water depth on the shelf, h2 is the ocean depth (h2 > h1), and infinite
width of shelf and deep-sea is assumed (−∞ < x < ∞). Now depth is piecewise
constant, and a “trapped” general solution of (2.7), bounded for |x| → ∞, simply
looks like:

ψ(x) =

{
A1e

kx x < 0
A2e

−kx x > 0 ,
(2.9)

where we define the along-slope wave number k to be positive.
With this solution the continuity of across-slope mass transport (uh ∼ ikψ) is

guaranteed for A1 = A2. A second matching condition comes from assuming con-
tinuity of surface elevation η at x = 0. Integrating (2.2), multiplied with h, over the
step, and assuming η to have the same form as in (2.6), so ∂η/∂y = ikη, gives:

[
1

h

dψ

dx

]ε

−ε
= −ψ(0)

fk

ω

[
1

h

]ε

−ε
, (2.10)

where ±ε is a small distance left and right of the step, and the square brackets de-
fine that the difference (at x = ±ε) should be taken for the quantities inside these
brackets.
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From (2.9) with A1 = A2 the limit ε ↓ 0 yields the dispersion relation (Longuet-
Higgins 1968a):

ω

f
= −h2 − h1

h2 + h1
. (2.11)

In other words, there is just one specific frequency for such a double Kelvin wave. As
defined in (2.6), this wave will travel along the negative y-axis, because ω < 0 in the
northern hemisphere (f > 0). For the Greenland shelf edge this means southward
phase propagation. For any non-zero depth difference (h2 > h1) the magnitude of
the frequency ω of this wave will be smaller than the inertial frequency (|ω/f | <
1). This confirms the “sub-inertial” nature of motion related to topographic Rossby
waves.

Equation (2.11) for the step topography holds for every wave number k, so the
group velocity cg = dω/dk is always zero: no energy can be transported. This is
due to the lack of a proper length scale. By introducing a coastal wall at x = −L we
do get a dependency of frequency on wave number ω(k). Larsen (1969) found the
dispersion relation for this situation:

ω

f
= − h2 − h1

h1 + h2 coth(kL)
. (2.12)

Now the available length scale is the shelf width L. Dropping the rigid-lid approxi-
mation, which was done by Longuet-Higgins (1968a) and Larsen (1969) without and
with coast respectively, gives the Rossby radius of deformation (

√
gh0/f ) as (extra)

length scale. In this case it is no longer possible to give the dispersion relation in
analytic form, but only in terms of a transcendental relation. However, it turns out
(Longuet-Higgins 1968a) that the qualitative dispersive behaviour of the waves is
similar as in (2.12), with shelf width L replaced by Rossby radius

√
gh0/f . This qual-

itative behaviour means that in both cases we get ω → 0 for k → 0, and the limit
for ω/f as in (2.11) for large wave numbers. The group velocity then always has the
same sign as the phase velocity for long waves, tending to zero for “short” waves, i.e.
short in relation to shelf width L and Rossby radius.

When we consider the Greenland shelf-ocean transition at 71◦N , we find ap-
proximately: h1 = 400m and h2 = 1600m (figure 2.2). Then the scaled frequency
according to (2.11) gives |ω/f | = 0.6, which is close to the diurnal frequency band;
ω(K1)/f(71◦N) = 0.53. Moreover, when we take a closer look at the polarization of
the velocity vector with (2.9), (2.6) and (2.5), we observe that the polarization changes
over the step (figure 2.8) are in qualitative agreement with the observations in fig-
ure 2.6 for moorings 1–4. Also the horizontal amplification of velocity, measured by
moorings 2 and 3, is confirmed this way. The discontinuous change in phase over
the step, related to the along-slope shear along the (discontinuous) step, can also
be seen in the observations, and this phase information over the slope will be used
in the next subsection. It is amazing how much of the qualitative behaviour of the
observed CSW can already be explained by a simple step topography.
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2.4.4 Estimation of wavelength

As is pointed out in the previous subsection, it is not possible to model the wave-
length of the CSW above the step with the present assumptions of a rigid lid, zero
slope width and no coast, because the dispersion relation (2.11) holds for every
along-slope wave number k. With the plane wave assumption (2.6) however (and
the change in rotation sense across the step/break, figure 2.8), it is possible to esti-
mate the wavelength using the horizontal phase differences of the tidal constituents.
Use is then made of the small angle that the wavecrests make with the latitude at

which the moorings are deployed, assuming the wavecrests to be oriented in cross-
isobath direction (figure 2.9). We assume that the isobaths are oriented 15◦ True
North (figure 2.1). From the phase differences for the diurnal frequencies K1 (fig-
ure 2.10) and O1 (not shown), we then find an estimated wavelength λ of 88 ± 13
and 58 ± 24 km respectively. This estimated wavelength is critically dependent on
the chosen angle between wavecrests and transect: λ ∼ sinα, where we have chosen
α = 15◦.

u

v

−h

Ψ

x=0 x  →

Figure 2.8: Polarization of currents for double Kelvin wave at phase ky − ωt = 0, derived
from (2.9), (2.6) and (2.5). Phase propagation of the wave is towards the reader. Notation for
the velocities in the uv–plane is the same as in figure 2.5 and figure 2.6: the motion is circular;
clockwise on the shelf and anticlockwise in the deep ocean.
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Figure 2.9: Plan view of a plane CSW approaching the moorings located at 71◦N . The angle
that the phase lines and crests make with the latitudes should account for the leading phases
observed further away from the shelf break, taking into account rotation sense and shear in
along-slope velocity sketched in figure 2.8. This angle is about 15◦ for the moorings deployed
near 71◦N , but is sketched here in an exaggerated way to show the effect more clearly. Direc-
tion of phase propagation in the along-slope y-direction (denoted as “break”) is depicted as
“c”.
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Figure 2.10: Phase differences for K1 for top meters of moorings deployed at 71◦N . Phase
difference defined as difference between phase of velocity vector (u, v) in xy–plane at Jan. 1,
1988 from figure 2.6 and the phase of maximum stream function, as sketched in figure 2.8.
Distance of moorings is projected on the along-slope y-axis, and taken zero for mooring 1. A
least squares fit for moorings 1–4 gives a progression of phase of 7.3◦/km for O1 (not shown),
and 5.5◦/km for K1. This corresponds to wavelengths of 58± 24 and 88± 13 km respectively
(and phase speeds of 0.53 and 0.76 m/s in southward direction). Mooring 5 is not taken into
account because it is too far away from the slope, and apparently influenced by the nearby
seamount (figures 2.1 and 2.2).
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2.4.5 Exponential slopes

In order to obtain better insight in the motion on the shelf slope (of non-zero width Λ)
and dispersion characteristics we introduce an exponential depth profile in between
a flat shelf and ocean (figure 2.11):

h(x) =





h1 −L < x < 0
h1e

2bx 0 < x < Λ
h2 (≡ h1e

2bΛ) Λ < x <∞ .
(2.13)

This depth profile is based on the study by Buchwald and Adams (1968), who treated
the two casesL = 0 andL→∞, the solutions of which they called “shelf waves” and
“interior shelf waves” respectively. Requiring no normal flow at the coast (x = −L)
and vanishing motion in the far deep ocean gives as boundary conditions:

ψ(−L) = 0
ψ → 0 for x→∞ ,

(2.14)
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Figure 2.11: Fit of realistic topography and modelled exponential slope (2.13). Here the fol-
lowing parameters are used: bΛ = 0.875, Λ = 40 km, L = 60 km, h1 = 300 m, h2 = 1625 m.
Distance x is in the across-slope direction (105◦ True North), and the intersection at x = 0
with 71◦N here is at 20◦W . Dashed line is ETOPO-5 data (with a resolution of 5 minutes,
which is 5.6 km in East–West direction at 71◦N ; depths are interpolated from two neighbour-
ing points lying northward and southward from each point on the rotated x–axis). Dotted
vertical lines are positions of first 4 moorings projected on this cross-section. Circles denote
depths as measured at CTD–stations, also projected on this cross-section.
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which give the following general solution of (2.7):

ψ(x) =





B1 sinh(k(x+ L)) −L < x < 0
ebx(B2 sin(mx) +B3 cos(mx)) 0 < x < Λ
B4e

−k(x−Λ) Λ < x <∞ .
(2.15)

Again at x = 0 and x = Λ we will assume continuity in across-slope mass transport
(uh ∼ ψ) and surface elevation. Because the depth according to (2.13) is continuous
now, the latter with (2.10) simply implies continuity of ψ′ at x = 0 and x = Λ. These
four conditions give the relations (given in appendix A) between the constants B1 to
B4, and a transcendental relation which determines m:

tan(Λm) = F (m) , (2.16)

with:

F (m) =
mk(sinh(kL) + cosh(kL))

(b2 + kb+m2) sinh(kL)− (kb+ k2) cosh(kL)
. (2.17)

See appendix A for the derivation of this relation. The intersections of both functions
in (2.16) have to be calculated for given values of k, b,Λ and L. Each intersection
(m0,m1,m2, ..) of F (m) with a branch of tan(Λm) represents a mode of the CSW.

When a value of m is found, the corresponding frequency is given by:

ω

f
=

−2bk

m(k)2 + k2 + b2
, (2.18)

which follows from substitution of (2.15) in (2.7) for 0 < x < Λ.
So for given topographic parameters (b,Λ and L) values for mi have to be found

by (2.16) for each along-slope wave number k, and this defines by (2.18) the fre-
quency ω corresponding to that wave number. A typical and relevant example of
the resulting dispersion relation is given in figure 2.12, for the parameters also given
in figure 2.11 near 71◦N . A typical feature of this dispersion relation is that ω → 0
for k → 0, as well as for k → ∞. It can be shown (Huthnance 1975) that this is
generally true for the divergent case if h′/h is bounded, which was not the case for
the step profile in section 2.4.3. This means that there has to be some extremum of
|ω/f |, which is theoretically bounded by the value found in equation (2.11). 3 For
diurnal tidal frequencies only the zeroth mode is of importance; at 71◦N we find:
|ω(K1)/f | = 0.53, higher mode frequencies being too small. For small wave num-
bers k (to the left of the extremum of ω in figure 2.12) group velocity will have the

3Note that in the rigid lid approximation Buchwald and Adams (1968) found this limiting value for
k → 0 for the case L→∞. Then |ω/f | → tanh(Λb) = (h2−h1)/(h2 +h1). So the qualitative difference
in behaviour for small k with Saint-Guily (1976), who found ω(k = 0) = 0 in agreement with the earlier
mentioned theorem of Huthnance (1975), is explained by the rigid lid approximation, which is not valid
for small k. See also Djurfeldt (1984) for a clear example of the different behaviour for wide shelves with
and without rigid lid approximation.
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Figure 2.12: Dispersion relations for first three modes of CSWs with exponential topography
(flat shelf and ocean, exponential slope). Along-slope wave number kΛ is non-dimensional,
and therefore corresponding wavelength (λ = 2π/k) has to be multiplied by slope width Λ
(40 km in this case). Frequency ω is scaled by the Coriolis parameter f ; negative values are
interpreted as phase propagation in negative along-slope y–direction. Topographic parame-
ters are the same as in figure 2.11. The full lines are for L = 1.5Λ. For mode 0 upper (lower)
dashed line is for L = Λ (L = 2Λ). Tidal K1 frequency at 71◦N (ω/f = 0.53) is given as a
horizontal dotted line.

same sign as phase velocity, which is southward for the Greenland slope situation,
but for higher wave number the group velocity will be northward. Near the ex-
tremum the group velocity cg equals zero, and energy then cannot be transported
and is thus trapped, indicating a mechanism for resonance.

From the observations the choice between the short or long wavelength solu-
tion for given diurnal frequencies is not made yet using theoretical arguments. With
the dispersion relations of figure 2.12, however, we see that the long wave solution
(kΛ = 0.5 − 1, with Λ = 40km) corresponds with a wavelength of 250 – 500 km,
while on the other hand the short wave node (kΛ . 2) gives a wavelength of about
125 km. Both theoretical possibilities do not agree with the observed “plane wave
based” wavelength of 58± 24 and 88 ± 13 km (subsection 2.4.4), though it is tempt-
ing to conclude that the short wavelength solution is the one observed. This also
agrees with an estimate of the slope of the dispersion curve from the observations:
we found shorter wavelength (58 km) for tidal constituent O1 (period 25.8 h) than
for K1 (period 23.9 h), where we estimated a wavelength of about 88 km. In other
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Figure 2.13: Stream function amplitude ψ(x) (upper panel), as given in (2.15) (together with
(A.1) to (A.3) of appendix A), for scaled along-slope wavelength kΛ = 1.1 and B1 = 0.2.
Topographic parameters are as in figure 2.11. These parameters give, using (2.16): m = 1.26
and frequency ω/f = −0.530. The horizontal axis is across-slope distance x, scaled with slope
width Λ (40 km in this case). Corresponding velocity distributions (arbitrary units) are given
in the lower panel: across-slope velocity amplitude iu(x) and along-slope velocity amplitude
v(x) (dashed), where iu means that u has a 90◦ phase-lag with respect to v and ψ.

words: |ω(K1)| > |ω(O1)|, and k(K1) < k(O1), and the wave number of the wave
then has to be on the right of the minimum of the dispersion curve of figure 2.12,
which is the “short wave branch”.

An example of the stream function distribution ψ for kΛ = 1.1 as given by (2.15)
is depicted in figure 2.13 for the topographic parameters given in the caption of fig-
ure 2.11, and with m = 1.26 and ω/f = −0.530 obtained from the transcendental
relation (2.16) and (2.18). Corresponding distributions for the velocity components
are given in the lower panel of figure 2.13. Note especially the difference with step
topography (figure 2.8) in the along-slope velocity component v, which is continu-
ous in x now, because ψ′ and h are continuous. This might also be clear when we
take a closer look at the polarization (v/iu, the imaginary unit i standing for the 90◦

phase difference) of the current over the slope (see figure 2.14). Observed polariza-
tion at 300 m depth at 71◦N for the K1 tidal frequency (figure 2.6) is compared with
the calculated ratio of amplitudes of both velocity components for the topography
of figure 2.11 and again kΛ = 1.1. We see that the observed (anticlockwise) rotation
sense in the deep ocean (mooring 4) is not circular, as expected, but the ocean is not
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Figure 2.14: Polarization of currents v(x)/iu(x) for topographic parameters as in figure 2.11
and scaled wave number kΛ = 1.1. Dashed line is for a smaller shelf width: L = Λ instead of
L = 1.5Λ. Horizontal distance scaled again with slope width Λ, and negative values for po-
larization denotes clockwise rotation sense of current velocity vector. Polarization of observed
currents at 300 m depth for moorings 1–4 at 71◦N is depicted with circles. Across-slope posi-
tion of moorings follows from projection on section shown in figure 2.11.

flat either. The transition over the slope to rectilinear across-slope polarization, and
to clockwise circular motion near the break is in fair agreement with the observa-
tions, but on the shelf (x ∼ −0.4Λ) the motion is aligned more along-slope than can
be explained by the modelled flat shelf and coastal wall at x = −1.5Λ.

2.5 Discussion

As noted in the introduction, this is not the first time CSWs with tidal frequency
have been reported. Until now fewer than ten locations seem to have been reported
with observational evidence, and one might wonder why its occurrence is appar-
ently so limited, because near most continental shelf edges at high latitudes topog-
raphy might be steep enough for first mode CSWs to exist with a tidal frequency
(with a theoretical upper bound of the (absolute) frequency given by (2.11)). One
reason for this might be that in most cases it is not easy to deploy moorings to obtain
time series long enough at high latitudes, e.g. due to ice cover. This, however, can-
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Figure 2.15: Surface elevation amplitude (in cm) of the diurnal constituentK1, as given by the
numerical model of Kowalik and Proshutinsky (1993). Flags denote shelf wave regions. Note
the flag nearby the coast of Greenland and just north of the moorings at 71◦N . Picture from
Kowalik and Proshutinsky (1993).

not be the only reason, as for example the observations at the shelf slope near 75◦N
(figure 2.7) showed: there was no clear amplification of diurnal currents there. The
localized nature of the enhancement of diurnal tides by continental shelf waves was
also found numerically by Kowalik and Proshutinsky (1993), see figure 2.15. So we
have to look for better arguments in explaining the local occurrence of this diurnal
current enhancement.
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One simple argument might be that the spatial sampling with the moorings near
75◦N is worse than that at 71◦N . This seems not to be the case: resolution on the
slope might even be better there.

A second possible difference of importance between the two described locations
might be the different distance of the shelf break to the coast, or in our model, the
(flat) shelf width (L). Thomson and Crawford (1982) presented a model for tidal
generation, based on the paper by Gill and Schumann (1974) discussing CSWs gen-
erated by wind. In these papers the coastline is of crucial importance for the trans-
fer of momentum from the generating mechanism (bottom stress by the tides and
surface stress by the wind) towards the CSWs via blocked Ekman transport lead-
ing to (barotropic) pressure gradients able to initiate the CSWs by input of vorticity.
Gill (1982, p.412) states this in more general terms as: “The essential property of
the ocean that permits continental shelf waves to exist is the variation in depth. A
coastal boundary is not necessary. However, a coastal boundary is important for the
generation of shelf waves by the wind (Gill and Schumann 1974).” For CSWs with
diurnal tidal frequency, as treated by Thomson and Crawford (1982), wind should be
replaced by “background” barotropic tides. We estimate L = 60 km and L = 220 km
respectively for across-slope transects near 71◦N and 75◦N , so it is tempting to con-
clude that shelf waves are more difficult to generate near 75◦N , because the coast is
more remote.

Unfortunately, in the only explicit example of topography in Thomson and Craw-
ford (1982) no discrimination is made between shelf and slope width. In this example
they use the original Buchwald and Adams (1968) topography (L = 0) of exponen-
tial slope without shelf (or, in other words: a more gradual transition from shelf to
slope). Secondly, only the coastal along-slope velocity component of the generated
shelf wave is tabulated for this calculation, while the across-slope velocities on the
slope are more characteristic for CSWs. Anyway, they find at the coast an energeti-
cally rather low response (a few percent at most) of CSWs for the prescribed lowest
order velocity field, which is a large scale barotropic deep-sea Kelvin wave. They
assumed, however, that the water motion of this Kelvin wave is oriented completely
along-slope, which does not present a proper solution for the lowest order equation:
Munk et al. (1970) and Miles (1972), for example, showed that the across-slope com-
ponent of the currents of a large scale deep-sea Kelvin wave near a coastal region
of nonuniform depth typically even exceeds the along-slope current component on
the shallower shelf, while at the same time the phase speed of the Kelvin wave is de-
creased (a few percent typically) by the presence of the shelf region. This across-slope
component of the currents of the large scale (“background”) Kelvin wave might sup-
ply a significant and more direct contribution to the indirect (“blocked Ekman trans-
port”) generation of the CSWs, and should be investigated more thoroughly.

The third and last striking difference between the two locations is the magnitude
of the extremum of the dispersion relation ω(k) (figure 2.12) in relation with the di-
urnal tidal frequency, both scaled by the Coriolis parameter f . This difference can be
seen in a somewhat wider context in figure 2.16, where these minima have been cal-
culated for the Greenland shelf and slope from estimates of topographic parameters
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Figure 2.16: Minimum frequencies (ωmin) of dispersion relations, depicted by asterisks (*), for
depth profiles fitted to exponential profiles at every 0.5◦ at latitudes between 70◦N and 79◦N .
Depth profiles are taken perpendicular to the 1000m isobath locally; values interpolated from
the ETOPO 5 minute grid (NOAA 1988). For each exponential fit of this profile (figure 2.11)
the zero mode dispersion relation is calculated, and the minimum frequency (ωmin), scaled
with f , is thus obtained at each latitude. The scaled diurnal K1/f frequency is given by the
dashed line. The dotted line with plus marked symbols (+) gives the theoretical lowerbound
of the scaled frequency, given by (2.11), for each estimated shelf depth (h1) and ocean depth
(h2).

h1, h2, Λ and L at every half degree in latitude between 70◦N and 79◦N . As an ex-
ample: for an exponential slope, according to (2.13) and fitted to depths near 75◦N ,
we found the following parameters: h1 = 200 m, h2 = 3400 m (leading to bΛ = 1.42)
and length scales Λ = 70 km (slope width) and L = 3.1Λ = 217 km (shelf width).
This parameter fit is based on ETOPO–5 data (NOAA 1988), supplying h(x), with
an across-slope x–axis oriented 133◦ True North, and crossing the 1000m isobath at
75◦30′N and 11◦15′W . With these parameters we find an extremum in the disper-
sion relation of |ω/f | ∼ 0.8 at kΛ ∼ 0.6, while the tidal frequency ω(K1)/f ∼ 0.52 is
much lower. In subsection 2.4.5 we found that at 71◦N the diurnal tidal frequency
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(ω(K1)/f ∼ 0.529) is much closer to the calculated extremum (|ω/f | ∼ 0.535 near
kΛ ∼ 0.92, see figure 2.12) in the dispersion relation for the topographic parameters
fitted to the depth profile given in figure 2.11.

The extremum in the dispersion relation ω(k) corresponds to a zero group veloc-
ity, so energy cannot escape the region. A kind of resonance therefore takes place;
a mechanism already recognized by Cartwright (1969). From figure 2.16 it is sug-
gested that this type of resonance does not occur for diurnal frequencies north of
73◦N , mainly because of the relatively deeper Greenland Basin (see figure 2.1), rep-
resented by the parameter h2 in the exponential-slope fit for topography. An inter-
esting consequence to mention here is that there are still two theoretical solutions
for CSWs with diurnal frequency and with non-zero group velocity. The longer wave
solution of these two is transporting energy southward, and will be slowed down
further south by changed topography, and even be blocked at 71◦N , where topog-
raphy is related to zero group velocity for diurnal frequencies. So, besides the local
resonance at 71◦N , there is also the theoretical possibility that the high-energy re-
gion for diurnal motion there is caused by the trapping of less energetic (that is,
for example, within the “noise of the measurements at 75◦N ; figure 2.7) long CSWs
further north which transport energy southward. Similarly, short CSWs, south of
our observation site, will transport energy northward, which again may explain en-
hanced diurnal tides at 71◦N . This would be in agreement with the suggestion of
the observed waves as being of short wavelength type (subsection 2.4.4), and with
the calculations of Kowalik and Proshutinsky (1993) in figure 2.15 where the center
of maximum diurnal tidal energy is just north of our observations at 71◦N .

We would like to stress, however, that the result of figure 2.16 is obtained by using
essentially two-dimensional dynamics, which are fitted separately to local topogra-
phy. This can also be seen from the somewhat scattered pattern of figure 2.16, mainly
caused by the irregular coastline of Greenland (compared with the rather smoothly
varying slope).

Smit (1975) related the appearance of CSWs to second-order turning problems in
general. From his study however, it remains unclear whether the observed enhanced
diurnal currents are a result of resonance by a second-order or a first-order turning
point, as in the earlier described mechanism for energy trapping. In our example
east off Greenland we can not distinguish a local minimum in the absolute values
for the minimum (cut-off) frequencies (ωmin, figure 2.16), because the presumed reso-
nance occurs “in the corner” of the Iceland Sea, near Iceland and Denmark Strait (fig-
ure 2.1). It is for this reason that the parameter dependency on latitude (figure 2.16)
could not be extended southward any further. In the example of CSW enhancement
Smit (1975) himself treated, near St. Kilda (Cartwright 1969), he concluded that to-
pography is not slowly varying, as needed for the WKB–approximation.

Additional three-dimensional insights about the generation of CSWs with diur-
nal tidal frequency have to be obtained by addressing the problem numerically. This
approach is followed by Flather (1988) for the diurnal tides along Vancouver Island,
and by Kowalik (1994) for the CSWs near Yermak Plateau.

The discussed analysis of the observations in this paper, however, did give a clue
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to the understanding to the generation and existence or non-existence of CSWs with
diurnal tidal frequency. One would like to demonstrate the discussed mechanisms
by incorporation of the correct forcing terms in our model equations (2.1) – (2.2), but
we lack the observations of the forcing terms presently.

2.6 Conclusions

This paper presents a tidal analysis of current observations at the East Greenland
shelf and slope. A striking feature of these observations at 71◦N is the relatively
strong diurnal component, comparable with or even dominating the semi-diurnal
currents on the slope of the continental shelf edge. This strong amplification of di-
urnal currents is almost absent further north, near 75◦N . With very simple models
with two-dimensional topography it is shown that most diurnal (e.g. K1) current
characteristics of the shelf–slope region near 71◦N can be explained by a topographic
Rossby- or continental shelf wave (CSW) travelling southward along the Greenland
shelf edge. The same simple models also suggest that the existence of these CSWs
with diurnal tidal frequencies at 71◦N is caused by local resonance. This resonance
frequency can be found with the help of the obtained dispersion relation, which
shows a minimum, and zero group velocity, for the diurnal tidal frequencies. For to-
pography near 75◦N this minimum is related to frequencies higher than the diurnal
tides, and no resonance is therefore to be expected.

The main qualitative characteristics of the observations at 71◦N can be explained
with a simple step-topography (Longuet-Higgins 1968a), while more details on the
slope can be covered in a model with a finite exponential slope in between a flat shelf
and ocean, based on Buchwald and Adams (1968). Their two cases of flat shelves
with zero and infinite width is here generalized to a finite shelf of arbitrary width.
With the plane wave assumption (together with presumed two-dimensionality) the
wavelength of the continental shelf wave near 71◦N has been estimated as 58 ± 24
and 88 ± 13 km for O1 and K1 frequencies, respectively, which turns out to be too
short as compared with the expected wavelength of about 125 km based on the dis-
persion characteristics of the simple model with exponential slope fitted to the local
topography for these frequencies. This is theoretically the shortest possible wave-
length, corresponding with group velocity opposite to phase velocity, leading to
northward energy transport (along the isobaths).

The spatial amplitude distribution of the observed CSW matches the theoretical
expectations (figures 2.13 and 2.14), based on the finite exponential slope, surpris-
ingly well in terms of the rotation sense and ratios of the amplitudes of the along-
and across-slope components of horizontal velocity. Details of near-coastal and on-
shelf motion appear not to be modelled very accurately by assuming a flat shelf and
vertical coastal wall (figures 2.14 and 2.11), but extension of the model seems not
to make much sense in the present study due to the rather poor spatial resolution
of the observations, and will lead to more topographic parameters and unnecessary
complexity.
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Chapter 3

Spatial Structure of Tidal and
Residual Currents as Observed
over the Shelf Break in the Bay
of Biscay 1

Theoretical and laboratory models show that internal-wave energy in continuously stratified fluids
propagates in the vertical plane, at an angle set by the wave, buoyancy and Coriolis frequencies. Re-
peated Acoustic Doppler Current Profiler observations on three transects, crossing the shelf edge, now
directly reveal this beam-wise propagation of internal tides in the Bay of Biscay. This confirms previous
suggestions based on observations sampled more sparsely in space. The present observation is made by
bin-wise harmonic analysis of horizontal currents, leading to the spatial resolution of barotropic and
baroclinic semi-diurnal tidal and (time-averaged) residual flows.

The observed barotropic tide has a cross-slope mass flux that is roughly constant. Its fast along-slope
phase variations can only in part be explained by the spring-neap tidal cycle. The observed baroclinic
tide compares favourably to that produced by a two-dimensional numerical model. The observations
reveal details of the internal tidal beam, including its spatial amplitude distribution, presence of am-
phidromes and direction of phase propagation. The cross-isobath structure of the along-slope barotropic
mean flow shows a localized maximum near the shelf break. Over two transects it agrees in sign and
magnitude with a theoretical tidally rectified flow. The baroclinic, cross-isobath mean flow shows a
strong near-bottom downwelling flow, compensated by an on-shelf-directed flow in the upper part. The
along-shelf mean flow displays subsurface intensification attributed here to frictional modification of a
tidally rectified flow that is bottom-trapped due to stratification.

1This chapter is previously published as Lam, Maas, and Gerkema (2004)
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3.1 Introduction

In the oceanographic literature on internal waves in continuously stratified seas
there has been an emphasis on their vertical modal structure. This approach entails
two problems. Usually only a few modes are taken into account; thus a description
of a narrow beam arising from a localized source (deWitt et al. 1986), with its typical
phase and energy propagation, becomes impossible. A more fundamental problem
occurs when the bottom is sloping, in which case internal wave propagation cannot
be described by vertical modes (despite the fact that at each location a decomposition
is possible). In a beam-like description of internal waves these problems are circum-
vented; it reveals the quite peculiar dispersion characteristics of these waves, which
distinguish them from interfacial and surface waves. Internal waves in a continu-
ously stratified fluid propagate obliquely, under some specific angle with gravity,
defined by wave frequency ω and local buoyancy frequency N(z), and when the
fluid is rotating also by the Coriolis frequency f < N . Phase velocity is perpen-
dicular to group velocity and they have opposing vertical components. The group
velocity is in the direction in which energy propagates, and is parallel to the main
axis of the alternating fluid motion. We expect the internal wave beam to be observ-
able and test its oblique propagation on observations from the Bay of Biscay.

The peculiar dispersion characteristics of internal waves have been demonstrated
lucidly in laboratory experiments (Görtler 1943; Mowbray and Rarity 1967; Dalziel
et al. 1998; Sutherland et al. 1999; Sutherland et al. 2000). A tank in a laboratory
is of course much simpler than the ocean: it is non-rotating, has uniform stratifica-
tion, simple topography and no steady currents. However, we intend to show here,
by again making use of relatively recent technology (i.e. a towed Acoustic Doppler
Current Profiler — ADCP) that, despite these differences, one is able to recognize
the beam-wise propagation of internal waves, alluded to above, also in the ocean:
a ‘tank’ about a million times larger as the one for example shown in Sutherland
et al. (1999, fig.3). Moreover, the measurements will provide us with estimates of the
barotropic and tidally averaged barotropic and baroclinic fields in the vicinity of the
shelf edge, which will be discussed separately.

The region of observation is a part of the Bay of Biscay, well-known for its strong
internal tides. Baines (1982) estimates the northwest European shelf (taken roughly
from Biscay to the Hebrides, west of Scotland) to be one of the highest contribu-
tors to the global internal tidal energy flux. Strong, localized internal tides (inter-
nal waves of tidal frequency) in the Bay of Biscay result from a combination of
favourable stratification, steep topography and strong barotropic tidal currents di-
rected cross-isobath. (Cartwright et al. 1980; Baines 1982; Le Cann 1990). Away from
the shelf edge, on the shelf and in the deep sea, these can give rise to internal solitary
waves with thermocline depressions down to 50 m, especially in late summer (Pin-
gree and Mardell 1985). In Pingree et al. (1986) the internal tidal wave, travelling
away from the shelf break in both directions, was explored with a well designed ob-
servational program at sea. They found that the coastward travelling internal tide,
if corrected for strong barotropic tidal advection, could be well explained by a so-



3.1. Introduction 75

called first mode (linear) description. Therefore a two-layer description is adequate
on the continental shelf for the phase propagation. For the oceanward travelling
internal tide a first mode did not suffice to describe the observed isotherm displace-
ments and higher modes were needed to explain the observed spatial structure. In
fact the third mode is dominant (Pingree and New 1991).

Pingree and New (1989) found evidence for downward propagation of internal
tidal energy into the ocean along characteristics. After a subsequent bottom reflec-
tion (Pingree and New 1991), the beam forms even a second source of internal soli-
tary waves, approximately 140 km away from the shelf edge, where it reaches the
thermocline (New and Pingree 1992; New and Da Silva 2002). Ray and Mitchum
(1997) suggest that the higher mode behaviour of the internal tide in the Bay of Biscay
(and thus its beam-like nature) makes it more susceptible to changes in stratification,
thus preventing the internal tide from being observed coherently at the surface with
altimetry measurements. Therefore, in line with theoretical and laboratory findings
(Maas and Lam 1995; Maas et al. 1997), field observations too require a ray descrip-
tion of internal tides (Leont’yeva et al. 1992; Vlasenko and Morozov 1993). Here, we
present direct field observations in support of this ray or beam-like interpretation of
the deep internal tide, in and near its generation area.

In laboratory experiments (e.g. Mowbray and Rarity (1967)), the forcing is simply
an oscillating body. Near the shelf break the forcing is defined by vertical motion due
to tidal flow over the continental slope. Also, unlike in any laboratory experiment,
there is no ‘camera’ available to get the whole region into scope. Yet, by measuring
with a towed ADCP one can obtain a quasi-synoptic image in a two-dimensional
(vertical) xz-plane of the barotropic and baroclinic structure of tidal and residual
fields in the vicinity of the shelf edge.

In section 3.2 we will discuss ADCP-sampling, the employed observational strat-
egy. Emphasis in this study is on resolving the baroclinic tides and residual flow
along and near the shelf break. Aiming to capture these, we sailed up and down a
cross-slope track as fast as possible, sampling each of the three 13 km long, cross-
slope tracks for some 10 times during two tidal cycles. Fitting a semi-diurnal tide to
the 10 observations that we obtain for each bin in the (approximately two-dimensio-
nal) vertical observational plane allows us to estimate tidal amplitude, phase and
time-average (residual) of each current component, yielding a high spatial resolu-
tion of the barotropic and baroclinic tidal and residual fields.

In section 3.3 the observed tidal data are presented, as well as some related simple
theoretical and numerical models. Barotropic (depth-independent) tidal currents,
section 3.3.1, are discussed. We use the observed barotropic tide and stratification to
evaluate the theoretical, internal-tide forcing term (as adopted in the model), which
tells us how the forcing is distributed spatially. Baroclinic tides, section 3.3.2, com-
puted from this forcing, will be compared with those observed.

In section 3.4 the offset of the estimated periodic motion in each bin is interpreted
as the approximate stationary (residual) motion over the duration of the observation.
Finding a reliable residual current is, however, more difficult than obtaining the tidal
part: we are trying to extract a relatively small (time) mean from a signal that is



76 TIDAL AND RESIDUAL CURRENTS NEAR THE SHELF BREAK IN BISCAY

dominated by the periodic motion, where the latter is itself complicated and subject
to large errorbars. The resulting mean values might therefore be questionable, but,
comparison with theoretical values match surprisingly well, and are within the right
order of magnitude. Finally, in section 3.5 the results are discussed and conclusions
are drawn.

3.2 Sampling strategy

3.2.1 Towed ADCP measurements

Observations with a moving downward looking acoustic Doppler current profiler
(ADCP), towed or ship-mounted, have been reported quite a lot in recent oceano-
graphic literature. Spectacular improvements have been achieved in the quality
of current measurements due to the use of differential global positioning systems
(dGPS), on-line corrections for ship’s motion (bottom tracking) and more available
computer power (memory and storage capacities) in general. Subsequent data anal-
ysis is different from standard treatment of time series (like e.g. that of a moored
current meter): the observations are space-time series. At this stage several different
approaches are available to deal with measurements at different times and positions,
and, more specifically, to split off tidal variability from lower frequency variability.

First, one can adjust the observational strategy to the (possibly dominating) tidal
time and length scales. As a result, ship’s tracks are repeated, so that every verti-
cal bin of each interval of the track (horizontal bin) can be treated as a traditional
mooring. In general, this delivers shorter time series, but with a much higher spa-
tial resolution. An impressive example of this method is given by Geyer and Signell
(1990), who used a number of repeated tracks in an extensive campaign to produce
maps of amplitude and phase for M2, M4, M6 frequencies, as well as residual cur-
rents (eddies) for Vinyard Sound, near Cape Cod. Simpson et al. (1990) used a
repeated track to estimate tidal amplitudes and phases, as well as residual through-
flow in the channel between the outer Hebrides and the westcoast of Scotland (the
Minch). Lwiza et al. (1991) used the same strategy to resolve the spatial structure of
two cross-sections of a front in the North Sea. Two cruises of a repeated track, one
week apart, could be combined to estimate amplitudes and phases for both M2 and
S2 frequencies. In Simpson et al. (1990) a fixed ratio between M2 and S2 amplitudes
was presumed to obtain a spring-neap cycle. In general, the inability to resolve mo-
tion of M2 and S2 frequencies is a problem in the (mostly short) time series of the
mentioned repeated tracks.

Second, the horizontal structure of the tidal velocity field can also be obtained
from arbitrary ship’s tracks (Candela et al. 1992). By appealing to continuity, the
vertical tide was inferred. The vertical structure in the measured (tidal) horizontal
velocity field was, however, not discussed.

The data set described below is obtained by following the first strategy of re-
peated tracks, which allows determination of both the horizontal and vertical struc-
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ture of the tidal and residual fields. The observations show that by repeating tracks
several times within about two tidal cycles, sufficient information is gathered to ob-
tain coherent information on the vertical structure of the tidal (and residual) field.

3.2.2 Sampling strategy in Bay of Biscay

From June 4 to June 8 1993 three transects over the shelf break in the Bay of Biscay
were monitored for about 24 hours each, as part of the Triple B ’93 project (van Aken
2000).

The transects 1, 2 and 3 (approximately in cross-isobath direction) had a length
of about 13 km each, and were about 35 km apart along the shelf break (figure 3.1,
table 3.1). The ship was towing a downward looking narrowband (75 kHz, RD In-
struments) ADCP, measuring the three-dimensional current speed from 10 m below
the water surface to the sea floor in ‘bins’ with thickness of 8 m. When the bottom
is deeper than 800 m, the bottom could not be detected anymore, and correction for
the ship’s speed then had to be based on dGPS information, thereby deteriorating
the measurement of the water velocity. While sailing up and down along transects
1, 2 and 3, the tracks were repeated 10, 14 and 11 times respectively. Deviations
from the track in the along-slope direction were small: well within 250 m most of the
time. Any bin thus has at least 10 measurements of each of the velocity components
in it. For the present purpose —the resolution of internal tidal and tidally rectified
currents— bins are taken 250 m long, and measurements have been averaged within
each bin. These are subsequently used to estimate the amplitude and phase of the
semi-diurnal lunar (M2) tide and the time-averaged (residual) flow in that bin. The
remaining 7 degrees of freedom were used to improve statistical reliability of these
estimates, and together determine the level of the ‘unexplained’ variance in the re-
mainder of the signal.

Size and duration of the experiments were chosen in order to resolve, within the
limits set by available ship time, ship’s speed, etc., the tidal temporal scales near the
shelf break as well as possible. But, we cannot also spatially resolve the large-scale
barotropic tide in the observed quantities. From an observational point of view, it is

transect 1 2 3

latitude 47.4186◦N 47.2356◦N 47.1010◦N
longitude 6.5881◦W 6.1814◦W 5.7106◦W

α (True North) 34.2◦ 32.7◦ 34.7◦

start date 1993 June 4 June 6 June 8
duration (hours) 22.7 27.6 25.7
# repeated tracks 10 14 11

Table 3.1: Positions, orientation, dates and duration of ADCP-transects. Positions correspond
to the most southward visited point, and is defined in all following figures as x = 0.
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Figure 3.1: Bay of Biscay bathymetry (top), with an enlargement of the sampling area (lower
left) and the ADCP-measured bottom depth for the 3 transects (lower right). In the lower
left panel, towed ADCP-transects 1, 2 and 3 are depicted from left to right (straight solid
lines). CTD-stations are marked with +. The bathymetry is from the ETOPO-5, 5-minute
database (large area), and the enlargement with improved 2-minute NOAA database (Smith
and Sandwell 1997). The position of each local origin (most south-western point of each tran-
sect) and the orientation of the x–axis in the lower right panel and all subsequent figures is
given in table 3.1. As a reference in the enlargement, note that two tick labels (30 minutes) in
the north-southward direction corresponds to 30 nautical miles, or approximately 56 km.
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not so easy to split barotropic and baroclinic motion in the measurements for three
reasons. First, bottom friction leads to variations of the barotropic current in the
vertical (Prandle 1982; Maas and van Haren 1987), significant especially in shallow
water; second, ADCP measurements always lack reliable data from the top and bot-
tom layers; finally, tidal advection of geostrophic fronts falsely suggest free internal
tides (van Haren and Maas 1987; Loder et al. 1992). However, for pragmatic rea-
sons we will adopt standard practice and treat the vertical average as the barotropic,
and the remainder as the baroclinic part. Note that all values with a depth deeper
than 85% of the bottom depth have been disregarded in this vertical mean, because
below that depth the acoustic beams of the ADCP are known to be suffering from
interference with bottom reflected sidelobes.

3.2.3 Modelling the barotropic forcing of the baroclinic tide

The barotropic tide thus obtained will be used in the forcing term of an internal tide
generation model, discussed in section 3.3.2, which also needs a topography and
stratification.

Small-scale structures in the topography (like canyons) lead to strong local vari-
ations in the barotropic tide. This leads to local variations in the strength of the
internal-tide generating terms which is perhaps responsible for the surface impres-
sion of radially diverging internal tides, seen on satellite (SAR) pictures (New 1988,
his figure 3). This may also explain strong spatial variations in observations of cur-
rents (Holt and Thorpe 1997). These three-dimensional features can unfortunately
not be captured in the present approach.

An approximate density profile for the region under study, as presented in the
next section, is obtained with the CTD-casts from the simultaneous hydrographic
program; see e.g. van Aken (2000). Along each transect, eight CTD-stations were
located oceanward and across the shelf break, as depicted in figure 3.1. We will
idealize these aspects in the internal tide generation model by neglecting depth vari-
ations along the shelf, and by calculating a forcing term from an ensemble average
stratification and a typical cross-isobath bathymetry.

3.3 Tidal currents: observations and model results

3.3.1 Barotropic tide

An example of the method of estimating barotropic tidal amplitudes from repeated
tracks is given in figure 3.2, where we display the barotropic current velocities (open
circles) as determined and approximated by depth averaging. The currents, u and v,
are in cross-slope (x) and along-slope (y) directions, respectively (see table 3.1). For
each of the transects, the most south-westward point visited was taken as the local
origin of this coordinate frame. The position at x = 10 km on transect 1 shown here
is passed 10 times, and the least-squares fit to M2-periodicity (frequency ω) gives
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Figure 3.2: Example of a fit to the bin-wise observed velocity data in cross-slope (u) and along-
slope (v) direction. In this example, time is measured in hours from the first crossing. The
observations are marked with circles (o) and are fitted by a cosine and an offset (horizontal
lines).

amplitudes of 58 and 31 cm/s for cross-slope and along-slope velocity components
respectively. The velocity components are approximately 90 degrees out of phase,
with v leading u, implying anticyclonic (clockwise, for f > 0) polarized motion, and
the offset supplies an estimate of the residual currents, which we will deal with later
on. We obtain these figures by assuming that at each position the velocity compo-
nents can be written (e.g. for the cross-slope component) as

u = U0 + U2 cos(ωt+ φu) + uε(t). (3.1)

Here φu, U0 and U2 are constants, defining tidal phase, and the residual and tidal
velocity amplitudes respectively. These are determined by a least-squares fit of this
model to the data, which minimizes the error uε(t). Here t = 0 is defined as 00:00
UTC, January 1, 1993.

A spatial overview of the observed features of the barotropic semi-diurnal tides
along the three transects is given in figure 3.3. We find high cross-slope velocities, up
to 80 cm/s, which are about twice as large as the along-slope velocities. The ampli-
tudes are roughly inversely proportional with depth (see the lower panels depicting
mass transports uh and vh), so the cross-isobath flux is approximately constant (to
within 30 %), especially for x > 7 km. Transect 1 was measured near spring tides,
while transect 3, taken approximately 3.5 days later, was closer to neap tides. Be-
cause we could not resolve separate tidal constituents, like M2 and S2, it is hard to
compare these values with values of M2 from harmonic analysis of other observa-
tions of longer duration. Nearby, at a water depth of 310 m, Pérenne (1997) resolved
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Figure 3.3: Observed barotropic velocity and transport. Cross-slope (left) and along-slope
(right) velocity amplitudes (top), phase (middle) and transport (bottom). Transect 1, 2 and 3
are depicted as indicated in the legends in the top frames. The topography used is the same
as shown in figure 3.1.
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several tidal components (M2, N2, S2 and K2) with a bottom-moored ADCP which
together lead to transports of comparable magnitude. Also the ellipticities are com-
parable: the cross-slope amplitudes are roughly twice as large as the along-slope
amplitudes and the circulation is anti-cyclonic or clock-wise.

Phases of the velocity components (middle-left and middle-right panels of fig-
ure 3.3) are fairly constant over cross-slope distance x, but they differ quite a lot in
magnitude: differences of about 50◦ for cross-slope phase (φu) and 70◦ for along-
slope phase (φv) can be seen between subsequent transects. These differences are
much too large to be explained by a monochromatic, barotropic deep-sea Kelvin
wave, with phase speed c =

√
gh ≈ 200 m/s, which, for the semi-diurnal tide, has a

wavelength of about 9000 km. The transects are only about 35 km apart in the along-
slope direction, so this would give an approximate phase difference of about 2.8◦.
If the deep-sea Kelvin wave is somewhat “delayed” by the presence of the shallow
shelf edge, its phase speed (wavelength) will be a little less (shorter), but for the ac-
tual situation differs always less then 10% (Miles 1972). It can be shown (by using the
same method as in Simpson et al. (1990)) that inclusion of the S2 component can ex-
plain additional differences (in the combined or mixed signal) of up to 15–20◦, with
perhaps additional phase differences due to other tidal components. But, this will
not be sufficient to explain the observed large phase difference. More observations
are needed to resolve this aspect.

3.3.2 Internal tide

Forcing

As already mentioned in section 3.2, in the forcing of internal tides three elements
are essential: topography, a (cross-slope) barotropic tidal flow, and stratification. In
estimating the strength of the forcing, we shall assume (as is usual, see e.g. Baines
(1973)) that the cross-slope barotropic tidal flux is constant in space. In reality, the
amplitude of the cross-slope barotropic flux will decrease oceanward on the scale
of the (barotropic) Rossby radius of deformation, as well as coastward on the scale
of the shelf-width (see, e.g., the discussion in Le Cann (1990), Sect. 4.3); however,
since both scales are large compared to the width of the shelf break region, where
the main generation of internal tides takes place, the assumption of a constant flux
can be considered justifiable. This is corroborated by the observations described in
the previous subsection.

The forcing F is thus constructed by prescribing a cross-isobath barotropic tidal
flow U2(t, x) = Q sinωt/h(x); here Q is the amplitude of the barotropic flux, ω the
tidal frequency, h the local depth, and x the cross-slope direction. Continuity re-
quires that the vertical barotropic component be

W = z
Q sinωt

h2

dh

dx
(3.2)

where the boundary condition W = 0 at z = 0 (upper surface, rigid lid) is satisfied.
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Hence the forcing term to be included in the buoyancy equation becomes

F = N2W = zN2Q sinωt

h2

dh

dx
≡ F̂Q sinωt . (3.3)

The spatially depending factor F̂ is depicted in figure 3.5a and depends only on
topography and stratification. The latter requires the spatial distribution of potential
density to be known. The complete forcing term F differs slightly from the forcing
term in Baines (1982), which was included in the momentum equations instead; for
the end results this makes no difference.

Preceding the repeated tracks of every ADCP-transect, 8 CTD-stations were vis-
ited along the same tracks, extending further into the deep sea. Unfortunately, as is
clear from figure 3.1, only a few of the CTD-stations lie on transects sampled with the
towed ADCP afterwards. It is known that a banded structure, or shelf break front,
exists along the 200 m isobath approximately, see e.g. Serpette and Mazé (1989) and
Pingree and New (1995, their figure 10); with the given measurements, this structure
is not adequately resolved. Moreover, the CTD-observations are snapshots of the
density profile in an expectedly energetic internal tide/wave field. For example, in a
nearby observation at a ‘deeper extension’ of transect 2, not shown here, over a water
depth of approximately 1300 m, CTD-yoyoing revealed the presence of isothermal
elevations of the order of 300 m on time scales from 1 hour to the tidal period (van
Aken, personal communication). Ideally, each position should have been sampled
for several tidal periods. Since this was not done, we have to estimate the mean
density field by appropriate averaging.

All in all, the density field ρ(x, z, t) is not known in much detail with the given
measurements, and hence neither is the buoyancy frequency N . To obtain the aver-
age stratification, N(z), the 24 CTD casts were ensemble averaged and subsequently
smoothed in the vertical by applying a running mean over distances of 101 metres
(figure 3.4, left panel). In the model below this is again approximated (smooth line),
retaining the sharp seasonal thermocline and deeper permanent thermocline typi-
cally found in this area (Pingree and New 1991). This figure also displays −zN 2(z)
(dotted line), which represents the vertical dependence of the forcing term, (3.3). It is
seen that, althoughN(z) itself is much larger in the seasonal thermocline, the deeper
regions (especially in and around the permanent pycnocline) can be expected to be
of importance in the generation of internal tides. Furthermore, high variability in the
estimate of N(z) is clearly visible, despite the vertical smoothing used.

For the calculation of the horizontally varying part of the forcing (3.3), we used
the topography observed on a transect traversed in a 1995 cruise. This transect was
identical to transect 2, but extended farther coastward from the break. Figure 3.4
(right panel) displays d/dx(1/h). The buoyancy frequency N is taken as in figure 3.4
(left panel, smooth line), which is regarded as an average stratification. The spatial
part of the internal-tide forcing (multiplied by a factor 109) is shown in figure 3.5a.
The figure clearly shows that there are two main generation areas: one in or close
to the seasonal thermocline, near the shelf break, the other at deeper positions in
the permanent thermocline. Compared to figure 3.4, the seasonal thermocline has
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gained in relative importance thanks to its being present over shallower depths. It
should be mentioned that the estimated body force given here involves some un-
certainties in view of the only partly known density field as well as possible three-
dimensional effects.

Though not as strong as in our observations, a second, deeper generation region
was also found by Sherwin and Taylor (1990) further north in the Rockall Trough,
northwest of Ireland. In figure 3.5a we find a maximum value in the forcing in the
thermocline that is about 2.5 times higher than that in Sherwin and Taylor (1990)
(who present F̂ ρQ/ω in their Fig. 4). This is due to a combination of a larger cross-
shelf mass transport, steeper topography and possibly stronger stratification locally.
In the deep generation area the forcing can be up to 10 times as big. If N were con-
stant, such as one often assumes in (semi-)analytical models (e.g. in Baines (1982)),
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Figure 3.5: See figure C.7 for a full colour version. (a) Spatial structure of forcing term F̂
(m−1s−2) multiplied by 109, as defined by (3.3). (b) same figure, but for internal tidal energy
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only a single, near-bottom generation region exists. Furthermore, due to the smooth
topography, the generation regions are much more blurred in figure 3.5a than in for
example Baines (1982), where (due to the piecewise linear topography) point-sources
occur, giving rise to singularities in the velocity field (Gerkema 2001, App. A).

Linear model results

The observed spatial structure of amplitude and phase (to be presented in the next
subsection) can be compared with the outcome of a linear, hydrostatic internal-tide
generation model (including Coriolis effects), which was previously described and
used in Gerkema (2002). Here along-slope uniformity is assumed (i.e. ∂/∂y = 0); we
can therefore introduce a stream function ψ (expressing the baroclinic current speeds
as u = ψz and w = −ψx), and reduce the linear long-wave equations to

ψzzt − fvz − ρx = 0 (3.4)
vt + fψz = 0 (3.5)

ρt +N2ψx = N2W = F (3.6)

in which f is the Coriolis parameter, v transverse velocity component, and ρ the
potential-density perturbation with respect to its local static value (multiplied by
g/ρ∗, for convenience, where g is the acceleration due to gravity, and ρ∗ the mean
density). F , given by (3.3), represents the forcing due to the barotropic tidal flow
over the topography.

Before we turn to the forced problem, it is useful (in view of the considerations
put forward below) to recapitulate first some known theoretical results concerning
internal-wave propagation, which follow from the unforced version (F = 0) of the
model equations (3.4)–(3.6) if we assume that N is nearly constant. One finds, by
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assuming that all fields can be written as a constant times exp(i(kx+mz − ωt)), the
dispersion relation

ω2 = N2 cot2 θ + f2 , (3.7)

where tan θ ≡ m/k =
√
N2/(ω2 − f2). The dispersion relation depends only on the

direction of the wave vector ~k = (k,m), which implies that the group-velocity vector
~cg must be perpendicular to it: ~k ⊥ ~cg ‖ ~u (the latter follows from the continuity
equation, ∇ · ~u = 0). Hence the wave-energy propagates along lines of equal phase,
being given by dx/dz = tan θ. Furthermore, ~cg , being a gradient in wave number
space, points (by definition) in the direction of increasing ω; in this case f < ω � N ,
which implies that the vertical components of ~k and ~cg must be opposite. Hence,
where phase-propagation is upward, energy propagates downward (and vice versa).
In the next subsection we shall check these results against the observations.

The input values for the topography and stratification are as described in the
previous subsection. Based on figure 3.3, the barotropic cross-slope flux is taken to
be Q = 100 m2/s, corresponding with current speeds of about 2 cm/s in the deep
ocean —being comparable to values found by Pingree and New (1991, their table 1).
Notice that the value of Q is immaterial to the structure of the solution since the
equations are linear.

As discussed in Gerkema (2002), the equations are solved by first transforming
the xz–domain to a rectangular shape, which allows the application of a pseudo-
spectral method in the vertical, involving here 64 Chebyshev polynomials. The
boundary condition is ψ = 0 at bottom and surface. In the horizontal and in time
centered differences are used (steps of 400 m in x, 360 time steps per tidal period). At
the outer ends of the domain sponge layers are used to absorb the incoming waves.
The fluid is initially at rest; after about 40 tidal periods the transients have left the
region of interest, and the signal has become periodic in time.

The tidally averaged energy density 〈E〉, E being here defined as

E =
1

2

(
u2 + v2 + ρ2/N2

)
, (3.8)

is shown in figure 3.5b. Surprisingly perhaps, in its details there is no strong simi-
larity with the forcing term (shown in figure 3.5a); in particular, the main beam em-
anates from the topography (shelf break) rather than from the thermocline, despite
the fact that the actual forcing term is stronger in the latter. This is because the gen-
eration is most efficient on those locations where the barotropic pair of components
(U,W ) is (literally) in line with the baroclinic tidal components (u,w), the direction
of which is fixed by the stratification and Coriolis parameter; see (3.7). This condi-
tion is satisfied precisely at critical locations at the slope, i.e. where the steepness of
the beam equals that of the slope.

On the whole, one can discern three regions in figure 3.5b of internal tide activ-
ity: a clear beam directed downward into the deep ocean, a weaker beam directed
on-shelf, and a relatively high-energy region near the surface at the deep side of the
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Figure 3.6: See figure C.8 for a full colour version. Linear model results of cross-slope baro-
clinic motion. Left panel (a) depicts amplitude distribution (m/s). Right panel (b) shows
phases in degrees.

shelf break (near x = 0). This region starts in the thermocline and does not emanate
as a beam from the shelf break; such a beam is predicted for piecewise linear topog-
raphy (point source, see Baines (1982), New (1988)), but is absent here because of
smooth topography. As the on-shelf propagating beam and the strong near-surface
currents at the deep side of the break emanate from the seasonal thermocline, one
may expect that they will be absent during winter. Further numerical results con-
firm this (Gerkema et al. 2004): during winter only the downward–oceanward beam
is present. In Gerkema et al. (2004) the seasonal differences in the overall energetics
of the internal tide is discussed as well.

The cross-slope baroclinic component u can be written as

u(t, x, z) = A(x, z) sin(ωt+ φ(x, z)) . (3.9)

The spatial structure of amplitude A and phase φ is shown in figure 3.6; (3.9) im-
plies that the lines of equal phase propagate in the direction of decreasing φ. Thus
figure 3.6b divides almost perfectly into two parts, the division lying near x ≈ 6 km:
to its right phases propagate downward (except in the lower right corner), to its left
upward. The latter does not hold in the region near the surface around x = 5 km,
where phases propagate downward. Notice that this region coincides with that of
the beam directed up– and oceanward in figure 3.5b.

A striking feature connected with this is what we may call an ‘amphidromic’
point, which lies near x = 6 km, just below 200m depth. Unlike the common am-
phidromes occurring in barotropic tides, this one appears in the vertical plane; such
an amphidrome was previously found in numerical (deWitt et al. 1986) and ana-
lytical (Gerkema 2001) internal-tide solutions, but not, to our knowledge, in obser-
vations (but see the next subsection). Also remarkable is the diagonal band (blue)
in which the amplitudes are very small. In the next subsection figure 3.6 will be
compared with the observed data.
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Figure 3.7: See figure C.9 for a full colour version. Internal tidal amplitudes (in cm/s), in cross-
slope (left) and along-slope (right) direction at transects 1 (top), 2 (middle) and 3 (bottom).
Dashed lines depicts 85% of the water depth. Measurements below these lines should be
disregarded, as explained in subsection 3.2.2.

Observed internal tide

In subsection 3.3.1 the barotropic tide was assumed to be represented by the vertical
mean of the estimated tidal motion, and so the internal (baroclinic) tide will conse-
quently be assumed to be that part of the tidal motion that deviates from this vertical
mean. The internal-tidal current thus defined is represented in terms of amplitude
and phase distributions as indicated in (3.1).

The observed patterns of tidal amplitudes (u2, v2) and phases (φu, φv) are shown
in figures 3.7 and 3.8. Qualitatively, one can distinguish three regions where strong
currents occur: close to the slope, in the upper left-half, and in the upper right cor-
ner; they are separated by (blue) diagonal bands. This (rough) qualitative picture
corresponds very well with the numerical results in figure 3.6a. Phase propagation
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Figure 3.8: See figure C.10 for a full colour version. Internal tidal phases (in degrees) corre-
sponding to figure 3.7, i.e. deviations from vertical mean. Dashed lines represent 85% of the
water depth, as in figure 3.7.

is generally upward (i.e. in the direction of decreasing φ, see previous subsection)
in the left-half of each figure, and (though less clearly) downward in the outer right
part. Again, this is in qualitative agreement with the numerical result shown in fig-
ure 3.6b. Indeed one can discern the earlier mentioned amphidromes: for transect 1
near x = 4.5 km at 270 m depth; for transect 2 near x = 7 km at 250 m depth; for
transect 3 near x = 6.5 km at 290 m depth.

Overall, one sees distinct diagonal bands of equal phase in figure 3.8, in qualita-
tive agreement with results on internal-wave propagation established previously in
laboratory experiments (e.g. Mowbray and Rarity (1967), Sutherland et al. (2000)),
oceanic observations on internal tides (deWitt et al. 1986; Pingree and New 1989;
Morozov 1995) and theory (LeBlond and Mysak 1978). Exact comparison with linear
internal-wave theory is straightforward. First of all, phase- and energy propagation
should have opposite vertical components (see previous subsection); this means that,
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Figure 3.9: See figure C.11 for a full colour version. Phase differences, φu − φv , as derived
from figure 3.8. Dashed lines represent 85% of the water depth, as in figure 3.7.

both in figure 3.6b and in figure 3.8, energy propagates generally down- and left-
wards in the left-half of each figure, and up- and rightwards in the (outer) right-half;
in other words, energy propagates away from the source (the shelf break), as one
would indeed expect. Equation (3.5) implies that u and v should be out of phase by
90◦ if no along-slope variations were present; this seems indeed to be the case for
all transects, as can be seen in figure 3.9, especially in those regions where the beam
is intense. Finally, we consider the slope of the lines of equal phase. The observed
(inverted) slope (see figures 3.7 and 3.8) is about 5 km/250 m, in agreement with that
obtained from the numerical model (figure 3.6). This slope is for plane waves given
by dx/dz = tan θ, (3.7), which yields the same slope taking N = 2.0 × 10−3, and
f = 1.0× 10−4 and ω = 1.4× 10−4 (all in units: s−1).
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3.4 Residual currents: theory and observations

3.4.1 Possible driving mechanisms of slope currents

The slope current, in the Northern Hemisphere having the shelf at its right when fac-
ing downstream, is a ubiquitous phenomenon along shelf edges. Clockwise mean-
flows are (in the Northern Hemisphere) often found around isolated seamounts too
(Eriksen 1991; Kunze and Toole 1997). The slope current is attributed to a number of
causes, discussed in Pingree and Le Cann (1989, 1990) and Huthnance (1984, 1992).
These include wind, a large-scale, along-shelf poleward density gradient, a shelf-
slope frontal system (of which the slope current is the associated, geostrophic flow),
rectification of continental shelf waves, tidal waves (Zimmerman 1978; Ou 1999), and
internal waves (Thorpe 1999), or to a statistically forced flow (Kazantsev et al. 1998).
Seasonality of current shear (weak in winter, strong in late summer) might reflect
the geostrophic character of the flow, although Pingree and Le Cann (1990) estimate
this geostrophic flow to be small for the present observation site (< 1 cm/s). Persis-
tence of the mean flow and modulation at the spring-neap tidal time-scale, are often,
particularly in shallower water, interpreted as pointing at a tidal origin of the flow
(Butman et al. 1982).

Although tidal rectification may be important near Chapel Bank, where tides are
particularly strong (about 70-80 cm/s, Pingree and Le Cann (1989)), this process is
generally not seen as a significant contributor to the slope current over the shelf
break, owing to the large depths (> 200 m). Huthnance (1992), discussing the ob-
served spring-neap tide modulation of the slope current, advances another argu-
ment, by noting that the phase of this modulation lags that of the tidal fortnightly
modulation, which is taken as signalling a modulation in the amount of friction of
the barotropic tide, rather than as a clear indication of tidal rectification. Tidal recti-
fication is therefore usually considered important in shallower areas, on continental
shelves (with their increased tidal currents), like over Georges Bank (Butman et al.
1982), or the North Sea (Huthnance 1973; Zimmerman 1978; Howarth and Huth-
nance 1984). However, stratification may amplify the vortex stretching mechanism
underlying the rectification process in deeper water too, by inhibiting vertical mo-
tions further away from the bottom, which may lead to a bottom-intensified, recti-
fied flow (Maas and Zimmerman 1989b; Chen and Beardsley 1995). This is one of
the reasons why tidal rectification may become important at and around seamounts,
at several hundred metres depth (Eriksen 1991).

3.4.2 Cross-slope circulation

The along-isobath slope current is often accompanied by cross-isobath currents. Near
the bottom these are downslope at the upper, and upslope at the deeper stretches of
the slope. Several hypotheses have been formulated to explain the cross-slope cir-
culation. It might be a secondary circulation of a rectified current system, whether
of a frictional (Tee 1985; Wright and Loder 1985; Loder and Wright 1985) or strati-
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fied origin (Ou and Maas 1986; Maas and Zimmerman 1989a,b; Chen and Beardsley
1995). It might also result as a secondary circulation of a frontal system (Garrett and
Loder 1981), itself linked to the tide by tidal mixing. Indeed, the strongly nonlinear
character of the external and internal tide, implying the presence of rectified flows
and solitary waves, suggests that mixing may be particularly relevant in these areas
too, which is indeed manifest in the consistent presence of a band of lower temper-
atures around the shelf edge, the “cold ribbon”. This is a band (of width ∼ 50 km)
of relatively (∼ 2◦) cooler surface temperatures along the shelf break of the Bay of
Biscay, seen on numerous satellite infra-red images of the region (Pingree 1979; Pin-
gree 1984, e.g.). Thus, strong tidal mixing will contribute to the shaping of (and be
affected by) the shelf edge density front.

However, to settle which mechanism(s) is (are) responsible for the mean flow,
it might be useful to find other observables that can distinguish between some of
the proposed mechanisms. Contrasting the slope current as driven by a poleward
buoyancy gradient with, for instance, a tidally rectified current, one might employ
a predicted difference in cross-isobath structure of the residual flow to discriminate
between the two. The along-slope, depth-mean flow

v =
gH

2rρ̄

dρ

dy
h(1− h/H), (3.10)

(with H the depth of the adjacent deep sea) is expected to extend over the whole
sloping region (Huthnance 1984). This mean flow takes on its maximum approxi-
mately halfway over the slope (if we assume that on the shelf h � H is satisfied).
The tidally rectified current should be mainly concentrated over the top of the slope
(Zhang et al. 1996):

v = −1

2

fU2H2

ω2h3

dh

dx
. (3.11)

Here ρ̄ and ρ(y) denote the spatially constant and poleward y-varying part of the
density field, f and ω the Coriolis and tidal frequency, U the tidal current speed
on the shelf. Linearized friction is adopted in the former description, taking a ve-
locity scale r = 0.5 cm/s. Note that this friction velocity is often parameterized as
r = CDU , where drag coefficient CD ≈ 2.5 × 10−3. Because cross-slope barotropic
mass transport is nearly constant, an increase in depth leads to a decrease of U . The
related decrease in friction velocity leads to a rapid increase of the slope current
(3.10). Blaas et al. (2000), using a two-dimensional numerical model, identify regions
along the North Western European shelf edge where either one of these processes
dominates, and regions where the slope current is actually a (nonlinear) superpo-
sition of residual currents due to both processes. They note that when the density
gradient were restricted to the upper part of the water column, rather than the whole
column, then the position of maximum flow in (3.10) would shift from halfway the
slope towards the shelf, and weaken (Blaas et al. 2000; Blaas 2002); however, we shall
use (3.10) further on. In the following we will make such a comparison on the basis
of the observed mean flow over the three transects.
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3.4.3 Observed mean flow

The harmonic analysis of the towed ADCP-data offers us, apart from tidal informa-
tion, also a bin-wise estimate along each transect of the “residual” current as e.g. in
Loder et al. (1992). Due to the shortness of our “space-time” series, aliasing may
disturb the individually estimated residual currents. This is a greater source of noise
for the mean flow than for the tidal field because of the relative weakness of the
former. As this may lead to very erratic spatial patterns, we interpret any spatial co-
herence in the residual current patterns as indicative of a well-determined residual
field, although we recognize that the “residual” may, in this case, contain also other
low-frequency contributions, notably of a diurnal origin.

Rather than decomposing the mean flow into a (vertically averaged) barotropic
and a (remaining) baroclinic part, it turns out to be more useful to consider only the
barotropic and total mean flow patterns. Over the length of the transects this will
provide a detailed picture of the spatial structure of the residual current, which will
be compared with the theoretically predicted shape.

3.4.4 Observed barotropic currents

On transects 1 and 3 (figure 3.10) the vertically averaged, along-isobath residual
current has a localized, jet-like structure, with a maximum amplitude of some 10–
15 cm/s. The jet is centred near the shelf edge, over bottom depths of 200–300 m.
Transect 2 has a somewhat similar structure, although the mean flow seems to ex-
tend to deeper water (peaks at x = 3 and 4 km). It may well be that these peaks
result from the passage of what seems like a solitary wave, encountered during one
of the ten traverses. Solitary waves are, after all, not uncommon in this area (Pingree
and Mardell 1985; Pingree et al. 1986; New 1988; Pichon and Mazé 1990).

The mean flow jet is some 8 km wide, and is, over the shallower regions, accom-
panied by vertically averaged on– and off–shelf flows of some 5 cm/s (not shown).
The latter cross-isobath residual flows perhaps suggest an error in the local choice
of cross and along-isobath direction, which may be more influenced by local bathy-
metric features, instead of by the large-scale shape of the shelf edge on which our
present choice was based. The extent to which local canyons and shelf edge crevices
influence the actual barotropic-baroclinic conversion process and the resulting mean
flows, is currently a topic of research (Grimshaw et al. 1985; Holt and Thorpe 1997;
Petruncio et al. 1998).

Figure 3.10 also contains theoretical profiles, determined by (3.11) (solid) and
(3.10) (dotted). Except for transect 2, both the magnitude and the shape of the resid-
ual current seem well described by the barotropic, tidally rectified current of (3.11).
Since the slope stretches out over some 60 km, the slope current due to the joint ef-
fect of baroclinicity and relief (JEBAR, Huthnance (1984)), given by (3.10), should,
over the length of the transect, only increase in magnitude away from the shelf edge
(dotted line in figure 3.10; the calculated maximum of the slope current being almost
50 cm/s).
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Figure 3.10: Observed vertically averaged along-slope currents as a function of cross-slope
distance x. Observed values (for each bin) are given by stars (*). Calculated rectification, as
given by (3.11), is given by smooth lines. Here the observed topography is fitted to a tanh-
shape. Calculated slope current, as given by (3.10) (JEBAR), is represented by dotted lines.
Here the following values have been used: r =0.005 m/s and 1/ρ̄ ∂ρ/∂y = 10−10 m−1, the
latter according to Blaas (2002).
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Figure 3.11: See figure C.12 for a full colour version. Estimated total stationary currents cross-
slope (left) and along-slope (right) in cm/s for transect 1 (top), transect 2 (middle) and tran-
sect 3 (bottom). Dashed lines represent 85% of the water depth, as in figure 3.7. Note that for
these grey scales, both the maximum as well as the undefined numbers are labeled as white
(see the legend).

3.4.5 Observed total currents

The bin-wise observed total residual currents are depicted in figure 3.11. The most
remarkable features are a clear subsurface, along-isobath jet (red regions in right
panels; recalling the comments with regards to the deeper parts of transect 2, made
earlier) and the strong near-bottom, downslope cross-isobath currents (magnitudes
of about 10-15 cm/s), over the shelf break region (blue regions in left panels).

The along-isobath current increases from the bottom upwards, reaching a max-
imum in the subsurface jet. The jet axis is at some 100 m depth and its width is
similar to that of the barotropic part. Similar observations were made in this area by
Pingree and Le Cann (1989), Pérenne (1997) and Pérenne and Pichon (1999). In mod-
els of tidal rectification (Maas and Zimmerman 1989b; Chen and Beardsley 1995;
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Zhang et al. 1996) the along-isobath jet is surface-trapped in near-homogeneous
conditions as the tidally rectified flow is impeded by friction close to the bottom.
In principle this predicts its surface intensification. However, stratification inhibits
the stretching and squeezing of vortex tubes further away from the bottom, limit-
ing the rectification process to the near-bottom region. As a consequence, tidally
rectified along-isobath flow in a stratified sea develops a subsurface maximum, as
observed. Near the shelf break, and further on the shelf, observations with drift-
ing buoys (Lagrangian measurements) support this Eulerian current pattern (Mazé
1987), and show that the rectified flow is not annihilated by the Stokes’ drift. In
the cross-isobath direction, however, New (1988) finds in a numerical model an up-
slope Stokes’ drift which does annihilate the strong near-bottom Eulerian downslope
current, so as to satisfy the requirement (Wunsch 1971) of zero net Lagrangian cross-
isobath, isopycnal displacements.

The down-slope cross-isobath currents become up-slope from about a quarter
of the water-column upwards. Further down the slope some near-bottom up-slope
motion is observed. The cross-isobath currents seem to form part of a strong circula-
tion cell (not very clearly visible along transect 3) that suggest an off-shelf upwelling
area, near x = 4 km, over water-depths of some 500 to 600 m, and a downwelling
higher up on the slope, beyond our most shallow, on-shelf measurement location.
This suggestion is based on predictions from analytical and numerical models con-
cerned with the cross-isobath structure of the cross-isobath, tidally rectified residual
circulation (Maas and Zimmerman 1989b; Chen and Beardsley 1995).

3.5 Summary & Discussion

Elementary theory, supported by the results of earlier laboratory experiments, indi-
cate that, in a continuously stratified fluid, internal waves propagate their energy
obliquely through the fluid in beams, parallel to their phase lines. While this kind of
propagation has previously been observed in the ocean, such observations were tra-
ditionally based on comparing velocity records of some isolated moored instruments
with predictions from a two-dimensional numerical model. Here, we employed an
alternative observational method that directly visualized the oceanic internal tidal
beam emanating from the shelf edge of the Bay of Biscay. Comparison with the nu-
merically predicted internal-tide field shows good correspondence even in the details
of the current fields. Moreover, the observational method concurrently reveals spa-
tial details of the barotropic tide and of the residual flow in the vicinity of the shelf
edge.

The observed barotropic tide had a tendency to conserve its cross-isobath mass
flux (as presupposed in many theoretical studies). While there was correspondence
in the amplitude estimates, the phase of the barotropic tide varied rapidly over the
three cross-isobath transects. To some extent this can be attributed to the fact that our
estimates resolve only one semi-diurnal tide constituent, representingM2. Contribu-
tions from other nearby frequencies, such as S2, N2 which are present in the region,
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result in a larger phase change in the analysed (mixed) signal. But, this is insufficient
to provide a full explanation. While we remain puzzled as to its immediate cause we
speculate that it may reflect the barotropic tidal response to small-scale bathymetric
features like canyons (Codiga et al. 1999).

The observed baroclinic tidal field showed phase lines (and corresponding ampli-
tude lines) slanting downwards into the deep sea, under an angle that corresponds
with that of the numerical model. A nodal point (amphidrome) in the vertical plane
and the complex amplitude distribution find their counterparts in pictures computed
with a linear two-dimensional hydrostatic model. These patterns to a large extent
reflect ‘complexities’ in stratification and bathymetry: the deeper, continuous strat-
ification, corresponding to the permanent thermocline, is capped by a stronger sea-
sonal thermocline, while the bottom sometimes also shows sharp corners or bumps.
This leads to the barotropic forcing term having multiple peaks over the vertical tran-
sect, one peak in the seasonal and one in the permanent thermocline, with further
‘structure’ due to bathymetric features. However, it was also shown that the forc-
ing term, taken in isolation, does not necessarily indicate where the actual forcing is
strongest; also important is the alignment of the barotropic current field with respect
to the direction of internal-tide propagation, a fact that singles out near-critical slope
regions as the dominant ones.

The slanting of phase lines is consistent with energy propagation into the deeper
parts of the Bay of Biscay. While the present observations only reveal its initial gen-
eration and descent, this picture ties in with that sketched on the basis of previ-
ous observations from moorings that reveal the subsequent bottom reflection of this
beam, upward propagation, and reflection from the seasonal thermocline, approxi-
mately 140 km away from the shelf edge (New and Pingree 1992). Gerkema (2001)
shows that this beam can, under certain conditions on the stratification, lead to the
local generation of large amplitude internal waves in this seasonal thermocline, con-
sistent with observations in New and Pingree (1992) and New and Da Silva (2002).
This means that the beam is weakened and becomes less recognizable. One may
speculate that internal tides may also originate from the opposite site, the Iberian
shelf, and then be amplified upon reflection at the slope. Indirect evidence of such a
reflection is described by Gemmrich and van Haren (2001).

The structure of the observed residual current is fairly consistent with that of
a tidally rectified current. It reveals both an along-isobath current having its shal-
low side at its right hand side (facing downstream) and a cross-isobath circulation
dominated by down-slope flow just outside the bottom boundary layer (with a con-
current up-slope flow closer to the surface). Over the deeper parts of the slope this
downslope bottom flow meets with an upslope bottom flow. The confluence leads to
upwelling and may also be responsible for the ‘cold ribbon’ that is often encountered
over the shelf edge.

While sunglint observations (Pingree and New 1995) suggest the shelf to act as
a two-dimensional line source, one should realize that these surface manifestations
reflect the properties of the internal tides only so far as they manifest themselves
near the thermocline; the deeper (abyssal) internal tidal beams may have a differ-
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ent character. Three-dimensionality may be expected because the shelf edge is after
all filled with submarine canyons, some of which may be particularly effective in
internal tide generation. Petruncio et al. (1998) reported detailed measurements of
the internal tide in a specific submarine canyon on the Pacific coast, together with
numerical investigations (Petruncio 1996). Ring-like structures suggest that such
‘point-wise’ generated internal tides also exist in the Bay of Biscay (Pingree et al.
1983; New 1988), and their phase propagation was observed at sea (Holt and Thorpe
1997) and in numerical models (Serpette and Mazé 1989). In our own measurements
this may be evident in ‘anomalous’ waves near a local seamount, along section 3 (at
x = 2 km), which were repeatedly encountered and gave rise to strong local current
variations. It may well be that individual scatterers are also effective locally in con-
verting barotropic to baroclinic tides, and are underestimated in two-dimensional
theory.
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Chapter 4

Internal wave focusing
revisited; a reanalysis and new
theoretical links 1

An experiment which discussed the appearance of an internal wave attractor in a uniformly-stratified,
free-surface fluid (Maas et al. 1997) is revisited. This is done in order to give a more detailed and
more accurate description of the underlying focusing process. Evolution of the attractor can now be
quantified. For the tank with one sloping sidewall, and for the parameter regime (density stratification,
forcing frequency) studied, the inverse exponential growth rate determined at several locations in the
fluid turns out to be 122 seconds always. Only the start and duration of the growth differs: away from
the attractor region it appears later and is of shorter duration. Here, these features are interpreted by
employing a new theoretical basis that incorporates an external forcing via a surface boundary condition
(an infinitesimal barotropic seiche) and that describes the solution in terms of propagating waves.

4.1 Introduction: internal waves in a confined fluid do-
main

Internal waves in a continuously stratified fluid, represented by the stability fre-
quency N(z), have peculiar characteristics. We will only discuss the case of a non-
rotating fluid with constant N , for which the internal wave frequency ω < N (Groen
1948). For monochromatic internal waves energy propagates obliquely through the
fluid with a fixed angle, set by the ratio ω/N (see e.g. Turner (1973) or LeBlond and
Mysak (1978)). The behaviour of propagating internal waves in such a stratified
fluid is well suited for a description in terms of rays. As depicted for example in
Turner (1973, fig.2.10), reflection of waves at solid boundaries of orientation other

1This chapter is submitted as Lam and Maas (2006)
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than horizontal or vertical gives rise to divergence or convergence of wave energy.
Maas and Lam (1995) demonstrate that in almost all confined fluid domains focusing
dominates over defocusing. The result is that wave energy focuses at a limit cycle,
called wave attractor. The existence of such an internal wave attractor was subse-
quently observed (Maas et al. 1997). It revealed this focusing of wave energy around
the predicted location. The experiment qualitatively showed that the wave attrac-
tor occurred on a time scale large compared to the period of the waves that were
excited. Interestingly, the wave field appeared to grow initially as a standing wave
and evolved subsequently into a propagating wave as the final stationary state. Sim-
ilar wave attractors arise in homogeneous rotating fluids and are reviewed in Maas
(2005).

The aforementioned experimental study did not quantify the detailed evolution
in terms of growth rate, transition, and spatial structure of the wave’s amplitude
and phase fields. Also, it lacked a quantitative description in terms of the applied
forcing. This was due to the peculiar nature of the theoretical internal wave field,
whose stream function field was given as a standing, free wave that appeared to be
uniquely prescribed when the pressure was set in two specific boundary intervals
only. However, this seems to contrast on the one hand with the propagating charac-
ter of the observed asymptotic state of the wave field, and on the other hand with
the intuitive notion that one should be free to apply pressure at the boundary in
whatsoever interval one pleases. The aim of this paper is to bridge this gap between
the theoretical description and the experimentally observed nature of the internal
wave attractor by providing a quantification of the latter. For this reason, the phe-
nomenon of geometric focusing, underlying the appearance of a wave attractor, will
be recapitulated in the next section. Then, in section 4.3 the laboratory experiment
will be revisited and the evolution of the wave field will be quantified better. The
previously mentioned restriction on the prescription of the pressure at the boundary
will be lifted in section 4.4, when propagating solutions to the forced problem are
discussed. The paper ends with a summary and discussion.

4.2 Earlier theoretical results

4.2.1 Geometric focusing

Maas and Lam (1995) studied theoretically multiple reflections of internal wave rays
(characteristics) in a confined two-dimensional fluid. Different geometrical basin
shapes were explored: rectangular, parabolic, elliptic and trapezoidal. It was con-
cluded that in almost all two-dimensional geometries internal waves are attracted to
a limiting set of characteristics, including the geophysically relevant spherical shell.
See also Rieutord and Noui (1999) for the latter. Exceptional boundary shapes are
formed by rectangles and ellipses; that is, as long as these are not tilted with respect
to the direction of gravity (Ogilvie 2005). The attracting set (limit-cycle or ‘attractor’)
is classified by the number of surface reflections, called the period of the attractor,
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which can be related to the rotation number (Manders et al. 2003). The period of the
attractor remains the same over a finite interval of the lumped parameter τ , defined
by stratification (density gradient), internal wave period and the basin’s aspect ratio:
τ = (N2/ω2 − 1)1/2D/L, with 2L and D the width and the depth of the basin, re-
spectively (Maas and Lam 1995). For a few basin shapes and for specific values of τ ,
a so-called global resonance can sometimes occur, when ray convergence is exactly
balanced by divergence of the reflecting wave rays; all rays close upon themselves.
In rectangular basins such a global resonance is known as an internal seiche, in which
no convergence or divergence of reflected wave energy occurs at all. However, this
global resonance is believed to be the exception rather than the rule for general topo-
graphic shapes, both in a laboratory as well as in a natural context. More generally,
the attractor behaviour is found to be dominating the internal wave appearance. This
conclusion, later experimentally confirmed in Maas et al. (1997), leads to a solution
with more fine scale structure that opposes the belief in the dominance of large-scale
modal behaviour.2 See Thorpe (2003) for a recent discussion on this topic.

An example of an internal wave attractor is given in figure 1.18a. It is reached by
the characteristic webs that are constructed by following two characteristics that start
at the surface downwards. The wave energy propagates along these lines. The (half)
webs are formed by these characteristic segments together with their subsequent
boundary reflections (solid and dashed lines respectively) following the adage that
the waves maintain their angle with respect to the direction of gravity. In this figure,
the topography is the same as in Maas et al. (1997): a trapezoid with one sloping
side wall. This geometry is defined by the lumped parameter τ that acts as ‘virtual’
depth: z = −τ for (−1 ≤ x ≤ 0); z = −τ(1− x) for (0 < x ≤ 1).

The parametric dependence of the attractor for this simple geometry is explained
in Maas et al. (1997, fig.2). For example, for 1 < τ < 2 the attractor has only one
surface reflection (called a period 1 periodic orbit). The location xe of its surface
reflection is: xe = τ2−τ−1, and xe = 0.2141 for the example of figure 1.18 (τ = 1.71).

4.2.2 Standing wave solution

In order to be able to relate the experimentally observed velocity field to the ‘ray-
web’ that was found geometrically we will recall how its solution can be obtained
from the web, see e.g. figure 1.18a. This procedure was referred to as the ‘dress-
ing of the web’ (Maas 2005; Maas et al. 1997). In the basin, the ray-structure of the
internal waves imposed by geometry, internal wave frequency and stratification is
governed by a simple though peculiar kind of billiards, namely one which keeps the
angle of reflection fixed with respect to the vertical (gravity). By stretching the verti-
cal coordinate this fixed angle can for all monochromatic cases be made 45 degrees,

2We repeat that only waves in a continuously stratified fluid are addressed here; internal seiches ex-
plained in terms of interfacial waves are not considered here. For two layer systems with a stratified deep
layer, the deep layer can be regarded as the basin shape; the interface then being the surface boundary of
the basin. The scattering (trapping, reflection and transmission) of waves in dependence on the strength
of the pycnocline is addressed e.g. in Gerkema (2001).
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the stretching being present in the scaled depth τ . The velocity field is described
in terms of the stream function Ψ(x, z), with u = −∂Ψ/∂z and w = ∂Ψ/∂x. We
study monochromatic waves: Ψ(x, z, t) = Re[ψ(x, z) exp(−iωt)]. It can be shown
that the spatial part of the stream function is governed by the hyperbolic equation:
∂2ψ/∂x2 − ∂2ψ/∂z2 = 0. This implies that the general solution for the stream func-
tion can be expressed as (Maas and Lam 1995, eq.2.8):

ψ = f(x− z)− g(x+ z) (4.1)

and similarly for the pressure

p = f(x− z) + g(x+ z). (4.2)

These solutions are given in terms of the partial pressures f(x) and g(x), which,
in order to make the solutions unique, are prescribed along some specific parts of
the surface of the basin only (Maas et al. 1997). For the unforced internal wave
problem, the free surface is assumed to be quiescent and the union of the boundary
segments at the surface (z = 0), the wall (x = −1), and the bottom (z = −τh(x))
is considered to be a streamline: ψ = 0. This leads to the requirement g(x) = f(x),
and the value of f is conserved along each web of characteristics. For real f(x), this
presents a standing wave solution and in this case the surface pressure is pa(x) =
2f(x), see section 4 of Maas and Lam (1995). However, because the partial pressure is
preserved (instantaneously) along characteristics, the same values for f are passed to
neighbouring surface intervals when following internal wave rays. This means that
we are not free to specify the pressure along the whole boundary, but only within
so–called fundamental intervals. The largest of these are called primary fundamental
intervals. Prescribing the pressure in fundamental intervals defines the pressure over
the whole surface. An example similar to that of Maas and Lam (1995) and Maas
et al. (1997) is given in figure 1.20.3 Note that the choice of f(x) is similar, but
slightly different from the example presented in Maas et al. (1997). For this basin
(and for 1 < τ < 2) the primary fundamental intervals are found at the surface for
x ∈ [−1, τ − 2] and x ∈ [τ − 1, 1]. The boundaries of these surface intervals are
obtained (see figure 1.18b) by connecting the corners of the basin with the surface
along characteristics. For the basin of figure 1.18 this means: x ∈ [−1,−0.29] and
x ∈ [0.71, 1].

Sinceψ is real, the standing wave solution of figure 1.20 is oscillating synchronously
or blinking. As mentioned in Maas and Lam (1995), this solution consists of free waves;
it is unforced. To obtain a unique solution the pressure is prescribed at the surface
within the aforementioned fundamental intervals, but still in an arbitrary manner. It
is physically unsatisfactory that one is required to prescribe the pressure strictly on
just two intervals. In section 4.4 we will lift this restriction by considering a possi-
bly realistic forcing mechanism that allows a prescription of the pressure also beyond

3The example depicted in figure 1.20 is shown on an (arbitrary) xz-grid. However, it should be stressed
that this solution is not a numerical approximation. For each element (xi, zj) on the grid, the correspond-
ing (analytical) solution ψij is exact.
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these two intervals, leading to a propagating wave solution, similar to that observed.
First, in the next section, we will have a closer look at the experimental results.

4.3 The internal wave attractor experiment revisited

4.3.1 Original analysis

Maas et al. (1997) verified the existence of an internal wave attractor in a laboratory
experiment. The experiment was carried out in a uniformly stratified tank, with a
sloping sidewall and free surface, see figure 1.18. The platform on which the tank
was placed was oscillating vertically with angular frequency 2ω. The response in the
fluid takes place by parametric excitation. This is a process where by vertical oscil-
lation the restoring force of gravity is (slightly) modulated. Each fluid particle, seen
as an individual oscillator, would then be subject to a buoyancy oscillation similar to
a pendulum whose point of suspension is forced to oscillate vertically. The forcing
is most effective when the suspension is forced to go down when the pendulum is
in either of its extreme upward (leftward or rightward) positions, hence when the
forcing has a frequency twice that of the pendulum. In a similar fashion, modulation
of gravity at frequency 2ω excites subharmonic waves of frequency ω in the stratified
fluid. Mathematically the modulation of gravity appears as an extra sinusoidal tem-
poral perturbation in the restoring term of the harmonic oscillator. This extended
oscillator equation is known as the Mathieu equation (Bender and Orszag 1978). See
also Maas (2005) for a discussion.

Several frequencies inside and around the regime depicted in figure 1.18 have
been explored in the experiment, and these confirmed the existence of the period-
1 internal wave attractor in the interval 1 ≤ τ ≤ 2. This has been referred to as
the (m,n) = (1, 1)–attractor, enumerating the number of reflections of the attractor
at the surface (m) and the vertical side wall (n). In the experiment, at the edges of
the (1, 1)–attractor frequency interval, somewhat higher forcing amplitudes (15 cm)
were needed to excite the attractor than the threshold amplitude of 8 cm for central
frequencies. Visualization was obtained by monitoring the position of eight layers
of fluorescent dye that were stimulated by laser light.

The most prominent result was that in the experiment the predicted presence,
shape and location of a (1, 1) internal wave attractor are reproduced, see figure 1.21.
Approximately five minutes (∼ 70 wave periods) after the oscillation of the tank
was started, localized fluid motion became visible. The attractor first showed up as
a smooth standing-wave pattern (figure 1.21; top): the region around the attractor was
oscillating synchronously or blinking. Later, the elevations of the dye layers showed
propagating behaviour around the attractor (figure 1.21; bottom), in correspondence
with the expected clockwise energy propagation along the attractor. This can be
seen from the inwards (outwards) propagation of ’nodal’ lines along the two long
(short) branches of the attracting rectangle. During this phase the localization of the
elevations around the attractor became less clear; the pattern smeared out, and lost
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some of its coherency.
These two phases were called the growth and permanent phase respectively

(Maas et al. 1997). The standing behaviour in the growth phase was explained qual-
itatively in terms of waves travelling in both directions along the characteristics. In
the permanent phase, the internal waves are assumed to travel in their final, focus-
ing direction only, which is the direction associated with energy travelling towards
the attractor. This clockwise energy propagation around the attractor is perpendicu-
lar to the direction in which the phase propagates (as given by the behaviour of the
nodal lines, referred to above). This perpendicular direction of group and phase ve-
locity verifies the property inferred from the dispersion relation satisfied by plane,
monochromatic internal waves (e.g. LeBlond and Mysak (1978, sec. 8)) and is due
to the fact that frequency relates to wave number direction only, and not to wave
number magnitude (Maas 2005).

In the next subsection the experiment will be examined in more detail with new
digitized images from the video recording of the experiment. Typical elements of
the previous findings can then be analysed in a more quantitative way. Especially,
the growth rate of the amplitudes and the standing versus propagating nature of ele-
vations are of interest. Moreover, limitations of the present experiment will become
clear in more detail, so that previous conclusions drawn from this experiment can be
fine-tuned, and future experiments can be improved.

4.3.2 Revisiting the wave-attractor experiment

The experiment as discussed in Maas et al. (1997) (see also figure 1.21) will be given
a closer look. The forcing amplitude of the table oscillation was 10 cm and forcing
frequency 2ω = 2.88 s−1. This leads to an internal wave period Tw = 2π/ω = 4.37 s.
The dimensionless lumped parameter for this experiment is: τ = 1.71, see table 4.1.

The video recording of this experiment is digitized again, and translated to 25
images for each second, with a resolution of 256x224 pixels each. The experiment
lasts for over 20 minutes, taking more than 31,000 images. With present computer
power, it is not difficult anymore to analyse the evolution of the intensity of all pixels
for all images during the experiment. As we will see later, it is more difficult to
visualize the results of this kind of analysis. Below, step by step we will provide
results of the analysis and details of the procedures that were followed.

Time series of greyscale intensity

As observed from some small fixed stains at the laboratory tank, individual images
of the experiment appeared to be slightly shifted. The reason for this is not com-
pletely clear, but is probably either small camera movement, or inaccuracy of the
digitizing device. We did not have a satisfactory explanation; the images are simply
translated to a ‘fixed stain’ pixel-co-ordinate system. Shifts are typically only a few
pixels, and are regarded to be irrelevant for all subsequent analysis.
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The next step is to combine colour information of the images, for the combina-
tion of the three RGB-fields (Red-Green-Blue) contains more information than any of
them independently. Images are translated to standard greyscale images with Mat-
lab (Image Processing Toolbox, function: rgb2gray), with intensity on a scale from 0
to 255.

With the resulting greyscale intensities, time series can be retrieved for any po-
sition in the image. Some examples of two nearby pixels are shown in figure 4.1.
Horizontal and vertical positions are labelled in pixel units, ix and iz respectively.
Time is scaled here with T = 4.36 s, which is an integer number (109) of sampling
periods (0.04 s) that is closest to the internal wave period of Tw = 4.37 s. Here time
series are depicted for two positions in the image-pixel-frame: (ix, iz) = (060, 115)
and (060, 120). Figure 4.1c,d shows that the second (lower) pixel resides close to the
white band (near intensity 240; the lightest colour, before translating to greyscale, is
originally yellow) and the first pixel lies close to the dye-less black band (near in-
tensity 80). The two disruptions in light intensity in intervals 15 < t/T < 30 and
65 < t/T < 75 are due to external perturbations and are ignored here. Light in-
tensity grows in time, but, despite the closeness of the two pixels, with different
starting times and possibly different growth rates. Quantification of the growth rate
will be given later. Eventually, light intensity oversaturates or undersaturates. This
inhibits a correct estimate of the amplitude of the pixel intensity variation, see the
enlargement in figure 4.1e, which shows this peak truncation. Another problem is
that when displacements are large, dye from a second layer above or below may
cause a renewed increase in pixel intensity. Superficially this suggests that the wave
field develops a second harmonic, but this really bears testimony of the large wave
amplitude, see figure 4.1f.

length 2L 261 mm
depth D 261 mm
width W 96 mm

amplitude Z 80–150 mm
stratification N 1.89 s−1

corner point d 0 –

experiment 4:
amplitude Z 100 mm
time scale T ; 109 images 4.36 s

period Tw 4.37 s
frequency ω = 2π

Tw
1.438 s−1

scaled depth τ = D
L

√
N2

ω2 − 1 1.71 –

Table 4.1: Parameters and scales used in Maas et al. (1997).
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Figure 4.1: Example time series. Two positions (a, zoomed in b), time series (c,d) and zoomed
view of time series (e,f).

Some ‘waterfall plots’ are shown for one column (ix = 60; left), and for one row
(iz = 120; right) in figure 4.2, where pixel locations can be viewed in figure 4.1a,b. For
waterfall plots, time is represented on the vertical axis and the vertical or horizontal
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Figure 4.2: Example time series. Waterfall plots (time axis along vertical direction) of pixel
intensity at a single line: for a column (left; a,c) and for a row (right; b,d). Figure b shows a
selected time interval (t/T =170–190), because there are too many oscillations to be displayed
in one single image. Bottom panels (c,d) are zoomed views. Greyscale intensity (0–255) is
depicted in the legends.

pixel index is shown on the horizontal axis for the column and row waterfall plot
respectively. Both waterfall plots are accompanied with a zoomed image. Figure 4.2a
shows the eight dye bands along this vertical line and the perturbations (waves) that
grow on them over time. Around t/T = 150 two intense wave manifestations are
found near iz = 110 and 190. These correspond with the intersections with two
branches of the attractor, see figure 1.21. Figure 4.2b shows an intensity change near
ix = 148 above which the pixels are over the slope, which apparently reflects laser
light differently on average. The sloping boundary is situated near pixel ix = 190.
Waves are evident here near ix = 60 and 165, which represent the two intersections
with the long branches of the attractor. Figure 4.2c,d represent two zooms, both in
time as well as pixel range. The first of these again shows the appearance of the
second harmonic near pixel iz=115 due to the passage of two dye layers per period.
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This clearly depends not only on the wave amplitude, but also on the pixel’s vicinity
to the edge of a dye layer.

Interface elevation versus pixel greyscale intensity

By looking at the time series and waterfall plots of figures 4.1 and 4.2, it is clear
that the time evolution of the greyscale pixel intensity does not correspond to the
elevation (or displacement) of the dyed lines as visible in the tank.4 Particularly,
when relating pixel intensity to local fluid displacement there is an ambiguity in the
displacement direction. When the pixel gets darker, this can mean both an elevation
as well as a depression of the neighbouring fluid parcels, depending on whether
the pixel is originally in the dark or light layer. Another artifact of the time series
of the pixel intensity was already mentioned and occurs when the amplitude of the
interface elevation exceeds the thickness of the dyed bands of the fluid. This can be
seen most clearly in figure 4.2c (and figure 4.1f). In this zoom of the waterfall plot for
one column, it is as if the frequency of the oscillation has doubled around iz = 115,
where in reality this is caused by the high intensity bands from above and below that
both reaches this vertical position.

Moreover, the waterfall plot of a complete row (figure 4.2; iz = 120) also displays
non-uniform light conditions (or excited fluorescence). As mentioned, especially the
right half of the image is significantly darker due to a different reflection of the laser
sheet over the sloping side wall.

In spite of these problems, the examples of figures 4.1 and 4.2 show that some
useful information can still be obtained such as the location of the attractor as well
as the exponential growth of the amplitude of the oscillation. In our subsequent
analysis, and despite the artifacts mentioned above, we use pixel intensity to mea-
sure the (vertical component of the) oscillation of the fluid. In the next subsection we
will introduce a method to summarize the periodic motion in the fluid, providing a
better overview.

4.3.3 Harmonic analysis

In order to obtain the characteristics of the periodic motion of the fluid, we perform
a harmonic analysis to the time series of the greyscale pixel intensity as described
above. Harmonic analysis is used to obtain the amplitude and phase of a (sinusoidal)
motion having a specific well-defined period. For long time series, motion with
small frequency differences can be distinguished. However, harmonic analysis can
be very useful also for relatively short time series (chapter 3). For the laboratory
experiment, we will explore harmonic analysis output at every pixel position, so
that the combined results can also give spatial information.

4Pixel intensity, determined at a fixed position, gives an (indirect) Eulerian description of fluid motion,
while temporal evolution of dye displacement represents a Lagrangian description. See e.g. Batchelor
(1967, sec.2.1) for definitions of Eulerian and Lagrangian descriptions of fluid motion.
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Figure 4.3: See figure C.13 for a full colour version. Evolution of harmonic amplitude of pixel
intensity (colour coded, see legend). Scaled time t/T at the middle of time series is given
above each image. These times correspond to the following dimensional times: t =347, 521,
695, 870, 1044 and 1219 s.

Here, we will perform short-term harmonic analysis over subsequent intervals
(‘sequences’) of approximately one internal wave period (Tw = 4.37 s). Thus series
of 290 times 109 images will be used. Recall that: 290T ≡ 290 × 109 × 0.04 s =
290 × 4.36 s. In figure 4.3 an overview is given over the total period consisting of
290 sequences. Harmonic analysis for these 290 sequences provides insight into the
time evolution of the harmonic amplitude and phase as well as of the average pixel
intensity. In all these figures, time is again scaled with approximate internal wave
period T of 109 images, equal to 4.36 s. In the harmonic amplitude field, figure 4.3,
we see that the rectangular shape of the internal wave attractor, consisting of four
branches, becomes visible well before t/T = 80 (about 5 minutes). The attractor
grows and gets more distinguished from t/T = 100 to 130 (7.3 to 9.4 minutes). After
that, overall amplitudes (for this particular frequency) equilibrate, and the regions of
higher amplitudes smear out somewhat over the image and also penetrate outside
the attractor region. In particular, relatively high amplitudes become visible in the
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Figure 4.4: See figure B.2 for a full colour version. Example of harmonic phase (in degrees,
see legend) of pixel intensity. Same time of image as in figure 4.3c: t/T =160. Here phase is
corrected by checking for sudden jumps in vertical direction.

upper left corner of the image.
Figure 4.4 presents harmonic phase (see appendix B) at the moment the attrac-

tor is most clearly present, at t/T = 160 (11.6 minutes). It reveals the propagating
character of the wave field around the attractor through the fact that phase lines are
aligned with the attractor branches. Later in the experiment, images of mean pixel
intensity demonstrate that mixing occurs along the attractor (not shown). The phase
progression which this implies —e.g. inward, perpendicular to the attractor’s two
longest branches— is consistent with a clockwise energy propagation around the at-
tractor. Especially the out-of-phase character of the two pairs of opposite attractor
branches can be appreciated.

4.3.4 Composite harmonic results across the attractor

Because the oscillation has turned out to be in phase along the characteristics of the
internal wave attractor (figure 4.4), it is possible to combine the information along
a number of characteristics crossing the attractor. Doing so, we are able to fill the
gaps (see e.g. figure 4.5a) that are caused by the finite width of the dye bands that
were used to visualize the vertical elevations in the fluid. A sketch of this approach
is given in figure 4.5b. In this sketch 27 (or 19) neighbouring characteristics are ap-
proximated by parallel lines of pixels, all crossing the long (or short) branches of
the attractor. Maximum and median operations are used to remove the ‘gaps’ (lo-
cated at the centre of the dye bands) from the 27 and 19 beams respectively. In order
to remove irregularities, for example caused by non-smoothness of the estimated
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Figure 4.5: Overview of location of the attractor, based on a sample image (a, left) and selected
lines used for composite waterfall plot (b, right). In subsequent figures (4.6 to 4.9) the hori-
zontal pixel index ix of the longest lines (starting at ix = 23 in the upper and lower left corner
of the tank) will be used as the co-ordinate (from left to right) along the beam.

(pixel-based) characteristics, the resulting images have been smoothed by taking the
average over the central plus surrounding eight pixels. Note that by taking the max-
imum of the amplitudes (over all 27 or 19 beams), not only does the displacement
amplitude around the attractor get a higher value, but also the (background) noise
is amplified. The characteristics shown in these figures as black solid lines, were
used as reference lines in the subsequent figures. They identify empirically the lo-
cation of characteristics where the amplitude has its extrema and they approximate
the location of the single periodic orbit constituting the attractor.

The slow-time evolution of the amplitude and phase fields is obtained by the
composite short-term harmonic analysis and can be seen in figures 4.6 and 4.7 for the
maximum of the harmonic amplitude (top panels), and the median of the harmonic
phase (bottom panels; phase, modulo 180 degrees, similar as in figure B.1b).

The amplitudes observed across the long branches of the attractor (figure 4.6) are
higher than those across the short branches (figure 4.7). The weakest amplitudes are
found at the fourth and last attractor segment (counting clockwise from the sloping
side wall). It is not clear why this happens. The characteristics are symmetric with
respect to the vertical, and hence the projection of the true, oblique motion on the
vertical direction is the same for both characteristic directions. Also, since both the
bottom, left side wall and surface are all non-focusing it is not clear where the change
in amplitude comes from. Clearly, the different stages can be recognized again; a
growing attractor appears during t/T = 100–160 (growth phase), and finally the
high amplitude motion smears out (t/T > 170, permanent phase).

The clear transition from the initial standing to final propagating wave behaviour,
observed in Maas et al. (1997) in terms of the motion of a nodal line, is here seen to
take place gradually. Figures 4.6 and 4.7 (bottom panels) show that in the initial



112 INTERNAL WAVE FOCUSING REVISITED

0

20

40

60

80

100

120

i
x
 − 22

t/T

20 40 60 80 100 120 140

50

100

150

200

250

0

20

40

60

80

100

120

140

160

180

i
x
 − 22

t/T

20 40 60 80 100 120 140

50

100

150

200

250

Figure 4.6: See figure C.14 for a full colour version. Composite waterfall plot of maximum
of harmonic amplitude (top) and median of harmonic phase (bottom) along 27 characteris-
tics crossing the long branches of the attractor, as depicted in figure 4.5. Phase, modulo 180
degrees, is similarly defined as in the appendix, figure B.1b. The theoretically predicted attrac-
tor crossings are depicted with vertical white lines at horizontal index numbers 73 and 124.
Note that 22 pixels should be added to get the horizontal indices (95 resp. 146) of the attractor
crossings of the longest characteristic, starting in the upper left corner in figure 4.5.
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Figure 4.7: See figure C.15 for a full colour version. As figure 4.6 but for 19 characteristics
crossing the short branches of the attractor (see figure 4.5). The original estimated attractor
crossings are depicted with vertical white lines at horizontal index numbers 27 and 167. Note
that 22 pixels should be added to get the horizontal indices (49 resp. 189) of the attractor
crossings of the longest characteristic, starting in the lower left corner in figure 4.5.
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Figure 4.8: Mean phase and amplitude distributions across the long sides of the attractor for
last 50 sequences (t/T = 240–290) of figure 4.6.

stages of the experiment the phase (modulo 180◦) is quite uniform around the at-
tractor (characterized by the single green colour). Then the high-amplitude bands
around the attractor beams amplify, and subsequently broaden until their width
stays constant for t/T > 180. During the same transition period the phase devel-
ops a persistent phase gradient across the two branches of the attractor. This can
be seen in figure 4.8, in pixel range 55 < ix − 22 < 83 and 115 < ix − 22 < 135.
These gradients are consistent with the propagating phase observed in terms of the
motion of a nodal line in Maas et al. (1997). This is indicative of the previously
inferred clockwise energy propagation around the attractor. Surprisingly, the net
observed phase variation (nearly 60 degrees, see figure 4.8) amounts to just part of
the expected cross beam variation of 180 degrees valid for a stationary internal wave
beam affected by linear dispersion and diffusion (Lighthill 1978). This difference is
presumably limited by the range over which the amplitude stands out over the noisy
background.

4.3.5 Second harmonic

Similar graphs as in figures 4.6 and 4.7 can be created for the second harmonic of
the internal wave frequency. In figure 4.9, amplitude (top) and phase (bottom) are
given as the maximum and median values of 27 (left) or 19 (right) neighbouring
beams crossing the attractor, all for frequency 2ω. It is clear from figure 4.9 that for
this frequency the amplitudes start growing around the attractor locations a little
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Figure 4.9: See figure C.16 for a full colour version. As figures 4.6 and 4.7, but for first har-
monic frequency 2ω. Amplitude (top) and phase (bottom) are given for beams crossing the
long branches of the attractor (left), and crossing the short branches of the attractor (right).

later (around t/T = 135; 9.8 minutes) than for the principal frequency. After having
reached a maximum value around t/T = 155 (11.3 minutes), the amplitudes decrease
again. Amplitudes for 2ω are always lower than for ω; phases show a larger gradient
in the across-attractor direction.

This second harmonic can occur through a number of causes which we list here.
Internal waves with frequency 2ω might first be directly forced, as a secondary in-
stability of the Mathieu equation (Bender and Orszag 1978). Second, they may be
generated due to nonlinear advection of overlapping internal wave beams (Peacock
and Tabaei 2005; Gostiaux et al. 2006). However, in this experiment they are not
expected to propagate away as free waves because they are above the buoyancy fre-
quency (2ω > N ). Hence, when these second harmonics do show up, this could
imply that they are forced locally. Their trapping, along the attractor that corre-
sponds to frequency ω, suggests this to be a continuous process, occurring all along
the attractor. Third, as shown in figure 4.2, double-frequency motion might also be
simulated by artifacts. As we have seen, this is merely a problem of the tracer used in
the experiment. In this case, the double-frequency amplitude would show up when
the single frequency motion is saturated; the vertical component of fluid elevations
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Figure 4.10: Analysis of exponential growth for signals shown in figures 4.6 and 4.7, top and
bottom panels respectively. Numbers indicate four (left) and three (right) indices (ix − 22)
(including the vertical lines in figures 4.6 and 4.7). For all cases, the exponential factor τg is
about 122 s, with pixel intensity growing as: exp((t − t0)/τg). This growth only occurs at a
given time interval, and the growth rate is estimated between the plus (+) symbols above.

then equals or exceeds the width of the dye bands. While this certainly seems to be
the case for certain pixel ranges, for instance pixels 112 < ix < 117 in figure 4.2, this
does not seem to explain why the second harmonic is strong at every pixel along the
attractor. Also, the expected associated decrease in the single-frequency amplitude is
not clearly visible. Finally, the presence of second (and other) harmonics may reflect
the nonlinear nature of the cross-beam structure that propagates in the cross-beam
direction during each wave period (see e.g. figure 4.1e).

4.3.6 Exponential growth

In figure 4.10 the inverse exponential growth rate τg is estimated for some vertical
cross sections of figures 4.6 and 4.7. This is obtained by modelling the evolution of
the pixel intensity during a defined time interval as e(t−t0)/τg , for some starting time
t0. For all (seven) cross sections examined, this inverse growth rate is estimated as
122 ± 5 s. Outside the attractor the pixel intensity starts to increase later (larger t0)
and the intensity saturates at a lower level (owing to a shorter growth duration), but
it increases at exactly the same rate as within the attractor neighbourhood.
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4.4 Travelling wave solution for sloshing surface
forcing

4.4.1 Goal

In the previous section an extended, but still rather quantitative description is pre-
sented for the internal wave attractor experiment, first addressed in Maas et al.
(1997). It became clear that the asymptotic state reached in the experiment is that
of a propagating wave. It thus seems natural to search for a theoretical asymptotic
description of the stream function field that captures this propagating feature which
will be presented here.

Let us first list discrepancies between the present theoretical solutions (e.g. fig-
ure 1.20) and the experimental results which obstruct a direct, one-to-one, compari-
son:

i. The proposed solution is only allowed to have a ‘standing-wave appearance’;
the stream function field in figure 1.20 is supposed to be blinking, i.e. has a
binary (0◦ or 180◦) phase.

ii. It is difficult to associate the surface boundary condition for f(x) that is needed
to provide a unique solution and that is related to the surface pressure (Maas
and Lam 1995, eq.(4.1)), to a realistic forcing, see for instance the upper frame
of figure 1.20.

iii. It is hard to directly relate the stream function field ψ(x, z) (or Ψ(x, z, t) for
that matter) to the observed (vertical) fluid displacement in the experiment
presented in the previous section.

All three elements will be improved below. It could be objected that in the pres-
ence of wave attractors one may not expect the solution to be of a standing nature.
The argument follows that employed in inferring the character of internal waves in
a wedge. As Wunsch (1969) states, standing waves for a subcritical wedge (whose
slope is less than that of the characteristics) are not likely to occur, for internal wave
energy will not reflect back from the corner; all energy is transported in one direc-
tion, i.e. into the wedge, which acts as a point-attractor. There, these waves will
amplify till the point of wave breaking and will locally mix fluid. Similar reasoning
can be followed for most closed basins with supercritical slopes giving rise to wave
attractors: all energy is supposedly transported just towards the attractor, without
being reflected back from it. In Maas and Lam (1995) it is therefore suggested to
employ propagating wave solutions. This will be performed in the following.

4.4.2 Travelling wave solution by allowing for complex f(x), g(x):
externally forced flow

Can we construct propagating solutions? Within the framework of free solutions,
this question can be answered affirmatively by simply choosing the partial pressure
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as a complex quantity. Taken literally, this solution is physically not very meaning-
ful, as it implies that waves are generated at the wave attractor, propagate away
from it against the focusing sense (anticlockwise in figure 1.18a), then pass through
the bulk of the fluid and finally converge onto the attractor again, now approaching
it in the focusing (clockwise) sense. But, can we use our knowledge on the exis-
tence of fundamental intervals and force waves such that they propagate away from
these intervals only? This does indeed seem to be possible by supposing that some
externally applied surface pressure field pa(x) is given there and by subsequently
decomposing this into its Fourier components. Then in the fundamental intervals
we decompose each such Fourier component further into complex ‘rightward’ and
‘leftward’ propagating components using the relation:

cos(ax) =
1

2
e+iax +

1

2
e−iax ≡ fR + fL, (4.3)

for arbitrary a, and similarly for sin(ax). The designation leftward and rightward for
fL and fR refers to the horizontal direction into which phase and energy propagate
when multiplying by e−iωt (or e−it in non-dimensional form). It implies that, in con-
trast to the standing wave case, each web is no longer specified by a single invariant
f . Instead, the quantities fL and fR are now invariant on two semi-infinite webs only
(obtained by following characteristics leftwards or rightwards respectively from any
starting point in the fundamental interval) and should be interpreted as the (com-
plex) f and −g in the original derivation, (4.1). As a consequence, within the funda-
mental intervals, the stream function (ψ = f − g) and its along boundary gradient
(w = ∂ψ/∂x) no longer vanish. This betrays that at that part of the boundary there is
a periodic motion normal to the boundary which is in phase with the applied pres-
sure (pa = f + g) and hence represents a transfer of energy across the boundary.

In order to compute the stream function in any interior point from the given data
at the boundary, some bookkeeping is needed for tracing back any characteristic to
the fundamental interval where it originated, as well as the direction from which the
fundamental interval is reached, as this clarifies to which of the two semi-infinite
webs it belongs. This can easily be seen with the help of figure 4.11, where the orig-
inal leftward (rightward) characteristics are represented by dotted (solid) lines. The
only exception occurs when a characteristic is exactly part of the attractor, which
remains undefined; both for the stream function, as well as for f(x) and g(x) at
the surface. After this bookkeeping, for any point (x, z) the complex valued stream
function ψ(x, z) can be assigned by (4.1). The stream function at time t is then found
with:

Ψ(x, z, t) = Re(ψ(x, z)e−iωt) (4.4)

An example following this approach is given in figure 4.12. At the surface, the same
boundary condition pa(x) is used as in figure 1.20. Here the stream function is given
for six time steps; t/Tw = n/12, for n = 1, .., 6, showing half an internal wave period.
It can be seen in this figure that outside the (primary) fundamental intervals the
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Figure 4.11: Leftward (dotted) and rightward (solid) characteristics, as originating from both
fundamental intervals computed for τ = 1.71. The fundamental intervals at the surface are
−1 ≤ x ≤ −0.29 (a, left) and 0.71 ≤ x ≤ 1 (b, right), see figure 1.18b. All characteristics
emanating from the fundamental interval downward and to the right (along solid arrows),
appear as a black band after one focusing reflection. The lighter, dashed band of characteristics
are build up of dotted lines, travelling downward and leftward (along dashed arrows) from
the fundamental intervals.

stream function remains zero at the surface as well as for all other rigid boundaries
(uniformly dark grey colour); only reflection is taking place here. At the fundamental
intervals however, the stream function is no longer zero at all times. This illustrates
that the vertical velocity ψx is nonvanishing in these intervals which is in phase
with the pressure perturbations so that work is done upon the fluid in these isolated
intervals, similar to the action of two pistons.

In this ‘movie’, we can actually see internal wave energy transferring from the
fundamental intervals towards the attractor. The direction of this transfer can be
verified in figure 4.12: at the surface, phase moves ‘out of’ the fluid, which means
that energy is entering ‘into’ the fluid.

4.4.3 Boundary forcing not restricted to two fundamental intervals

In the previous subsection the forcing of the travelling wave solution took place only
at the (primary) fundamental intervals. This could be envisaged by two (flexible)
pistons at the surface, which are exactly as wide as the fundamental intervals, and
which are fully isolated from the remaining surface of the fluid. In natural systems
the forcing is, of course, not restricted to such intervals. We therefore would like to
prescribe e.g. a surface pressure over the entire surface domain; x ∈ [−1, 1]. Think
of this as representing an infinitesimal-amplitude barotropic seiche, again generated
by the modulation of gravity; nonresonant Faraday excitation (Faraday 1831; Drazin
and Reid 1981).
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Figure 4.12: Example of travelling wave solution for τ = 1.71. Shown are stream function
fields at times t/Tw = n/12, for n = 1, .., 6. The same surface boundary pressure pa(x) =
f(x) + g(x) is used as in figure 1.20 but is now understood as being composed of complex
partial pressures g(x) = f∗(x), where the asterisk denotes the complex conjugate. Also the
same greyscale legend can be applied to these images (now for Ψ instead of ψ).
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As explained in Maas and Lam (1995), this method is supposed to raise inconsis-
tencies. For the partial pressure (values of f, g) that is passed along the characteris-
tics, when prescribed over the complete surface, would generally define f, g multiple
times along any characteristic (after two or more surface reflections). However, since
the solution ψ is a (linear) solution to a linear problem this leaves open the possibility
to construct a solution ψ by superposition of a number of partial solutions ψn:

ψ =

N∑

n=1

(ψn + ψ−n). (4.5)

Here, each successively (‘reflected’) fundamental interval is regarded as supplying
an additional component ψn to the total solution. If we now want to impose the sur-
face boundary condition over the complete surface, one more physical assumption
needs to be made: we assume that anywhere at the surface, work is done only by the
prescribed boundary value (surface pressure), not by the pressure variations induced
at that location by forcing elsewhere on the boundary. Following the characteristics,
the (complex) partial pressure that is thus set on each characteristic will simply be
passed on upon successive boundary (surface) reflections. In other words: for each
contribution ψn, the external boundary condition is applied once, and reflects from
there on.

Physically, the above means that at the surface the boundary condition is im-
posed, while the surface’s reflective nature is unaffected! Although this may apply
only for small associated perturbations to the fluid, in general this is not an uncom-
mon situation. This also happens when (resonantly) forcing a string that is fixed at
one end and periodically shaking the other end (with infinitesimal amplitude). At
this forced end of the string, energy both enters the system and is reflected there,
enabling the build up of a standing wave.

In fact, due to the linear nature of ψn itself, also different (arbitrary) combinations
of contributions of surface pressure pa = f + g, as provided by (4.2), can be summed
this way. Starting from any point (x, z) in the interior of the domain, we can therefore
define the components of (4.5) as follows: ψ1 is defined by the forcing on the first
two surface reflections of the two upward characteristics that cross at (x, z); ψ−1

is similarly defined by the downward pair of characteristics crossing at (x, z) that
reach the surface upon bottom and side-wall reflections. ψ±n for n = 2, .., N are
defined similarly, by following these characteristics further, until their next n surface
reflections. The method converges (and the solution is bounded). When n is large,
ψ±n does not contribute any more to ψ. For when the attractor is nearly reached,
values of the prescribed surface pressure f + g (assumed to be smooth) are nearly
equal. So their difference as defined by (4.1) is zero. Only at the locations of the
characteristics that describe the attractor, the solution and the boundary condition
are undefined.

With the alternative algorithm, described above, also the previously constructed
standing wave solution of figure 1.20 can be obtained. This solution, for which
g(x) = f(x), is found if f(x) is now only being assigned, and taken real again, at the
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primary intervals and is taken zero elsewhere. That is: f(x) = 0, at τ −2 < x < τ −1.
See figure 1.18b for definitions of these intervals, and figure 1.20. Previously, by em-
ploying the invariance of f(x) per web we constructed the partial pressure f(x) over
the whole surface (excluding the reflection point of the attractor) by iteration from
the two fundamental intervals. The stream function was then read off at any point as
the difference of the two invariants that were defined by their values at the first two
upward surface intersections. Here, instead, from each field point one is supposed to
iterate backwards until one arrives in a fundamental interval in order to determine
the partial pressure.

This approach more naturally allows the partial pressure to be prescribed differ-
ently in different fundamental intervals, allowing for the description of propagating
wave solutions, see Swart et al. (2006). In this process, now not only each of the
four directions from which waves can reach the point of interest should be consid-
ered. But also at each surface reflection one should determine whether the leftward
or rightward part fL or fR should be chosen. Doing so, we get a complete travelling
wave solution for Ψ for an arbitrarily defined surface forcing! An example of this
is given in figure 4.13. In this example, the applied surface pressure is chosen to be
associated with: pa = sin(xπ/2); this is the lowest mode of a (surface) seiche (for a
rectangular basin). We will refer to this choice as the ‘surface sloshing’ forcing. This
could be thought of as the first Fourier component of a physically realistic surface
sloshing mode. The only additional (physical) restriction for the surface boundary
condition is that the derivative ∂pa/∂x evaluated on x = ±1 is zero, because the cor-
ners are stagnation points, where u(±1) = 0 at z = 0. This condition also prevents
internal shear layers to appear, see figure 20a of Maas and Lam (1995) for an example
of this effect.

4.4.4 Approximate fields for velocity and displacement

From the travelling wave solution (figure 4.13) we will now calculate the associated
displacement in the fluid, in order to make a comparison with the displacement of
the horizontal dye bands in the laboratory experiment, as described in section 4.3.
This is done in a pragmatic way. From the stream function field Ψ, the fields for
the velocity components u and w are derived, see vector fields in figure 4.13. In
this example, the gradient of Ψ is computed numerically, although it should not be
hard to derive this from the partial pressures f, g and their derivatives f ′, g′. After
that, the displacement is approximated by a simple linear Taylor approximation:
x = x0 +u(x0)∆t and z = z0 +w(z0)∆t, for an arbitrary time increment ∆t, and with
original position (x0, z0). See figure 4.14 for an example, where the position of eight
originally horizontal bands in the fluid are visualized (suppressing locations outside
the domain in this linear approximation). This figure reveals that the waves get
focused near the attractor. Large displacements arise in a band that is predominantly
representing a projection of the primary fundamental intervals (figure 4.11).

Figure 4.15 shows there is good overall agreement between the laboratory exper-
iment and the ‘simulation’. The location of the attractor is clearly visualized and
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Figure 4.13: See figure C.17 for a full colour version. Example of iteratively defined travelling
wave solution Ψ(x, z, t) for ‘surface sloshing’ boundary condition; pa(x) = sin(xπ/2). Times
shown are for n = 0, .., 5, with t/Tw = n/12. Stream function Ψ is colour-coded, as shown
in the legend. Arrows represent the velocities as derived from numerically computed stream
function gradients based on the algorithmically computed stream function field.
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Figure 4.14: Example of iteratively defined travelling wave solution Ψ(x, z, t) for ‘surface
sloshing’ boundary condition; pa(x) = sin(xπ/2). Here the associated displacement is shown
by artificial ‘dye’ bands for times n = 0, .., 5, with t/Tw = n/12.
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Figure 4.15: Comparison of observed (left) and computed dye displacement field (right). The
computed image on the right is for time: n = 15, but now with t/Tw = n/24 (the opposite
phase of the virtual image between n = 1 and n = 2 in figure 4.14).

its width is, geometrically speaking, to first order defined by the first surface re-
flection of the fundamental interval. This is visualized by the largest black band in
figure 4.11. Also some finescale structure, with a scale defined by the next surface
reflection of the fundamental interval, is visible in both cases. But in the experiment
finer scales are suppressed, probably by viscosity.

Some other choices for the boundary condition are explored, especially the case
pa = cos(πx) is of interest, where the outer regions are in–phase at the surface, and
contrary to the previous example. However, the first example has more resemblance
with the laboratory experiment.

4.5 Summary and discussion

4.5.1 Brief summary of results

In section 4.3 the laboratory experiment as described in Maas et al. (1997) was reanal-
ysed. More details in space and time about the amplitude and phase of the internal
oscillations were revealed and quantified. Several limitations of the experimental
setup were explored and mostly understood. The appearance and temporal and
spatial development of the internal wave attractor were clearly visualized this way.
The overall inverse exponential growth rate was found to be 122 seconds, starting
later outside the attractor neighbourhood.

In section 4.4 the theoretical description of a monochromatic internal wave field
of a stratified, confined, essentially two-dimensional free-surface fluid (Maas and
Lam 1995; Maas et al. 1997) was extended to include travelling wave solutions. By
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an iterative approach, also more generic (and more realistic) boundary conditions
can be applied. Finally, visualization of displacement fields, as obtained by Taylor
approximations of velocities obtained from numerical estimates of the gradients of
the analytically predicted stream function field, made a better comparison to the
actual experimental displacements possible. The closer resemblance between the
two was based on assuming that the theoretical field was forced by a first order
surface seiche.

4.5.2 Discussion

The reanalysis of the earlier observations reveal a number of new interesting facets
regarding the formation of an internal wave attractor. Figure 4.10 showed that the
wave field exhibits phenomena known from related studies on parametrically ex-
cited waves (Miles and Henderson 1990; Benielli and Sommeria 1998; Hill 2002): (1)
slow growth above the noise level, (2) a rapid exponential growth phase, (3) a slight
overshoot, and (4) saturation into a quasi-steady asymptotic state. These features
are usually properties of the time-dependent amplitude field of a spatially fixed,
standing wave structure. As a consequence, in such circumstances each field point
exhibits these phenomena simultaneously (no spatial delay). The spatial structure
of the field acts as a local weighting factor and determines the local saturation level.
The amplitude equation is often a nonlinear Landau type of equation, whose steady
state is obtained when nonlinearity together with dissipative and dispersive terms
balance the parametric excitation. It can be used to infer the strength of interior and
boundary damping processes.

However, the novel property encountered in the wave attractor is that there is no
spatial eigenmode structure and that, indeed, the wave is not standing at all. Com-
pared with the growing standing mode this distinctive property is visible in that
different spatial positions exhibit (1) equal growth rates, (2) different delays, (3) dif-
ferent durations of growth periods. This is in consonance with expectations based
on linear partial differential equations (PDEs), such as proposed to describe internal
wave beams (Dauxois and Young 1999; Tabaei and Akylas 2003; Voisin 2003). These
descriptions typically incorporate diffusive processes, balancing dispersive and dis-
sipative effects, that may explain the observed delayed growth and reduced growth
duration outside the direct vicinity of the wave attractor.5 Such a PDE model is
by itself not able to explain the appearance of a stationary state. This also requires
a persistent internal wave source, e.g. an oscillating cylinder, as in experiments by
Makarov et al. (1990). In the wave attractor case, geometric focusing acts as such
a ‘source’ term. Its amplification balances the diffusive spreading that occurs along
most of the attractor of the internal wave field. This was cleverly built into models

5Note that nonlinearity has not been discarded from these models, but the slow-time amplitude equa-
tion turns out to be linear, even though the nonlinear generation of the second harmonic and mean fields
are necessary intermediaries. It is significant that the internal wave observations presented here also ex-
hibit second harmonic (see figure 4.9) and mean (not shown) fields that are present around the location
where the attractor of the primary harmonic is situated.
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by Rieutord et al. (2002) and Ogilvie (2005). In the present experiment, however, it
seems that wave diffusion is not the relevant process, but that damping is instead
dominated by internal wave scattering upon reflection from the free surface. This
suggestion is motivated by observing that the width and amplitude of the wave
beam are nearly constant around the attractor, except suddenly on the final, fourth
branch, where the amplitude drops significantly and where wave growth appears
later in time. Compare e.g. the delayed exponential growth on this branch, evi-
denced in figure 4.10b by the curve labelled 167, to that on the other three branches
(labels 124, 27 and 73, respectively).

As stated above, not all problems with the experimental setup could be over-
come. Light conditions and instabilities of camera position or digitizing device ap-
peared to be not optimal. The tracer that was used, namely fluorescine dye bands,
inhibits a direct translation from colour intensity to actual (vertical) displacement of
fluid particles. However, the analysis as presented in section 4.3 showed that har-
monic analysis provided many valuable details of the experiment, even though har-
monic fields did not show the passage of nodal lines, nor the transition from standing
wave to travelling wave, as clearly as in Maas et al. (1997), see also bottom panels
of figure 1.21. It seems that nonlinear processes (a non-sinusoidal response), or non-
linear properties of the tracer that was used, may have enhanced these features in
the original images over those displayed by the harmonic field. These processes are
probably also the reason why the amplitude and phase fields of the second harmonic
were most significant in the vicinity of the wave attractor whose location was set by
the primary harmonic.

Nevertheless, the above results are an important step forward for a better un-
derstanding of the internal wave field in a confined, stratified and free-surface fluid.
The limits for analysing the present experiment are reached, and lessons are learned
for setting up new experiments. Moreover, the theoretical extensions provide better
possibilities for comparison with present and future observations in the laboratory,
in (pit) lakes and in the ocean like e.g. those discussed by Fricker and Nepf (2000),
Thorpe (2003) and Boehrer and Stevens (2005).
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Borntraeger.



134 REFERENCES

Kristmannsson, S. S., S.-A. Malmberg, J. Briem, and E. Buch (1991). CTD data
report joint Danish Icelandic cruise, September 1988. Data report Western Ice-
land Sea-Greenland Sea Project 23, Marine Research Institute, Reykjavik, Ice-
land.

Kunze, E. and J. M. Toole (1997). Tidally driven vorticity, diurnal shear, and turbu-
lence atop Fieberling Seamount. Journal of Physical Oceanography 27, 2663–2693.

Lam, F.-P. A. (1992). Getij-analyse & interpretatie van stroommetergegevens uit de
IJslandzee in de nabijheid van een shelfrand. Master’s thesis, Utrecht Univer-
sity. IMAU, paper V 92-11.

Lam, F.-P. A. (1999). Shelf waves with diurnal tidal frequency at the Greenland
shelf edge. Deep-Sea Research 46(5), 895–923.

Lam, F. P. A., T. Gerkema, and L. R. M. Maas (1999). Preliminary results from ob-
servations of internal tides and solitary waves in the Bay of Biscay. In T. F.
Duda and D. M. Farmer (Eds.), The 1998 WHOI/IOS/ONR Internal Solitary
Wave Workshop: Contributed Papers, pp. 203–208. WHOI-99-07. Technical Re-
port, Woods Hole, MA.

Lam, F. P. A. and L. R. M. Maas (2006). Internal wave focusing revisited; reanalysis
and new theoretical links. Fluid Dynamics Research. submitted.

Lam, F. P. A., L. R. M. Maas, and T. Gerkema (2004). Spatial structure of tidal and
residual currents as observed over the shelf break in the Bay of Biscay. Deep-Sea
Research I 51, 1075–1096.

Larsen, J. C. (1969). Long waves along a single-step topography in a semi-infinite
uniformly rotating ocean. Journal of Marine Research 27(1), 1–6.

Le Cann, B. (1990). Barotropic tidal dynamics of the Bay of Biscay shelf: obser-
vations, numerical modelling and physical interpretation. Continental Shelf Re-
search 10(8), 723–758.

LeBlond, P. H. and L. A. Mysak (1978). Waves in the ocean. Elsevier Oceanography
Series. Elsevier.

Lek, D. L. (1938a). Interne wellen in den Niederländisch–Ostindischen gewässern.
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Münnich, M. (1996). The influence of bottom topography on internal seiches in
stratified media. Dynamics of Atmosphere and Oceans 23, 257–266.

Mysak, L. A. (1967). On the theory of continental shelf waves. Journal of Marine
Research 25(3), 205–227.

Mysak, L. A. (1980). Recent advances in shelf wave dynamics. Reviews of Geo-
physics 18, 211–241.

New, A. L. (1988). Internal tidal mixing in the Bay of Biscay. Deep-Sea Re-
search 35(5), 691–709.

New, A. L. and J. C. B. Da Silva (2002). Remote-sensing evidence for the local
generation of internal soliton packets in the central Bay of Biscay. Deep-Sea
Research 49, 915–934.

New, A. L. and R. D. Pingree (1990). Large-amplitude internal soliton packets in
the central Bay of Biscay. Deep-Sea Research 37, 513–524.

New, A. L. and R. D. Pingree (1992). Local generation of internal soliton packets
in the central Bay of Biscay. Deep-Sea Research 39(9), 1521–1534.



References 137

NOAA (1988). Digital relief of the surface of the earth: ETOPO-5. Data Announce-
ment 88-MGG-02, U.S. National Geophysical Data Center, Boulder, Colorado.

Ogilvie, G. I. (2005). Wave attractors and the asymptotic dissipation rate of tidal
disturbances. Journal of Fluid Mechanics 543, 19–44.

Open University course team (1989). The ocean basins: their structure and evolution.
Open University and Pergamon Press.

Ou, H. W. (1999). A model of tidal rectification by potential vorticity mixing. part
I: Homogeneous ocean. Journal of Physical Oceanography 29, 821–827.

Ou, H. W. and L. R. M. Maas (1986). Tidal-induced buoyancy flux and mean trans-
verse circulation. Continental Shelf Research 5(6), 611–628.

Padman, L., A. J. Plueddemann, R. D. Muench, and R. Pinkel (1992). Diurnal tides
near the Yermak Plateau. Journal of Geophysical Research 97, 12639–12652.

Peacock, T. and A. Tabaei (2005). Visualization of nonlinear effects in reflecting
internal wave beams. Physics of Fluids 17(6). article 061702 (4 pages).

Pedlosky, J. (1984). Geophysical fluid dynamics (2nd ed.). Springer.
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Appendix A

Derivation of transcendental
relation

In subsection 2.4.5 it is stated that the transcendental relation, defined by (2.16) and
(2.17), follows from the matching conditions at the top and the foot of the slope.
These relations supply the value for m needed in the solution of the stream function
above the sloping region (2.15), and also needed to construct the dispersion rela-
tion with (2.18) pointwise for each wave number k. In this appendix the derivation
leading to this transcendental relation is given. For the first mode of the continental
shelf wave problems for long waves (small wave number k) are discussed and an
alternative transcendental relation is given in this case.

From continuity of ψ and ψ′ at x = 0 we find:

B3 = sinh(kL)B1 (A.1)

B2 =
1

m
(k cosh(kL)− b sinh(kL))B1 (A.2)

From continuity of ψ at x = Λ:

B4 = ebΛ [sin(mΛ)B2 + cos(mΛ)B3] (A.3)

So with (2.15) we have now found the solution of (2.7) for ψ up to a constant B1

related to the arbitrary amplitude of the wave. The last condition, continuity of ψ ′

at x = Λ, still has to be satisfied, and leads to (2.16) and (2.17). One can verify that
this expression indeed is the same as in the limits reported by Buchwald and Adams
(1968): without shelf (L = 0) we get F (m) = −m/(b+ k), and for the infinitely wide
shelf (L→∞) F (m) = 2mk/(m2 + b2 − k2).

As was the case for the infinitely wide shelf in Buchwald and Adams (1968), for
small k the value of m becomes imaginary for the first mode:

m = in for k ≤ k0 (mode 0) (A.4)
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To see more clearly what happens in terms of asymptotes of F (m), one might want
to consider the infinitely wide shelf case: L→∞, see Buchwald and Adams (1968).
With (A.4) the transcendental relation (2.16) and (2.17) now becomes:

tanh(Λn) =
nk(sinh(kL) + cosh(kL))

(b2 + kb− n2) sinh(kL)− (kb+ k2) cosh(kL)
for k < k0 (mode 0)

(A.5)

A complication now for finite shelf-width L is to find the critical wave number k0.
This can be done by taking the derivative of (2.16) (with (2.17)) with respect to m
and looking at m = 0. This is because the tangent of F (m) at m = 0 defines when
intersection with tan(Λm) disappears for mode 0. (See also Buchwald and Adams
(1968), their figure 10.) Now no regular expression for k0 can be found, but a second
transcendental relation has to be solved to find the critical wave number k0:

tanh(k0L) =
k0 + Λ(bk0 + k2

0)

−k0 + Λ(bk0 + b2)
(A.6)

Again, one can verify that for L = 0 we find the same result as Buchwald and Adams
(1968, p.245), k0Λ = −1 +

√
1 + b2Λ2, which is thus the limiting case of (A.6).

Note that when m becomes imaginary, the solution (2.15) for the stream function
will still be real. We use sin(mx) = i sinh(nx) and cos(mx) = cosh(nx), and terms
with i sinh(nx) stay real because they are to be multiplied by B2, given by (A.2):
B2 ∼ B1/m = −iB1/n.



Appendix B

Phase ambiguity

The computation of the phase in the harmonic analysis in section 4.3.3 (figures 4.4
and B.2) proceeds in three steps. The first step computes the phase per pixel based
on the pixel intensity. Figure B.1a shows an example of this harmonic phase which
is taken at the same time, t/T =160, as the amplitude displayed in figure 4.3c. Phase
is defined relative to t/T = 0.0, at the beginning of the experiment. It appears (as
expected) that pixel intensity around every dye interface in the fluid is in antiphase
with the next interface. This means that the elevations along the attractor are in
phase, so that intensity gets lighter at one interface (e.g. dark above light) and darker
at the next interface (thus, light above dark), etc. Note that the pixel intensity is also
in antiphase at the opposing branch of the attractor. This means that an in-phase
elevation at the left side of the attractor is accompanied with an in-phase depression
at the right side (and vice versa).

The second step consists in eliminating the former antiphase behaviour between
bottom and top of each dye layer by simply using a double colourmap (modulo π
instead of 2π). This is shown in figure B.1b. Now the regular shape of the attractor
can be better appreciated, but the antiphase character of opposite attractor branches
is no longer visible.

The third step repairs this deficiency by correcting the phase around all even
interfaces, leaving the odd interfaces intact. In practice this is not easy to do, for the
interfaces are not exactly at the same position for each analysed sequence of images.
Figure B.2 shows the result of correcting phases around even interfaces, after having
defined the interface position adaptively for each phase image (like e.g. figure B.1a).
In order to get a coherent overview, figure 4.4 is smoothed by taking the median
value of 25 neighbouring pixels for each pixel. This method of ‘phase correction’ is
not always reliable, particularly not in the initial period (not shown here). Therefore,
details need to be checked by comparing with the original phase image similar to
figure B.1a. Due to practical considerations, the phase displayed in figures 4.6 to 4.9
is depicted as in figure B.1b.
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Figure B.1: (a) Evolution of harmonic phase of pixel intensity. Colour coded phase in de-
grees, see legend. Same time of images as in figure 4.3c: t/T =160. (b) Same as in (a), but
now the (double) colourmap is modulo 180 degrees (see legend). This colourmap masks the
elevation/depression ambiguity for the pixel intensity.
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Figure B.2: Colour version of figure 4.4. Example of harmonic phase (in degrees, see legend)
of pixel intensity. Same time of image as in figure 4.3c and figure C.13c: t/T =160. Here phase
is corrected by checking for sudden jumps in vertical direction.
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Colour figures

Figure C.1: Colour version of figure 1.1. Temperature cross section of the South Atlantic
ocean (∼ 30◦S), resulting from the Meteor expedition 1925-1927 (Wüst and Defant 1936).
Temperatures are depicted by three tones of blue and red, for temperatures below 2◦, 3◦, 5◦

and above 5◦, 10◦, 15◦ C, respectively. Note the difference in scale between the vertical (6 km)
and the horizontal (over 6000 km) directions.
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Figure C.2: Colour version of figure 1.7. Cross-sections of one of the many WOCE transects,
(see e.g. Siedler et al. (2001)) along ∼ 47◦ N for potential temperature (top) and potential
density anomaly (σθ , bottom) for a reference depth of 0 m. Potential density is σθ+1000 kg/m3.
Length of the transect is 3000 km, total depth 6000 m. A similar image (not shown) is available
for salinity. Note that the deeper isopleths, roughly below 1000 m, have smaller increments:
0.2◦ instead of 1.0◦ below 4◦ Celsius. For potential density this is: 0.02 instead of 0.10 above
27.70 kg/m3. Source: WOCE, see e.g. Talley (2006).
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Figure C.3: Colour version of figure 1.12. Conversion rate (greyscale of legend in W m−3) for
transect in Bay of Biscay (summer stratification). Two major generation regions for internal
tidal energy can be identified: the deep stratification region at the steep slope, and the seasonal
pycnocline above the shelf break. The dashed box near the shelf break refers to the observation
area of chapter 3. The integrated value in W/m, as indicated at the bottom of the image, is for
the entire cross-section. Picture from Gerkema et al. (2004).
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Figure C.4: Colour version of figure 1.15. Measured temperature profile halfway along the
slope (top), and on the shelf (bottom) 32 km coastward. The temperature profile of the upper
100 m (130 m) is shown over 6.5 hours (5 hours) in the upper (lower) image. Temperature
values (◦C) are as indicated in the corresponding legends. The upper image is obtained by
measuring temperature (and salinity, not shown) of the upper 100 m of the water column
(CTD casts; ‘yoyo-station’) from the ship. The lower image is retrieved by correcting ‘drifting
depth’ of thermistors along a partly broken mooring. Corrected thermistor depth vs. time (us-
ing interpolated values of pressure sensors on both ends of the thermistor chain) is visualized
by white (light grey, hardly visible) lines. The horizontal bars at the upper right of the graph
are artefacts of the interpolation algorithm used. Pictures taken from Lam et al. (1999)



Appendix C: Colour figures 151

A

B

z

x

A

B

Figure C.5: Colour version of figure 1.17. Internal wave experiment performed by the author
in 1996 at DAMTP, Cambridge. The tank is about 380 mm high and 100 mm thick. The water
is density stratified with a linear salt concentration (N = 1.5 rad/s). In this example, the
cylinder (radius 22 mm) in the upper left corner is vertically oscillating with a frequency ω =
0.942 rad/s, and an amplitude of 4 mm. In the figure at the right, the identified internal wave
beams from the left image are shown. Lines not visible in the left image are dotted. The
horizontal dash–dotted line near the surface is the pycnocline present in the tank. Energy
propagates along the indicated arrows, similar to figure 1.11, with phase lines propagating
perpendicular to the beam. Two regions of subsequent focusing reflections can be identified,
regions A and B, respectively. The horizontal interruptions of the beam are caused by the
synthetic Schlieren technique, that is used for visualization. This technique makes use of the
changing refraction index in the fluid; the virtually displaced background (horizontal stripes)
reveals the internal wave patterns (Dalziel et al. 1998; Sutherland et al. 2000).
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Figure C.6: Colour version of figure 1.20. Example of standing wave solution ψ(x, z) for a
surface pressure pa(x) = 2f(x) that is prescribed within the two fundamental intervals and
from which the whole pressure distribution along the surface, as indicated in the top panel,
can be inferred. Values for ψ are coded with the colour scale as shown in the legend on the
right.
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Figure C.7: Colour version of figure 3.5. (a) Spatial structure of forcing term F̂ (m−1s−2)
multiplied by 109, as defined by (3.3). (b) same figure, but for internal tidal energy (m2s−2),
as defined in (3.8).
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Figure C.8: Colour version of figure 3.6. Linear model results of cross-slope baroclinic motion.
Top panel (a) depicts amplitude distribution (m/s). Bottom panel (b) shows phases in degrees.
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Figure C.9: Colour version of figure 3.7. Internal tidal amplitudes (in cm/s), in cross-slope
(left) and along-slope (right) direction at transects 1 (top), 2 (middle) and 3 (bottom). Dashed
lines depicts 85% of the water depth. Measurements below these lines should be disregarded,
as explained in subsection 3.2.2.
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Figure C.10: Colour version of figure 3.8. Internal tidal phases (in degrees) corresponding to
figure 3.7, i.e. deviations from vertical mean. Dashed lines represent 85% of the water depth,
as in figures 3.7 and C.9.
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Figure C.11: Colour version of figure 3.9. Phase differences, φu−φv , as derived from figure 3.8.
Dashed lines represent 85% of the water depth, as in figures 3.7 and C.9.
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Figure C.12: Colour version of figure 3.11. Estimated total stationary currents cross-slope
(left) and along-slope (right) in cm/s for transect 1 (top), transect 2 (middle) and transect 3
(bottom). Dashed lines represent 85% of the water depth, as in figures 3.7 and C.9.
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Figure C.13: Colour version of figure 4.3. Evolution of harmonic amplitude of pixel intensity
(colour coded, see legend). Scaled time t/T at the middle of time series is given above each
image. These times correspond to the following dimensional times: t =347, 521, 695, 870, 1044
and 1219 s.
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Figure C.14: Colour version of figure 4.6. Composite waterfall plot of maximum of harmonic
amplitude (top) and median of harmonic phase (bottom) along 27 characteristics crossing the
long branches of the attractor, as depicted in figure 4.5. Phase, modulo 180 degrees, is similarly
defined as in the appendix, figure B.1b. The theoretically predicted attractor crossings are
depicted with vertical white lines at horizontal index numbers 73 and 124. Note that 22 pixels
should be added to get the horizontal indices (95 resp. 146) of the attractor crossings of the
longest characteristic, starting in the upper left corner in figure 4.5.
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Figure C.15: Colour version of figure 4.7. As figures 4.6 and C.14 but for 19 characteristics
crossing the short branches of the attractor (see figure 4.5). The original estimated attractor
crossings are depicted with vertical white lines at horizontal index numbers 27 and 167. Note
that 22 pixels should be added to get the horizontal indices (49 resp. 189) of the attractor
crossings of the longest characteristic, starting in the lower left corner in figure 4.5.
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Figure C.16: Colour version of figure 4.9. As figures C.14 and C.15, but for first harmonic
frequency 2ω. Amplitude (top) and phase (bottom) are given for beams crossing the long
branches of the attractor (left), and crossing the short branches of the attractor (right).
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Figure C.17: Colour version of figure 4.13. Example of iteratively defined travelling wave so-
lution Ψ(x, z, t) for ‘surface sloshing’ boundary condition; pa(x) = sin(xπ/2). Times shown
are for n = 0, .., 5, with t/Tw = n/12. Stream function Ψ is colour-coded, as shown in the leg-
end. Arrows represent the velocities as derived from numerically computed stream function
gradients based on the algorithmically computed stream function field.
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Samenvatting

Waarnemingen, op zee en in het laboratorium,
van golven boven een hellende bodem

Dit proefschrift gaat over de invloed van diepteverschillen op golven in de oceaan.
Enerzijds wordt dit effect direct bestudeerd met behulp van metingen op zee. An-
derzijds worden sommige eigenschappen van deze golven bestudeerd in het labora-
torium. In dit proefschrift komen drie verschillende manieren aan bod waarop deze
diepteverschillen golven beı̈nvloeden. Voordat daar op in wordt gegaan, volgt eerst
een korte introductie van diepteverschillen in de oceaan (topografie), van waarnemin-
gen op zee en van golven als zodanig.

Diepteverschillen en het waarnemen van golven in de oceaan

Continentale hellingen
De oceaan is gemiddeld circa 4000 meter diep. Echter, met name langs de randen van
de continenten komen grote, bijna sprongsgewijze, diepteverschillen voor. Langs de
kust steekt namelijk meestal nog een stuk continent onder water. Dit wordt het con-
tinentaal plat (Engels: shelf ) genoemd en is relatief ondiep met een diepte van circa
100 tot 200 meter. De overgang van deze shelf- of randzeeën naar de oceaan is de
continentale helling (Engels: slope). Deze steile overgang van diep naar ondiep water
over een afstand van circa 50 km is een belangrijk gebied, waar allerlei fysische pro-
cessen in de oceaan plaatsvinden. Deze zijn op hun beurt weer van belang voor bio-
logische processen, waardoor er bijvoorbeeld veel visserij-activiteit voorkomt langs
de continentale helling.

Waarnemingen op zee en in het laboratorium
Het doen van waarnemingen op en in de zee is niet eenvoudig. Het is moeilijk om
voor langere tijd een heel gebied onder water te bemeten. Meestal kan men met een
schip of een instrument de ontwikkeling in de tijd alleen op één plaats volgen. Als
een groter gebied in kaart wordt gebracht, dan gebeurt dat in een veranderende om-
geving, waardoor de gemeten processen niet of moeilijk te onderscheiden zijn als
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veranderingen in tijd of in ruimte. Daarnaast is het een gegeven dat de natuur com-
plex in elkaar steekt: veel verschillende processen lopen tegelijkertijd door elkaar.
Dit zijn goede redenen om in het laboratorium processen in isolement te bestuderen.
Meestal kan dan bovendien het vloeistofdomein volledig in beeld worden gebracht
en bestudeerd. Dit kan bijvoorbeeld met videobeelden en gerelateerde analysetech-
nieken.

Golven
Golven zijn een fascinerend verschijnsel en komen in verschillende gedaantes voor,
bijvoorbeeld in licht, geluid en aardbevingen als elektromagnetische, akoestische of
seismologische golven. Golven op zee spreken in het bijzonder tot de verbeelding,
omdat we ze van jongs af aan herkennen. Het karakteristieke aan golven is dat
ze over een bepaalde afstand informatie (‘energie’) doorgeven, zonder dat materie
zelf (hier: het water) over die afstand verplaatst wordt. Voor watergolven betekent
dit dat een waterdeeltje nagenoeg alleen maar heen-en-weer en op-en-neer schom-
melt, waarbij alleen de informatie, de mate van schommeling, aan de buren wordt
doorgegeven. Dit is vergelijkbaar met omvallende dominosteentjes die de beweging
doorgeven, maar zelf (bijna) op hun plek blijven. Het verschil met een golf is dat bij
een golf deze beweging periodiek is. Dit zou voor de dominosteentjes het geval zijn
wanneer ze niet alleen om zouden vallen, maar ook weer terug zouden veren. Dit
‘veertje’ in de dominosteen levert dan de terugdrijvende kracht van de golf.

(Interne) golven in zee
Hoewel dit proefschrift gaat over golven in zee, zijn ze niet van het type dat wij
normaal als golf zouden herkennen. Het betreft hier namelijk interne golven en ge-
tijgolven. Interne golven zijn golven die hun maximale uitwijking in het binnenste
van de oceaan hebben. Ze zijn dus aan het oppervlak niet of nauwelijks zichtbaar.
Daarnaast hebben zij ook andere eigenschappen dan golven aan het wateropper-
vlak. Dit blijkt onder meer uit de focussering die interne golven ondergaan wanneer
zij simpelweg reflecteren aan een hellende bodem (Hoofdstuk 4). De interne golven
die hier besproken worden hebben hun bestaan primair te danken aan dichtheids-
verschillen in de oceaan. De gradueel met de diepte toenemende dichtheid wordt
veroorzaakt door verschillen in temperatuur en zoutgehalte: hoe dieper, hoe kouder
en zouter. Omdat kouder en zouter water een hogere dichtheid heeft wordt het wa-
ter ‘zwaarder’. Dit wordt de stratificatie of gelaagdheid van de oceaan genoemd. In
het laboratorium wordt de dichtheidsgelaagdheid meestal met een geleidelijk ver-
anderende zoutoplossing verkregen. Bij passage van een interne golf schommelen
waterpakketjes om het evenwichtsniveau behorende bij hun eigen dichtheid.

Intern Getij
Ook het getij, dat we in de eerste plaats kennen als een lokale verandering van laag-
naar hoogwater en terug, is op te vatten als golf. Hoogwater treedt namelijk niet op
alle plaatsen gelijktijdig op, maar loopt als golftop langs de kust. In Scheveningen
is het bijvoorbeeld eerder hoog water dan op Texel: de golf loopt in dit deel van
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de Noordzee van zuid naar noord. Omdat de golf zo lang is, en een lange periode
heeft, circa 12,4 uur voor het dubbeldaagse getij, wordt zij niet meteen als zodanig her-
kend.1 In de oceaan kunnen ook interne golven voorkomen met de frequentie van
het getij. Dit worden dan interne getijden genoemd. De generatie van interne getijden
is door mijn collega’s en mij bestudeerd met behulp van metingen uit de Golf van
Biskaje (Hoofdstuk 3). Ook uit de kust van Groenland zijn getijstromen bestudeerd
(Hoofdstuk 2). Met de metingen kon worden aangetoond dat deze getijgolven door
de gecombineerde effecten van aardrotatie en diepteverschil als het ware gevangen
(Engels: trapped) zaten aan de continentale helling.

Dit proefschrift
Het proefschrift gaat dus over golven die of gevangen of gegenereerd of gefocus-
seerd worden door diepteverschillen in de oceaan of in het laboratorium. Deze me-
chanismen worden achtereenvolgens behandeld in de verschillende hoofdstukken.

Hoofdstuk 2:
‘Gevangen’ hellinggolven met getijfrequentie bij Groenland

Dwars op de kust van Groenland, op 71 graden noorderbreedte, zijn op vijf loca-
ties een jaar lang stromingen gemeten met een aantal instrumenten aan een verticale
stalen kabel; een zogenaamde verankering. Deze metingen zijn gedaan met me-
chanische stroommeters, die gebruik maken van propeller en kompas om stroom-
snelheid en richting te bepalen. Deze werden vervolgens een half jaar lang, twee
keer per uur, op een cassettebandje vastgelegd. Deze waarnemingen lieten een inte-
ressant patroon zien voor het enkeldaagse getij; de beweging met een periode van
circa 24 uur. Dit patroon bleek te verklaren als een continentale hellinggolf die langs
de continentale helling van Groenland in zuidwaartse richting loopt. Deze golven
worden ook aangeduid als: topografische Rossbygolven of dubbele Kelvingolven. Meer
algemeen worden ze aangeduid als vorticiteitsgolven. Met vorticiteit wordt de hoe-
veelheid draaiing van de vloeistof aangeduid. Bij deze golven is niet de zwaarte-
kracht de terugdrijvende kracht, maar een kracht die gerelateerd is aan het behoud
van impulsmoment. Dit zal hier niet verder worden uitgelegd, maar komt er op neer
dat bij waterbeweging over variabele diepte het water wordt teruggeduwd naar de
oorspronkelijke positie. Hierbij speelt een rol op welke breedtegraad de golf zich
bevindt op onze draaiende aarde.

Met een simpel wiskundig model, waarbij de diepte is benaderd door een sprongsge-
wijze overgang van diep naar ondiep water, kon worden berekend welke frequentie
deze vorticiteitsgolf heeft. Voor de waarneming bij Groenland heb ik aangetoond dat
de frequentie die dit type golf bij deze locatie en dieptesprong heeft precies past (En-

1De Engelse vertaling kan bovendien tot misverstand leiden: in het Engels heeft een tsunami (of
‘vloed’golf) vaak de ongelukkige benaming tidal wave. Een tsunami wordt echter veroorzaakt door een
aardbeving op zee (‘zeebeving’), terwijl het getij haar oorsprong vindt in de aantrekkende krachten van
zon en maan.
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gels: matches) bij de golf met een enkeldaagse getijfrequentie. Vervolgens is gekeken
hoe de vorm van de helling, en de nabijheid van de kust het gedrag van de golf kun-
nen beı̈nvloeden. Met dit model konden frequentie en stromingseigenschappen ter
plaatse van de metingen nog beter worden verklaard. Tenslotte is de meetlocatie (71
graden noorderbreedte) vergeleken met andere locaties langs de continentale helling
ten oosten van Groenland. Hierbij is aannemelijk gemaakt waarom de enkeldaagse
getijbeweging zich juist op deze locatie zo sterk als een hellinggolf manifesteert. Het
bijzondere gedrag van de getijstromen op deze locatie is inmiddels ook bevestigd
met computermodellen voor deze regio.

Hoofdstuk 3:
Interne getijgeneratie in de Golf van Biskaje

In de Golf van Biskaje zijn stroommetingen gedaan vanaf het onderzoeksschip Pela-
gia van het Koninklijk NIOZ. Stromingen werden hier gemeten met een akoestisch
instrument (ADCP), dat achter het schip werd gesleept. Dit instrument stuurt tel-
kens geluidspulsen naar beneden, schuin in vier verschillende richtingen. Deze sig-
nalen weerkaatsen aan ‘zwevend materiaal’ dat met de lokale watersnelheid in de
richting van de geluidsbundel beweegt. Dit leidt tot een verschoven frequentie van
het terugverstrooide signaal (Doppler effect). Door combinatie van de informatie
van de vier bundels kan hieruit, langs een verticale lijn van circa 800 meter, in stap-
pen van 8 meter de driedimensionale stroming worden bepaald. Op drie posities is
een traject van ongeveer 15 km gevaren, dwars op de continentale helling, precies
van het punt waar de oceaanbodem ‘de diepte ingaat’ (Engels: shelf break). Hier is
het getij weer overwegend dubbeldaags van aard. Door langs deze routes in telkens
24 uur, tien tot veertien keer heen en weer te varen, konden grootte, richting en fase
van de getijstroming worden bepaald tot 800 meter diepte. Er zijn zo dus drie door-
snedes van een stukje oceaan gemaakt, langs het bovenste stuk van de continentale
helling, 15 km lang en 800 meter diep.

Wat lieten deze doorsnedes zien? De locatie is zo gekozen, dat verwacht mag wor-
den dat dit een generatiegebied is voor het interne getij. In de Golf van Biskaje
bestaan over de hele waterkolom sterke, periodieke getijstromen die grotendeels
dwars op de helling gericht zijn. Het water wordt dus twee keer per dag de stei-
le helling op- en afgeduwd, waardoor een verticale beweging wordt veroorzaakt.
Het gelaagde water komt van zijn plek, en een interne getijgolf loopt weg. Eerder
was al vermeld dat interne golven bijzondere eigenschappen hebben: ze bewegen
voornamelijk in een bundel vanaf de top van de helling, schuin de diepzee in. De
hoek die deze interne golfbundel met de verticaal maakt wordt bepaald door de fre-
quentie van de golf, de sterkte van de gelaagdheid en de aardrotatie (en daarmee
de breedtegraad). Eigenschappen van deze interne golfbundel zijn goed inzichtelijk
te maken met behulp van proeven die ik in 1996 in het laboratorium in Cambridge
heb mogen doen. De interne getijbundel in de Golf van Biskaje is vanuit de theorie
met een computermodel berekend en komt voor de omstandigheden en helling van
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de Golf van Biskaje bijzonder goed overeen met de informatie die de waargenomen
doorsnedes lieten zien. Het is voor de eerste keer dat de interne getijbundel in de
oceaan met zoveel ruimtelijk detail in beeld is gebracht.

Hoofdstuk 4:
Focussering van interne golven; de interne golfaantrekker

De bijzondere aard van bovengenoemde interne golfbundel wordt nog versterkt
wanneer deze aan een hellende bodem of zijwand reflecteert. Dit is hier bestudeerd
aan de hand van een laboratoriumexperiment dat eerder was uitgevoerd in samen-
werking met collega’s in Lyon. Gekeken werd naar een bak met gelaagd water, waar-
van één wand een helling heeft. Doordat de bak samen met het wateroppervlak een
afgesloten domein vormde, kon de golfbundel als het ware door de bak kaatsen,
zoals een biljartbal over het laken kan worden rondgespeeld.2

In de bak met gelaagd water gebeurde dit rondkaatsen van de interne golfbundel
dus ook in het verticale vlak. Nu komt echter de bijzondere reflectie-eigenschap van
interne golven voor de dag. De hoek wordt namelijk niet gespiegeld ten opzichte van
de lijn loodrecht op de wand (zoals bij het biljart), maar ten opzichte van de verticaal.
Deze hoek is namelijk een functie van de frequentie van de golf en de gelaagdheid
van het water, maar deze veranderen niet bij reflectie. Dit betekent echter dat bij
reflectie aan een hellende wand de randen van een bundel dichter bij elkaar komen,
of juist verder van elkaar af komen; de bundel wordt smaller (intenser) of breder
(zwakker). Dit wordt focussering respectievelijk defocussering genoemd.

In een afgesloten bak was eerder al aangetoond dat focussering meer voorkomt3

dan defocussering: bij een groot aantal reflecties door het bassin (zoals in een wrij-
vingloos biljart) blijken de paden van de interne golven meestal te eindigen in een
zogenaamde limietcyclus. Dit is de voorkeursbaan waarin alle interne golven ein-
digen voor de gegeven frequentie, gelaagdheid en geometrie. Deze voorkeursbaan
wordt de interne golfaantrekker (Engels: attractor) genoemd. Nadat het bestaan van
interne golfaantrekkers in 1995 op theoretische gronden werd voorspeld, werden
deze in 1997 met bovengenoemde proeven in Lyon in een echte gelaagde vloeistof
aangetoond.

In eerdergenoemde proeven in Cambridge kon slechts een klein aantal reflecties
worden verkregen met de bundel die was ontstaan door een cylinder langzaam op
en neer te bewegen; er was bij wijze van spreken teveel wrijving in het biljart. In
Lyon werden de interne golven echter anders opgewekt: de hele bak werd periodiek
op en neer geschud. Hierbij kwam na enige tijd ‘schudden’ het verwachte patroon
van de aantrekker tevoorschijn. In dit proefschrift zijn deze experimenten opnieuw
bestudeerd. Hierbij zijn details van de patronen van de aantrekker in de vloeistof in

2De benaming rondspelen is hier ongelukkig gekozen, omdat iedereen weet dat dit bepaald hoekig
verloopt: door de randen van het biljart wordt de afgelegde weg van de biljartbal als (rechte) lijnstukken
aan elkaar verbonden.

3Behalve wanneer de bak rechthoekig is en rechtop staat. Er zijn dan namelijk geen hellende wanden.
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kaart gebracht, en ook hoe dit patroon zich in de tijd ontwikkelt. Hiermee is meer
informatie verkregen om te kunnen verklaren hoe de interne golven in de bak pre-
cies worden opgewekt en uiteindelijk terecht komen in de aantrekker. Vooralsnog
wordt nu aangenomen dat de beweging in gang wordt gezet door een periodieke
beweging van het oppervlak: een staande golf, of ‘seiche’.
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AANKOMST

Na lange dagen door de storm geteisterd
En somtijds uit de kooi gesmakt te zijn,
Door ’t leven van ’t zacht Lisboa nog verbijsterd,
Vind ik mij zitten op het zonnig plein.

Geleund in de uithoek van een balustrade,
Zie ik als over hemelsbreed kozijn
’t Beproefd schip dat stilligt aan de kade,
De gele stroom, de kleurge oeverlijn.

Beneden karren raatlen, kranen kreunen,
Hier is het stil, terwijl alleen gitaren
Een oude fado traag en droef opdreunen,
En of karveelen weer de Taag opvaren.

J. J. Slauerhoff
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