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ABSTRACT

The capability to track individuals in CCTV cameras is important for e.g. surveillance applications at large areas such as
train stations, airports and shopping centers. However, it is laborious to track and trace people over multiple cameras. In
this paper, we present a system for real-time tracking and fast interactive retrieval of persons in video streams from
multiple static surveillance cameras. This system is demonstrated in a shopping mall, where the cameras are positioned
without overlapping fields-of-view and have different lighting conditions. The results show that the system allows an
operator to find the origin or destination of a person more efficiently. The misses are reduced with 37%, which is a
significant improvement.
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1. INTRODUCTION

The capability to track individuals in CCTV cameras is important for surveillance applications at e.g. train stations,
airports and shopping centers. For the camera operators, however, it is laborious to track and trace people over multiple
cameras. In this paper, we present a semi-autonomous system for real-time tracking and fast interactive retrieval of
persons in video streams from multiple surveillance cameras. This system is demonstrated in a shopping mall. We
describe our system, which consists of tracklet generation, re-identification and a graphical man-machine interface. The
system is tested in a shopping mall with eight static cameras and 6 cameras were selected for an operator-efficiency
experiment. These cameras have non-overlapping (or hardly overlapping) field-of-views and different lighting
conditions. All video streams are processed in parallel on a distributed system and tracks and detections are continuously
stored in a database. The operator can use these tracks and detections to quickly answer questions such as “where did a
particular person come from?” or “where did he go to?”. The interface enables live tracking in current streams and
interactive searches in historic data. The results show that the system allows an operator to find the origin or destination
of a person more efficiently with less misses.

The outline of this paper is as follows. Section 2 describes our system, Section 3 describes the experiments and results
and finally Section 4 summarizes the conclusions.

2. METHOD

The system overview is shown in Figure 1. The main components are tracklet generation and the re-identification engine
and a graphical man-machine interface. Tracklet generation is an activity that continuously processes the incoming video
streams to detect persons and track them within a single camera. The resulting tracklets are stored in a tracklet database.
This database allows our system to quickly retrieve similar candidates after human interaction without computational
intensive video processing. In order to track a person in a large environment over multiple non-overlapping cameras, the
separate tracklets of a certain person from different cameras need to be combined. The re-identification engine compares
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the query with tracklets in the database and presents the most likely candidates. This engine consists of two components:
appearance-based matching and space-time localization. The combination of both is used to present the best matching
candidate. The human-machine interface allows the operator to interact with the system, by selecting queries and
candidates. Each component is described in more detail in the following subsections.

Tracklet generation Re-identification engine

Similarity
matching

Tracklet
database

s Perso_n > W|th|n-_cam
detection tracking

time loc. Interface <«

1
:
Space- i User
[}
1
1
1

Figure 1: The system consists of tracklet generation, a re-identification engine and a graphical user interface.

Our video-processing framework consists of robust re-usable video-processing components that can handle different
types of inputs (e.g. standard IP cameras), flexible parallel and distributed processing over multiple computers in a
network, and reliable data transfer by using FIFO buffers in the real-time processing environment.

2.1 Person detection

Background subtraction is commonly used for the detection of moving objects, but it typically fails to reliably segment
complete persons in busy environments [25]. Therefore, we used a pedestrian detector that can recognize humans in a
static frame. There are many pedestrian detectors available in literature, and we used several to detect persons in the
video, such as: the Laptev detector [22], Felzenszwalb detector [15], GPU based Felzenszwalb, Cascaded Felzenszwalb
[16] and the FPDW [11].

2.2 Tracklet generation

In literature, others have tried to solve the problem of multi-target tracking. Poiesi e.a. [24] proposed a method for multi-
target track-before-detect based on particle filtering. They included the target ID into the particle state to handle
unknown and large number of targets. A Markov random field (MRF) is used for death and birth of targets, assignment
of IDs to targets is performed using mean-shift clustering supported by a Gaussian mixture model. Heili e.a. [19] used a
detection-based approach for multi-person tracking with a conditional random field (CRF) for statistical labeling. They
used the time gap, Euclidean position difference, and Bhattacharyya color distance to model similarities and
dissimilarities, and learn the parameters in an unsupervised way. Heili e.a. first apply their tracking algorithm using
small temporal association windows. Then, the features are recomputed and the parameters are relearned up to the
desired association windows. They also propose to make the parameters dependent on the local context, e.g. if the local
space-time region of a video is crowded, then the distances between detections in this region will be smaller, and the
model shrinks the spread of feature distributions. Englebienne e.a. [13][14] used a probabilistic approach to track people
across multiple, sparsely distributed cameras, where an observation corresponds to a person walking through the field of
view of a camera. Modeling appearance and spatio-temporal aspects probabilistically allows them to deal with
uncertainty. They performed an experiment with two stereo cameras and four volunteers where the fields of view overlap
slightly. The probability of the appearance is assumed to be normal and additive, the probability of transiting from one
camera to another is set beforehand, and the probability of travel time is modeled as a uniform distribution based on two
conditions. Barbu e.a. [1] proposes an approach that involves simultaneous object detection and tracking, which
optimizes the joint object-detection and temporal-coherency score. Many detectors, e.g. those of Felzenszwalb, use
internally a scale-space pyramid to represent all possible detections at all locations and scales in an associated frame.
Instead of extracting and tracking the thresholded detections, Barbu e.a. directly track all detections in the entire pyramid
simultaneously by defining a distance measure between detection pyramids for adjacent frames and performing the
Viterbi tracking algorithm on these pyramids. Employing a distance transform makes this process linear in the number of
location and scale positions in the pyramid. The simultaneous detection and tracking solves the missing detections in
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single frames, which could also be solved by lowering detection thresholds or by projecting detections forward to
augment the raw detector in subsequent frames. Hu e.a. [21] show an extensive overview of tracking algorithms for
crowded scenes and they proposed a novel tracking method for crowded scenes based on particle filtering and optic flow.

The tracking that is used in this paper is based on an detection-before-tracking approach and it consists of a prediction
and an association step. The prediction (and update) step has been implemented in our framework with a linear fit
through the last N points (which assumes constant velocity). The association step is based on the bounding-box overlap
between the predicted and the actual location of a detection. New tracks, which have a less reliable velocity estimate, can
also connect detections in the vicinity without overlap. New tracks are not created in a location without moving objects,
to avoid the inclusion of false static detections, such as a garbage bin. However, the component is implemented in such a
way that it will track pedestrians that loiter or stop after entering the scene. The fitness of a track is related to the time
when the last detection was added; when no novel detections have been added for a few seconds, the track dies.

2.3 Distribution and storage of tracklets

Our hardware setup consists of one master PC for central database purposes, multiple slave PCs for distributed tracklet
generation in multiple cameras, and one machine for the graphical user interface (GUI). The tracklet generation is
executed and logged at multiple machines, and the tracklets are distributed to the master machine and external clients
with JSON and httppost. Recent tracklets are centrally cached in the memory on our master machine and also on our
GUI machine. The current tracklets can be retrieved as a continuous stream of information and historic tracklets can be
retrieved by providing a start and end time. Each tracklet consists of the following fields: a unique track number, camera
number, bounding box (x,y,width,height in image coordinates), positions (x,y,z in meters), date and time (ISO UTC:
yyyymmddThhmmess.uuuuuu), a snippet (small image) for the GUI, and a signature for re-identification. Furthermore,
we have couple messages based on the re-identification described in section 2.4 to connect tracklets from different
cameras, which contain a unique couple number and the related track numbers.

2.4 Appearance based re-identification

Recently, Satta e.a. [26] proposed a dissimilarity-based approach for speeding up existing re-identification methods and
an approach for retrieving images of individuals based on a textual query describing clothing appearance, instead of an
image. The same authors [27] proposed an online re-identification system in a camera network which uses segmentation
based on the depth map of a Kinect.

In our system, selection of similar tracklets uses a signature for each tracklet. These signatures are based on the re-
identification histograms [4], which are already computed during tracklet generation. The selection of the detection on
which the signature is computed is based on the largest product of bounding-box height and detection confidence.
Improved matching can be obtained when multiple signatures are used from a track, e.g. by using all histograms or by
selecting one per cluster of similar histograms. The signatures are used to compute the similarity between a tracklet in
one camera and all other tracklets.

The description of the multi color-height histograms (MCHH) and the transformed-normalized RGB histograms — which
are used for appearance-based similarity — can be found in [4]. Several detailed implementation notes about the
computation of these histograms — which are important for reproducibility and missing in the previous paper — are the
following. The first note is related to the segmentation of the person that is more accurate than the rectangular bounding-
box of the person to avoid the influence of background pixels. Initially, we used a fixed segmentation mask in the
pedestrian detection, but recently it was replaced by a segmentation based on background subtraction. Only values inside
the binary person mask are used for the normalization (RGB-rank, transformed, normalized). The other notes are about
computation of the transformed-normalized RGB. The transformed color-space ranges from -2 sigma to +2 sigma and
the region in the tails of the distribution is collected in the first and last bin. The normalized color-space has a normalized
r and g component and the b collects the total intensity (b = R+B+G). Transformed-normalized RGB is implemented in
the following ordering: normalized(transformed(RGB)).
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2.5 Space-time localization

A person cannot be at two different locations at the same time and the maximal travelling speed is used to speed up the
process of finding similar people by eliminating tracklets that are too far away.

The distance between two points in the shopping mall is not computed as an Euclidean straight-line distance through all
buildings, but as the geodesic distance through areas that are publically accessible. The start- and endpoint of a track are
projected to a graph that is centered at corridors and the travel time is computed with the graph assuming an average
traveling speed.

2.6 Visualization and user-interaction

The graphical user interface (GUI) consists of several panels, as shown in Figure 2: a map panel, a spot-camera panel, an
other-cameras panel, and a candidate-selection panel. The map panel consists of a map on which the camera locations
and the generated tracks are projected. The spot camera, i.e. one camera with high resolution, can be selected either by
interacting with the other cameras, with the map, or with the candidate-selection region. The interface can show both live
video streams or pre-recorded videos. The user can interact with this spot-camera view by playing forward or backward
and by selecting a person of interest. The panel with a flexible number of other cameras allows to get a quick overview
and to select the spot camera. The candidate-selection panel has two axes: the horizontal axis shows the time and the
vertical axis shows the different cameras. All candidates (generated by tracklet generation) can be shown in this panel.
When a person of interest is selected (either in the spot-camera view or in the candidate view), false candidates can be
removed based on space-time localization or on appearance-based similarity. The user is able to interact with the
similarity threshold to show more or less candidates (see Figure 3). By selecting the correct candidates, a complete track
of an individual can quickly be generated. This track is also visualized in the map panel, the spot-camera panel and the
candidate-selection panel (Figure 3).

R Rt BRI ALt s L

Figure 2: The graphical user interface includes the following: map (top-left), spot-camera view (top-center), other cameras (top-right),
candidate view (bottom). The spot-view camera is displayed in red on the map. The candidate view displays time on the horizontal
axis and cameras on the vertical axis.
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Figure 3: When searching using the re-identification engine, many candidates are suppressed and only people with similar appearance
are shown. The line in the candidate panel connects the tracklets of a certain person.

5

3. EXPERIMENT AND RESULTS

3.1 Experimental setup

In the shopping mall, nine PCs and eight static cameras were installed to test our real-time tracking and re-identification
framework. In the operator-efficiency experiment (Sec. 3.4), only six of the cameras were used to create more blind
spots. The PCs are Dell Optiplex 9010 small form, with Intel Core i7-3770, 3.4 GHz, and 8GB DDR3 memory. There
are different types of cameras, including AXIS 211M network cameras with 1280x1024 resolution.

3.2 Detection and tracklet generation results

To select a detector in our tracklet generation, we compared several implementations of Felzenszwalb (CPU, GPU,
Cascaded) and the FPDW. The FPDW appeared to give good results on the high-resolution images in acceptable
computational time. An example of the detection results with the FPDW detector is shown in Figure 4.
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Figure 4: Example of detection results with the FPDW detector. The green boxes indicate the detections.

Tracklet generation consists of pedestrian detection and within-camera tracking. An example of generated tracklets in a
camera view is shown in Figure 5 and a visualization on the map is shown in Figure 6.

——
- \ .

Figure 5: Example of generated tracklets in approximately 2 minutes. All lines indicate different tracklets, i.e. different persons.
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Figure 6: Map of a region in the shopping mall with several cameras (orange triangles) and tracklets (colorful lines)
in approximately 6 minutes.

3.3 Matching results

The experiment to assess the quality of different color models was performed on person pairs from different cameras in
the shopping mall (77 person pairs) and on data from the VIPeR dataset (632 person pairs) [18]. The color models and
parameters were selected from [4] and several combinations were tested.
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Figure 7: CMC of different color models on data from the shopping center (77 person pairs): multi color-height histograms (MCHH),
transformed (tr), normalized (n), opponent (opp), and RGB-rank (r). The figure shows that a combination of MCHH with transformed-
normalized RGB results in the best performance.
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Figure 8: CMC of different color models on data from VVIPeR [18] (10 randomly selected sample sets of 316 person pairs out of the
632 pairs): multi color-height histograms (MCHH), transformed (tr), normalized (n), RGB (rgb), opponent (opp), and RGB-rank
(rgby). The figure shows that a combination of MCHH with transformed-normalized RGB results in the best performance.

The results are shown in Figure 7 and Figure 8. The figures show similar results on VIPeR data and in the shopping mall.
Furthermore, the combination of MCHH with transformed-normalized RGB (both described in [4]) performs even better

than each of them separately.

The size of the database has a large effect on the matching performance. In a larger database, it is likely to have a larger
number of images with a high similarity to the query image, which do not actually constitute a correct match. In this
experiment, performed on the shopping mall data, the standard set of database images was enlarged by adding a varying

numbers of images from another period than the standard images.
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Figure 9: CMC curves for varying database sizes, where the rank on the horizontal axis is an absolute value.

CMC curves with varying database size, scaled to 100
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Figure 10: CMC curves for varying database sizes, where the percentage on the horizontal axis is the rank relative to the database size.

Figure 9 shows that the CMC curve decreases for larger database sizes, as expected. The results in Figure 10 show that
the CMC remains approximately constant on different database sizes, when the horizontal axis is rescaled to 100% of the
database size (instead of the absolute value of the database size on the horizontal axis). This allows us to estimate how
well the system will perform in sparse or crowded environments.
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3.4 Operator efficiency results

Finally, we performed an operator-efficiency experiment to test how good a human operator can track persons over
multiple cameras with and without our proposed system. The core of the proposed system is the candidate view which
allows users to interact with the tracklets and use the re-identification engine. In both cases — with and without candidate
panel — the volunteers were allowed to use the view with synchronized cameras, the time-bar, the map and the panel with
the spot camera, although some of these elements may already be an improvement over commonly used surveillance
systems.

In the experiment, we selected pedestrians (N=17), six cameras and for several pedestrians a time slot of 30 of pre-
recorded video data and for other pedestrians a time slot of 45 minutes. Many of the pedestrians are entering the scene
more than once, e.g. after some time in a shop. The pedestrians had different appearances, several with bright colors
(e.g., pink, red, blue) and others with more common colors (e.g. gray, black, brown). For each pedestrian the following
was given as a query: an initial camera number, a time stamp that the pedestrian is visible in this camera, a complete
camera frame with a red bounding box indicating the location of the pedestrian, and an enlarged snippet of the pedestrian
to show the appearance. The tool was initiated at the correct initial query position (time and camera) for each pedestrian.

The search task was performed by volunteers (N=8) that were trained for approximately 15 minutes to interact with our
GUI. After the training, the volunteers were given the instruction to find the appearance of the query persons in other
cameras as good as possible within max. 5 minutes. Each volunteer had to track half of the pedestrians without the
candidate view and the other half with the candidate view. Half of the volunteers was presented the odd pedestrians with
the candidate view and the even without, and for the other half of the volunteers it was vice versa. The alternating
scheme was chosen to avoid effects of a learning curve. The order of the presented pedestrians was fixed during the
experiment. One volunteer was removed from the experiment and replaced by a ninth volunteer, because the instruction
appeared to be misunderstood (pedestrians were only tracked forward and not backward, which made this volunteer
almost twice as fast as the other operators but at the cost of more FN).

The hits (TP), false positives (FP) and misses (FN) have been checked by visual inspection. The central question that the
volunteers had to answer is: “Where did the pedestrian come from and where did he/she go to?’. Therefore, the start and
the end of a track are the most important. One mouse-click indicating the presence of a pedestrian is sufficient for a
camera, unless a pedestrian reappears later after leaving the camera view, e.g. by leaving the shopping mall or entering a
shop. For example, a pedestrian may enter the mall in camera 1, move quickly via camera 2 to camera 3, enter a shop in
camera 3, and reappear 5 minutes later in camera 3 and leave the mall in camera 4. In this case, the volunteer should
have indicated the presence in camera 1 (once), camera 3 (twice: before and after the shop) and camera 4 (once). A
response in camera 2 is ignored, because it is a trivial intermediate point. The scoring system was explained to the
volunteers before they started to track the pedestrians.

In total 78 possible detections (TP + FN) were checked (on average 4.6 per pedestrian), of which TP+FN=30 in the even
pedestrians and 48 in the odd pedestrians. The number of false positives was very small (on average 0.6 FP per operator
for all 17 pedestrians). There is no significant difference in timing, because most volunteers used the available five
minutes completely (on average 265 and 250 seconds without and with candidates respectively). Therefore, we evaluate
the FNs. The results are shown in Table 1 (for each volunteer) and Table 2 (for each pedestrian). Because of the
difference in total possible misses between the even and odd pedestrians, also a relative number of FN/(TP+FN) was
computed in Table 1. Both tables show that the number of misses (FN) is reduced with 37% when the system is used.
This reduction in FN is significant using the Sign Test (in Table 2 the number of non-ties = 16, p = 0.003).
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Table 1: Comparison of operator efficiency with and without our system based on 8 volunteers who received 17 query pedestrians.
The absolute and relative number of FN are shown for each volunteer. The results show a reduction of 37% of the misses when the

system is used.

Pedestrians with Absolute number of FN: Relative number of FN:
candidate view FN FN /(TP + FN)
w.0. cand. with cand. w.0. cand. with cand.

Operator 1 even 29 10 0.60 0.33
Operator 2 odd 13 18 0.43 0.38
Operator 3 even 19 6 0.40 0.20
Operator 4 odd 12 17 0.40 0.35
Operator 5 even 25 9 0.52 0.30
Operator 6 odd 13 13 0.43 0.27
Operator 7 even 31 8 0.65 0.27
Operator 8 odd 9 14 0.30 0.29
Average FN 18.9 11.9 0.47 0.30

Table 2: Comparison of operator efficiency with and without our system based on 8 volunteers who received 17 query pedestrians.
The absolute number of FN are shown for each pedestrian. The results show a reduction of 37% of the misses when the system is

Number of possible detections of a pedestrian

used.
Pedestrian Odd Even Total
number 1|3 71 9/11|13|15(17| 2|4|6|8|10|12|14 |16
Possible detections: FN+TP |4|4| 62| 5| 8| 8| 5| 6| 3|2|2|3| 4| 4| 6| 6 78
FN without candidate view |9|7|15|2(12|22|16| 9|12 3|1|0({4| 7| 3|16|13 151
FN with candidate view 3(7|11({0| 1(10|13| 8| 9| 5|1|0(3| 2| 2|12]| 8 95
Difference in FN 6(0| 4(2|11(12| 3| 1| 3|-2|0|0(1| 5| 1| 4| 5 56
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Figure 11: Missed pedestrians with and without candidate view, as a function of the number of possible detections. It is shown that
the results for the system especially improve for a higher number of possible detections of a pedestrian.
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The results indicate that the improvement is primarily found for the pedestrians which appear more than 3 or 4 times in
the scene. This effect is also shown in Figure 11. Therefore, we tested the significance of the improvement for a small
number of possible detections (smaller or equal than 4) and for pedestrians with a high number of possible detections
(larger than 4). With the Sign Test, it was found that the improvement using the system was not significant for the first
set (number of non-ties 6, p = 0.22). The improvement for the pedestrians with a high number of possible detections was
found to be significant (number of non-ties = 8, p = 0.013). This shows that the improvement of the system is mainly
caused by persons who appear more often in the scene.

4. CONCLUSIONS AND DISCUSSION

In this paper, we presented a semi-autonomous system for real-time tracking and fast interactive retrieval of persons in
video streams from multiple surveillance cameras in a shopping mall. We described our system, which consists of
pedestrian detection, track generation, space-time localization, appearance based re-identification and a graphical man-
machine interface to fuse the information from multiple cameras. The system was tested in a shopping mall with multiple
static cameras. These cameras have non-overlapping field-of-views and different lighting conditions. All video streams
are processed in parallel on a distributed system and tracks and detections are continuously stored in a database. The
operator can use these tracks and detections to quickly answer questions such as “where did a particular person come
from?” or “where did he go to?”. The interface enables live tracking in current streams and interactive searches in
historic data. The results show that the system allows an operator to find the origin or destination of a person more
efficiently with 37% less misses, which is a significant reduction. It was also found that the reduction was mainly found
for persons who appeared more often in the scene.

The current experiment was relatively small in time (max. video duration = 45 minutes), number of cameras (6) and
space (scene contained only a few blind spots with these 6 cameras). Yet, the results already showed an improvement of
37%. The volunteers indicated after the operator-efficiency experiment that they experienced most added value of the
candidate view when a pedestrian was outside the visible region for a long time. We expect that a large scale experiment
(larger scene, more cameras, more blind spots and pedestrians out-of-view for long duration) will even show a higher
performance gain.

Future work may include a large scale experiment, the combination with behavioral profiling [6] or automatic action
recognition [5][7][9], and an evaluation on a public available database for multi-camera surveillance for person re-
identification, such as the database of Bialkowski e.a. [2]. Their database consists of 150 sequences of subjects travelling
in a building environment with eight camera views, with various viewing angles and illumination conditions, and an
XML-based evaluation protocol.
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