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1. Introduction

Performing urban search and rescue (USAR) is asftreand high demand task. The rescuers can usgtempair
of eyes and ears in the field, especially in plasbgre they themselves cannot go. A ground robotstpport
rescuers in their task. To develop such a groubdtrbigh fidelity and realism testing is needed High fidelity
evaluations are difficult to set up, because thieuonstances need to be complex and truthful. Is paiper we
performed a complex team experiment in the USAR alom\We measured a large number of variables tesass
participants’ performance, task load and emotiolnis paper focuses on the question whether the saemliools
(Observer and Facereader [2]) and measures gasdesuate indication of and insight in rescuers'rafiens for a
robot with two levels of automation (no versus jadixt

2. Method

Participants. Ten firemen participated, three in a pilot ane garticipant canceled, so that 6 participantotalt
completed the evaluation (5 male and 1 female ra@ecage of 42). The mean number of years thecfpatits had a
driver’s license was 24. Three participants hadeegpce with operating robots. And three partictpgrayed (first
person) computer games.

Procedure. Participants first had to read a general instractabout the experiment and then fill out some
guestionnaires. After which the participant wasneed to use the robot (see Figure 1). Training fias performed

in line-of sight and later out of line-of-sight. \&f the participant was confident enough and theuctors were
satisfied with their performance, they receivedringtions about the main evaluation. The main eatédnn consisted
of unit tasks (different tests of different level abstraction) [3] and the tunnel scenario. Thenainscenario
consisted of a reconnaissance with a team: Unma@nednd Vehicle (UGV) operator, Unmanned Aerial ¢
(UAV) operator and the mission commander. The piadnt performed the role of UGV operator. The &inn
scenario took 30 — 40 minutes, the whole evaluatok 3 hours. The evaluation was between subjéuty, either
used the UGV without autonomy (tele-operation) @hwautonomy (such as waypoint and speech navigjatio

Figure 1: Left is a picture of the UGV, in the mields a picture of the tunnel scenario on the raglparticipant is tele-operating
the UGV.

Task. The participants controlled the ground robot tofgren reconnaissance after a tunnel accident. Thetravas
deployed to gather more information about the sibnainside. The participants specifically had ¢ok for cars in
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the tunnel, the lay out of the situation, victimghére, how many and where) and look for fire andggaous
substances, depicted by pictures of warning signs.

Measures.

We used the following measures, the relation betwiee measures and the cognitive task load, pediocs and
emotional state are also depicted in Figure2.

* Workload questionnaire. Every 2 minutes we askedptirticipant what his current workload was onalesc
from 1 (none at all) to 5 (far to much). We alsgded the reaction time to answer this question.

» Heart rate variability was measured with a beluarbthe chest.

» An observer rated the behavior of the participdihie behaviors that were rated are: communicatigh wi
mission commander, situation report, tele-operatgrgund robot, operate robot by using speech
commands, waypoint navigation (the last three behsvare mutually exclusive). These behaviors were
adapted from [4] to fit the available data. Nowethat also non mutually exclusive categories weea.

« Emotional state, the participant’s face was recdmueng a webcam and later analyzed using Faceareade

« Performance, number of collisions: objective (olseBrand subjective (by participant).
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Figure 2: Relation of our measures and the task (i Level of Information Processing; TOC TimedDpied; TSS, Task Set
Switches), performance and emotion (arousal areheal) [reference].
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3. Reaults

First we looked at the behavior of the participatiising the scenario. See Figure 2 for an examplow the data
can be visualized in Observer. Figure 2 showstthatparticipant communicated a lot with the misstmmmander,
tele-operated the UGV by using the compass roseecép (in the beginning of the evaluation) and tedcthe
operator control unit a few times (the screen shgwthe different camera and laser images fronrobet [5]).

These views give us a good overview of the behadfidhe participants in time.
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Figure 2: screenshot of Observer with visualizeshgadata from the observers.

Behavior analyses for the rated behaviors is shiovifable 3. The first three participants only uselé-operation to
control the robot, this means no data is availéinespeech and waypoint navigation. Remarkabléas participant
four spent a lot of time navigating by speech a®$ time communicating with the MC or using the pass rose.
The other participants in the automated conditfwart{cipants 4, 5 and 6) communicated more withMi@@than the



participants in the manual condition (1,2 and Bis tan be related to the usage of the situatipartavhich was less
for the participants in the automated condition.éWlthe manual navigation is heavily used (partitipd and 6),

they also collided more.

Table 3: the number and duration (seconds) of @patnts’ behaviors (standardized data, range @iyl the number of UGV

collisions (objective and subjective).

Partic. Communication| Compass | Speech Waypoint | Mapping/ Performance
with MC Rose navigation | navigation | situation report # of collisions

1 40, 0.52 41, 0.65 - - 12,0.23 10,4

2 45,0.33 50, 0.82 - - 13,0.12 7,3

3 40, 0.17 53, 0.62 - - 12,0.15 52

4 37,0.45 17,0.29 33,0.31 3, 0.02 6, 0.07 6,0

5 68, 0.51 87,0.78 7, 0.08 3,0.01 1,0.01 19,WMan

6 68, 0.50 64, 0.73 0,0 10, 0.08 0,0 17,4

We also asked the participant how much effort aeriasks took (see Table 4). The tasks relatethe¢catitomated
conditions took little effort and using the compasse took more effort. We successfully collectezhrh rate
variability data. Because of the number of partiais we could not test for significance, but restadmay differ
from event data (such as finding a victim), seaurég3. Due to the limited number of participantsl &éme realistic
scenario that caused events to be presented iffexedit order for each participant we were not alglelink
experienced workload to the heart rate data.

Table 4: effort on tasks ranging from 1 (no effdéot5 (a lot of effort).

Task Effort
Managing the speed and direction of the robot ugiegcompass rose 3,3
Interacting with people (such as the mission condagnduring the scenario 2,6
Mapping/ situation report 2.3
Managing the speed and direction of the robot ugaige commands 2,0
Using waypoint navigation 2,0
Using voice commands to direct the robot 1,8
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Figure 3: heart rate variability of participantsagst the events in the scenario.

The emotional state of the participants duringttimnel scenario is shown in Table 5. The face reitiogy did not
work optimal because of the lighting conditions &mel participant did not always face the camenainfstance when
talking to the mission commander. Expressions digipant 6 were well-recognized because of herenak



Table 5: Screenshot of Facereader with mug sheiadicipant, valence chart with positive and negatlimensions and the
momentary state in terms of Ekman’s basic emot{sngrised, sad, neutral and other). Right patabfe depicts the participant
and the total number of times an emotion was rezednrand how many seconds this emotion lasteddonsks during the tunnel

scenario.

Subject | Happy Disgusted Sad Angry Surprised | Neutral
1 2 5 0 0 0 2
3.33s 7.33s 1.67s
2 0 2 11 8 1 31
3.80s 33.87s 10.80s | 3.73s 89.21s
3 0 2 0 0 0 0
2.4s
4 1 8 1 0 1 2
1.33s 8.47s 2.00 1.53s 1.20s
5 0 0 0 0 0 1
2.07s
6 4 0 42 0 112 116
7.33s 77.41s 426.03 399.17s

4. Conclusion

The detailed behaviors of the participants showsed/lat they were doing and for how long, thus gjuirs detailed
understanding of human-robot teamwork and how tettehaviors interact with each other. The emoliclada are
interesting, but due to the nature of the task wike participant does not still in front of theveaa (when talking
to the MC) and the lighting conditions are not opati, there were too much missing data. When thé&@mwental
conditions are better and with an eye tracker, \lleprobably get more useful data of the opera@rmotion. With
respect to heart variability data, the method ofisoeing should be improved. More extensive meagdurirrest is
needed, this way we expect a good baseline andrhdifferences when events occur. The scenariosnaedbe
improved, events should be more stressful to habetter effect on heart rate variability. For imst@ not only
finding a victim, but also hearing or being ablerteract with a victim.
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