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PREFACE

We are usually unaware of the sophistication of our interaction with the surroundings.
We navigate our body parts through the physical environment without noticing the
unparalleled complexity and extent of the systems that control and co-ordinate our
movements. Our sense-organs are continuously collecting vast amounts of information
about the perceptible world, including ourselves, but we hardly ever pay attention to
the puzzles involved in the interpretation of these endless data streams. Some scientists,
however, devote their lives to obtaining an understanding of the workings of the human
sensorial and motor processes. As they attempt to unravel the ways humans
communicate with the world, they are constantly faced with tantalizing problems. This
thesis recounts my personal expedition through this fascinating field of research. I hope
that at least some readers will feel stimulated to embark on similar journeys.

Hendrik-Jan van Veen
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I: INTRODUCTION AND OVERVIEW

Sensing the visual world is one of our main modes of communication with the
environment. At an elementary level of description we humans are equipped with a
complicated sense-organ (our eyes) that registers electromagnetic radiation in a certain
part of the spectrum. At a much higher level of description our visual sense seems to
provide us with an accurate and detailed representation of the objects in the world
around us. Human vision scientists strive to relate these extreme notions of the role of
vision in human functioning, and they do so by studying all kinds of intermediate
levels of description.

Information about the visual world is often classified in cues. A cue is a collection
of facts and assumptions pertaining to a certain logically coherent body of evidence. An
example of such a cue is the apparent size of something in relation to its distance from
the observer; the observed projected size of an object combined with the experience that
smaller-looking objects of equal actual size are farther away gives us a clue about the
distance between us and this object. Our natural surroundings accommodate many cues
like this. Focusing research on one particular cue at a time is a powerful and commonly
practised way of tackling the complexity introduced by this richness of our natural
surroundings, even though it has some serious drawbacks.

This thesis contains four studies concerned with the processing of the information
about the structure and rotation of objects which emerges when those objects move
relative to a stationary observer (structure-from-motion cue). The approach will be to
show subjects synthetic moving objects (computer graphics), and ask them to respond
to certain aspects of the structure and motion of these objects. Use is made of computer
generated and displayed objects instead of real physical objects mainly because this
makes it possible to explicitly control almost all stimulus parameters. Part of the thesis
is devoted to the description of the resulting empirical relationships between stimulus
and response. No less exciting, in my opinion, are the sections that attempt to interpret
the obtained results in terms of other levels of information processing.

Structure-from-Motion

Not every conceivable relative motion of an object with respect to an observer
produces information about the object's structure. It is intuitively clear that we, as
observers, need to see different sides of an object to get extra information. Figure 1:1
provides a taxonomy of the different motions, together with a schematic and simplified
representation of the corresponding optical flow fields. We will consider the
correctness of this picture in a minute, but first we explain the effectiveness of the
different motions. Small translations of an object in a direction orthogonal to the
direction in which it is seen (panel A) result in uniform flow fields (panel E). It is
obvious that this flow field can be described by just two parameters - magnitude and
direction of flow - and that these parameters carry information about the translatory
movement of the object but not about its structure. Similarly, translations along the
direction in which the object is seen (panel B) and rotations about an axis coincident
with this direction (panel C) both correspond to simple one-parameter flow fields,
which contain information about motion but do not provide information about the
object’s structure (panel F, pure expansion; panel G, pure rotation). Only when an
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object rotates about an axis orthogonal to the direction in which it is seen (panel D)
does the flow field depend on the structure of the object (panel H). Thus, this type of
rotation - loosely called ‘rotation in depth’ - lies at the root of the structure-from-
motion cue. Hence, one of the chief properties common to all stimuli used in the
following experiments is that the objects always ‘rotate in depth’. Some of the
mathematical intricacies involved with the actual recovery of structure from general
flow fields are discussed in chapter 3.
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Figure 1.1

Taxonomy of the different types of object motion (top row) and the resulting optic
flow fields (bottom row). The flow fields in the bottom panels correspond to arbitrarily
chosen examples of the corresponding object motions.

I want to clarify two issues here. Firstly, an object that objectively translates through
physical space rotates (and translates) with respect to the direction in which it is seen.
Therefore, its flow field is a combination of the fields depicted in panels E, F and H of
figure 1.1. This specific incarnation of the structure-from-motion cue is usually called
motion parallax. The second issue relates to a simplification that I made in producing
the flow fields depicted in figure 1.1. Normally, i.e. in the world outside the laboratory,
the structure-from-motion cue is accompanied by a perspective cue. Although
perspective deformations do contain information about the structure and motion of a
moving object (as such they form a cue), this information is very sensitive to noise and
is known to play a role in human vision only for larger fields of view (nearby objects).
I have deliberately chosen not to include the perspective cue in the stimuli, the main
reason being the substantial simplification of the mathematical model describing the
information content of the stimulus. Perspective information would complicate the flow
fields depicted in figure 1.1. I refer to chapter 3 for some discussion on this point.
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In this thesis I seek to investigate essentially two main issues: to what extent and with
what accuracy are humans able to pick up information about the structure and rotation
of moving objects, and how does the structure-from-motion cue mediate between these
moving objects and the representation of these objects maintained by human observers.
Below I briefly indicate how these issues are addressed in the respective chapters.

Structure

Chapter Two comprises a study of the perception of the volume of rotating objects.
Volume is one of the most important global structural aspects of an object, but it has
not received much attention in the past. The stimulus in this experiment consists of two
objects of variable shape and size revolving around a common vertical axis. The
subject's task is to indicate which of the two objects has the larger volume. One of the
most important findings of this experiment is that the shape of objects influences the
accuracy with which subjects are able to compare the volume of objects. Discrimination
thresholds for objects without a specific elongation, like cubes, are lower than for
objects that do possess a distinct elongation, like rods. Also, the discrimination
thresholds for regularly shaped objects like straight boxes are much lower than those
for objects that have a more irregular shape (confer the objects depicted in figure 2.1 in
chapter 2). The latter result indicates that in this experiment cues other than structure-
from-motion play a role as well. Since we ensured that the information provided by the
structure-from-motion cue was about equal for the random and regular objects, subjects
must have been able to make use of the specific regularities of some of these objects.
This knowledge is used later, in chapters 4 and 5, when similar objects are used for
other purposes.

Structure and Motion

In the flow field depicted in panel H of figure 1.1 information about the structure and
the rotation of the supposititious object is confounded. Chapter Three of this thesis is
dedicated to the perceptual confusion that arises when these structural and rotational
components are only partially disentangled. The stimulus that we show to the subjects
consists of two slanted planes oscillating about vertical axes. The subject's task is
twofold: match the orientation of one plane to the orientation of the other plane
(orientation relative to the axis of rotation) and simultaneously match the magnitudes of
rotation. The results show that in certain conditions, depending on the specific
orientation and rotation of the planes, subjects inadvertently compensate for errors
made in one subtask by making an error in the other subtask. Such a pattern of
correlated errors is a sign of a lack of information. A mathematical analysis of the
information available in the stimulus reveals that the specific pattern of correlations
found can be understood in terms of the low-level motion sensitivities of the human
visual system combined with the mathematical nature of the structure-from-motion cue.
The less than perfect processing of motion information (the flow field) by the visual
system effectively renders the differences within certain families of rotating planes
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invisible. This conclusion provides a tool for interpreting human performance in many
other tasks.

Motion

The last two chapters of this thesis address the processing of visual information about
the rotation of objects in space. In general, rotations can be described by the angular
speed of rotation and the orientation of the axis of rotation. In Chapter Four I
consider the perceived angular speed of rotation, while Chapter Five is concerned
mainly with the orientation of the axis of rotation. Although the rotation of an object
about an axis orthogonal to the direction in which the object is seen appears to be
crucial for the availability of information about its structure, not much seems to be
known about the perception of these rotations. I have therefore conducted a study that
investigates how certain spatial aspects of the stimulus influence the perceived angular
speed of 8D objects rotating about such axes. The subjects watch two rotating objects
(the same random objects that were used in chapter 2) and are required to indicate
which of the two objects rotates faster. Among other things, it is found that subjects
underestimate the speed of rotation around a vertical axis relative to the speed of
rotation around a horizontal or diagonal axis, that they overestimate the speed of
rotation of larger objects relative to the speed of rotation of smaller objects, and that
they underestimate the speed of rotation of peripherally viewed objects relative to the
speed of rotation of foveally viewed objects. Some of these effects can be understood in
terms of similar phenomena found in the perception of two-dimensional linear speed
and size. Apparently, the perceived angular speed of rotation is subject to many biasing
factors. While this result is interesting in itself, given the intimate relationship between
structure and motion it also imposes some constraints on the perception of structure
(e.g. rigidity).

In chapter 5 I use a somewhat different approach to investigate the extent to which
visual information about the rotary movement of objects is processed: subjects are
asked to mimic the rotary motion of an object displayed on a computer-monitor by
dynamically changing the orientation of a real object that they hold in their hand. This
method has several major advantages over the usual methods, one of them being the
high dimensionality of the response space; subjects are encouraged and enabled to
respond to every change in the observed orientation of the displayed object. The major
experimental findings relate to the orientation of the axis of rotation. From the
recorded motion of the real object one can compute the average measured axis of
rotation. The variability in the orientation of this axis is lowest for elongated objects
rotating around their main axis and for rotations about fronto-parallel rotation axes
(‘rotation in depth’), and is always higher than the variability of the response system
itself (the manipulating hand). The pros and cons of this paradigm are discussed at
length at several places in chapter 5, but at least I can conclude that because subjects
exhibit a high grade of reproducibility and a strong stimulus-response relationship in
the experiments the method is an adequate one for investigating visual information
processing.
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Abstract

We investigated the ability of buman observers to discriminate an important global 3D structural
property, namely volume, of motion-defined objects. We used convex transparent wire-frame objects
consisting of about 12 planar triangular facets. Two objects, vertically separated by 7°, were shown
simultaneously on a computer display. Both revolved at 67 °[sec around a common vertical axis
through their centres of mass. Observers waiched the objects monocularly for an average of three full
rotations before they responded. We measured volume discrimination as a function of absolute
volume (3 to 48 cm3; 1 metre viewing distance) and shape (cubes, rods and slabs of different
regularity). We found that: (@) volume discrimination performance can be described by a Weber law,
(b) Weber fractions depend strongly on the particular combination of shapes used: regular shapes,
especially cubes, are easiest to compare, and similar shapes are easier to compare than different
shapes, and (c) bumans use a representation of volume which is more veridical and stable in the
sense of repeatability than a strategy based on the average visible (2D) area would yield,

Introduction

The volume of a solid object is one of its most fundamental structural features. It
determines the space the object occupies and can give some indication of its mass. We
use our visual sense continuously to make judgements of volume (and mass): which
piece of meat is larger, do I have as much lemonade as she has, can I lift this object,
will this pile of clothes fit into that suit-case, etc? How do we go about making these
judgements? It is highly probable that we utilise all sorts of experience and prior
knowledge. This will not be very helpful, however, when we are dealing with
unfamiliar objects. Observing the objects from different viewpoints will help us to gain
a better 8D impression. This study reports on the human ability to discriminate the
volumes of various objects, when these objects are rotating in front of the observer.
The rotation lets the observer see all sides of the objects and make use of structure-
from-motion ‘computations’ to resolve the 3D structure of the objects. We varied the
size and shape of the objects and measured the veridicality and reproducibility of
volume comparisons.

There has been some previous research in this area, but it has mainly involved the
use of stationary, real objects. Lauer (1929) asked subjects to compare spheres, cubes,
prisms, spherical sectors and spherical segments and found that shape does effect
estimates of volume (e.g. the volumes of cubes were overestimated relative to spheres).
He also concluded that disparity of dimensions within an object was critical, because
the volumes of elongated prisms were overestimated relative to cube-like prisms, and
the volumes of flat spherical segments were underestimated relative to higher segments.
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Brunswik (1934, 1956) mentions an unpublished study by Stevenson on a similar
theme. In this study prisms of various elongations were compared with cubes of
various sizes. Subjects were given a prism and then asked to select from a set of cubes
the one with the same volume as the prism. The volumes of long prisms (sticks) were
slightly overestimated relative to cubes, whereas the volumes of thin prisms (plates)
were underestimated relative to cubes. Brunswik also notes that cube-cube comparisons
show much less variability (low threshold) than comparisons of different shapes. The
shape dependency of human volume estimation also has some practical applications. In a
book called ‘Packages That Sell’, Franken and Larrabee (1928) discuss some very
interesting packaging issues, including the influence of the shape (and colour) of a
package on its estimated size. For the specific case that they investigated, they found
that customers estimated a flat round can to be larger than a taller one, although the
contents of the cans were equal. The manufacturers thereupon decided to sell their ‘Cod
Fish Cakes’ in the flat can. In 1941 Piaget published his famous experiments on the
conservation of continuous quantities. He describes how young children seem to base
their judgements of the amount of orangeade in a glass on the height of the liquid
column, ignoring the width of the column and thus the actual volume of liquid. In the
1960s, the perception of volume was investigated with paradigms comprising ratio and
magnitude estimation tasks. The data from these experiments are usually analysed in
terms of power functions: judged volume is assumed to be proportional to a certain
power of physical volume. Baird (1970) gives a summary of these investigations,
concluding that in most cases the exponent of the power function for volume
judgements appears to be smaller than 1, typically 0.7, which is smaller than the values
found for area and length judgements. He does not give any information about the
response variance. Stanek (1968, 1969) published two short papers on surface and
volume judgements. He asked subjects to match the volume of prisms and cubes, and
found both underestimations and overestimations of prism volume, depending on the
specific elongation and size of the prism. Some connections between estimates of volume
and mass have also been investigated. The existence of the so-called size-weight illusion
has been known for more than a century now (Charpentier, 1891): the perceived weight
of an object depends not only on its physical weight, but also on its size. Recently,
Ellis and Lederman (1993) published an article about the role of haptic versus visual
volume cues in the size-weight illusion.

There are two main differences between our work and previously published
studies. Firstly, we investigate volume judgements of synthetic (computer graphics)
objects which are rotating relative to the observer. This approach features structure-
from-motion as the main depth cue for estimating volume, while eliminating other
(uncontrolled) depth cues that are usually available when real objects are used. Previous
research has typically employed fairly natural viewing conditions in which the relative
motion of object and observer usually played an inferior role. Secondly, we measure the
variance of responses, or discrimination thresholds. We have been unable to find any
systematic study on volume discrimination thresholds in the existing literature. Our
study resembles previous work in that it tries to establish the influence of shape on the
judgements of volume, albeit that we vary different aspects of shape.

The paper starts with a description of two psychophysical experiments we did with
human subjects. We measured veridicality and variance of relative volume judgements
as a function of overall scale in the first experiment, and as a function of shape in the
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second experiment. Then we consider the possible use of projected area in estimating
volume. We present the results of an algorithm that bases its volume estimates on the
correlation between projected area and volume, and discuss the implications for the
interpretation of the psychophysical data. Finally, in the general discussion, we compare
our results with those reported in the literature, and discuss what we have learned
about the way in which our visual system represents objects like the ones we use.

Methods

Experimental Set Up

The stimuli were generated on an Apple Macintosh IIfx computer and displayed on a
71 Hz Radius TPD/19 high spatial resolution (82 dpi) grey-scale monitor (1152 by
882 pixels). The subjects were seated in front of the screen at a distance of 1 metre.
Head motions were not explicitly restricted, but the subjects were required to keep
their right eye just in front of the centre of the screen. The left eye was covered with a
black patch. The room was dimly lit such that the subjects were still able to see the
monitor and the table on which it stood.

Stimulus

Temporal and spatial parameters

Two objects, vertically separated by 7° (centre-centre), were shown simultaneously on a
computer display. Object dimensions were controlled parameters of the experiment, and
resulted in projected sizes of between roughly 0.2° and 8° visual angle; the projected
sizes depended on shape, volume and instantaneous orientation of the object with
respect to the observer. Both objects revolved at a fixed rate of 67°/sec about a common
vertical axis through their centres of mass. Every 75 msec a new view (parallel
projection) of the objects was shown on the screen. The objects rotated back and forth
in depth with an amplitude of 180°. Thus, information about the period of rotation was
available to the subjects. Subjects had to watch each display for at least one full rotation
(360° in 5.4 seconds). There was no upper limit to the presentation time. We did not
prescribe fixation.

It should be noted here that, because we used orthographic projections of wire-
frame objects, the direction of rotation was mathematically ambiguous at every instant
(see. Ullman, 1979). This effect was confirmed by the subjects; they experienced
spontaneous reversals as well as opposite rotation directions for the two objects.

10
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Furthermore, the orthographic projection itself is not sufficient to define the position
in depth of the objects. However, the subjects reported that all objects appeared to be
located at the computer display, i.e. at 1 metre distance (note that the subjects were able
to see the monitor boundary), which is of course in accordance with accommodation
information. Apparently, since all objects were seen at the same position in depth,
apparent size differences were not interpreted as being due to different positions in
depth but were probably interpreted as real size differences.

General object description

We used convex transparent wire-frame objects consisting of about 12 planar triangular
facets. They were presented in high contrast as light line segments on a dark
background; the lines had a diameter of 1 pixel, and anti-aliasing was not used. The
objects were rendered as wire-frames without hidden line removal. This method of
rendering can facilitate the perception of the spatial structure, because it allows subjects
to see all parts of the objects at the same time. During pilot experiments, subjects
sometimes reported they had difficulty in memorising the structure of the hidden part
of opaque objects. This effect was strongly coupled to the angular velocity, apparently
because slower rotations require comparisons of parts more separated in time. Although
the definition of volume seems to be more intuitive in case of opaque objects than in the
case of transparent ones, we did not want to lose the advantage of seeing the complete
structure at any instant in time. (Todd, Akerstrom, Reichel and Hayes (1988)
investigated the difference in the perceived rigidity of opaque and of transparent
rotating cylinders. They found minor differences for the specific frame rate that we
used. Braunstein and Andersen (1984) also reported only small differences in the
veridicality of perception of shape of either opaque or transparent rotating spheres,
veridicality being slightly better in the case of transparent objects.) Similar
considerations regarding the specific choice of object motion led us to the conclusion
that a rotation around a fronto-parallel rotation axis was the most suitable one. Any
other rotation, or a translation combined with perspective instead of orthographic
projections, would always hide certain parts of the object from direct view. We used a
vertical rotation axis, but any other fronto-parallel axis would do.

Object generation, classification and manipulation

For every trial two new objects were created as follows: a set of vertices was generated
by randomly picking 10 positions within a unit cube. Next, the convex hull! of this set
of points was computed. Subsequently, points inside the hull were removed: a set of 10
points usually reduced to about 8 vertices on the hull. This enclosing surface defines
our objects, which at this stage have many uncontrolled properties.

1 We generate and define the convex hull of a set of points in space in two steps. First, we take the planes
defined by all possible sets of three different points (n(n-1):(n-2)/3! planes for n points). Second, we select those
planes that have all points on one side of the plane (points on the plane are ignored). When there are at least
four non-coplanar points, these selected planes enclose a volume (intersection of half-spaces), and the enclosing
surface is called the convex hull. In our case, this surface always consists of a collection of connected triangular
facets. If there are only a few points almost all of them are on the hull, while only a few are inside. The number
of facets is always equal to twice the number of vertices minus four.

11
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In our experiments we controlled a few structural parameters of these objects: their
volume, centre of mass and elongation and flatness. Elongation and flatness are defined
using the global length-width-height ratio (LWH ratio) of an object. Our definition of
the LWH ratio for a general object can be found in the APPENDIX. Using this ratio
we define three classes of objects: cube-like, rod-like and slab-like objects, see figure 2.1.
A cube has an LWH ratio of about 1:1:1. A rod (elongated or prolate object) has an
LWH ratio of about 4:1:1. Finally, a slab (flattened or oblate object) has an LWH ratio
of about 4:4:1. The factor 4 was used in all experiments. The preposition ‘about’ is
used to indicate that for an object to be in a certain class the LWH ratio need not be
exactly equal to a certain ratio, but may differ by as much as a factor of 2 (which equals
the square root of the aforementioned factor 4). Thus, an object with LWH ratio 2:1:1
is considered to be halfway between a cube and a rod, whereas 2:2:1 is at the boundary
of cube and slab and 4:2:1 is at the boundary of rod and slab. Clearly, there are many
LWH ratios that do not fit into any of the three classes that we defined. For our
purposes that does not present a problem. We need only a few well-defined and
reasonably different shape categories. (A similar classification scheme, based on the
notion of ‘extendedness’, can be found in Willats, 1985 (also see Willats, 1992).
Roughly speaking, cubes, rods and slabs correspond to his 3111, 3100 and 8110
regions respectively. We prefer the mathematically well-defined moment-based
description, as given in the APPENDIX.)

Figure 2.1

The three drawings depict objects with length-width-height ratios of 1:1:1 (cube),
4:1:1 (rod) and 4:4:1 (slab), from left to right respectively. Both the regular variety
(outside box) as well as the random variety (inside shape) are shown. The objects have
different volumes. (To make the drawing clearer, some line elements are removed. In
particular, note that the random shapes are presented as opaque instead of
transparent, and that the diagonals of the regular shapes are not drawn.)

To prevent subjects from making use of knowledge about fixed LWH ratios, we
scattered all three dimensions by multiplying them by factors uniformly distributed
between 1 and 2. In this way all ratios become distorted but the classification cube-,
rod- or slab-like is still valid. (A 1:1:1 object (cube-like) can, in an extreme case, become

12
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2:1:1 (cube-rod boundary) or 2:2:1 (cube-slab boundary), but it never becomes truly
rod- or slab-like.)

There is one object parameter that we have not yet discussed; we call this the
regularity of the objects. In addition to the randomly shaped objects discussed above, in
the second experiment we also used a set of rectangular (regular) boxes. These boxes
are again described by their volume, centre of mass and cube-rod-slab classification.
They consist of exactly 8 corners (vertices) and are triangulated just like the random
objects, i.e. each of the six sides is divided into two triangles. This limits the
differences between random and regular objects to the regularity alone.

After the object parameters have been defined, it is easy to control them.
Elongation and flatness can be manipulated by anisotropic scaling along the principal
axes of the object; see APPENDIX. The position of the centre of mass with respect to
the observer is easily changed by translating the object in space. The volume can be
adjusted by applying an overall scaling of the object. Under these transformations the
property of convexity is invariant. Special care was taken to ensure that the object
orientation was totally random; in other words each possible orientation had an equal
probability of occurrence (the orientation of the objects can be defined using their
principal axes). This randomisation of orientation is very important, for two reasons.
Firstly, we want to avoid conditions in which both objects have the same orientation,
especially when they are both rods or both slabs. Having roughly the same shape and
orientation, the volume difference translates into a difference in projected size, which
makes the task much easier. Secondly, in general the randomisation ensures that the
faces of the regular objects (the boxes) are not aligned with the screen or with the’
(vertical) rotation axis. A situation in which they are aligned is clearly not preferable.

Procedure

The subjects were instructed to discriminate the volume of two simultaneously rotating
objects. They watched the objects for an average of about three full rotations, before
indicating which of the two had the larger volume by moving a trackball either up or
down. No feedback was given.

Each stimulus consisted of a test object and a reference object. Their order on the
screen (upper or lower position) was randomly chosen for each trial. Each experimental
condition was defined by the volume of the reference object, the regularity of both
objects (random or regular), and the cube-rod-slab classification of the reference object
and test object separately.

Adaptive Stimulus Control and the Psychometric Curve

For each condition we measured, as a function of the ratio of volumes In(Viegt/ Vref),
the percentage of trials in which the subject indicated that the test object had the larger
volume. If we make the assumption that subjects will behave similarly for different
absolute volumes (scale-invariance), then we have to use a logarithmic scale. (The use of
this log is based on a result from decision theory (known as Jeffrey's rule); see Jaynes,
1968. In fact, the assumption was confirmed by the experimental data, as we shall point
out later.) An adaptive psychometric procedure (Werkhoven and Snippe, in press) was

13
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used to estimate the two parameters that characterise our psychometric curve
(cumulative normal distribution): the point of subjective equality (PSE) p, which is the
physical log of the volume ratio at which the two objects appear equal in size (the PSE
represents a certain bias in the subjective volume of two different objects); and the
threshold o, which is the difference in the log of the physical volume ratio relative to
the PSE needed to successfully discriminate the two volumes (84% correct). After each
trial, new maximum likelihood estimates of the PSE and threshold were calculated. The
next trial was placed either at p+o or at p-o, with equal probability. We used 100
trials per condition per subject. The adaptive procedure usually converged within 50 to
70 trials. Only one adaptive procedure out of 69 did not converge sufficiently and was
discarded. For each psychometric curve, we computed statistical minimum estimates of
the measurement errors in both 1 and o. To allow for an easier interpretation of the
results, we do not present the logarithmic p and ¢ but we translate their values into
subjectively equal volume ratios and volume increment thresholds respectively.

Subjects

Four subjects participated in our experiments: HV, SP, MH and IH. The subjects SP,
MH and IH were emmetropes. The author HV was myopic but spectacle corrections
were used throughout. All subjects had had previous experience with structure-from-
motion tasks, but except for the author HV, they were only slightly acquainted with the
topic of research.

Experiment 1
Volume discrimination as a function of overall scale

Experiment 1 was designed to get a general impression of volume discrimination
performance. We varied the absolute size of the objects and used a number of different
shapes.

Design

We measured the volume discrimination performance of three subjects (SP, MH and
IH) as a function of reference volume. We defined 15 experimental conditions. Five
different values for Vyef were used: 3, 6, 12, 24 and 48 cm3. (To prevent subjects from
using simple cues based on absolute size, in each trial we chose the actual value of Vyef
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EXPERIMENT I: VOLUME DISCRIMINATION AS A FUNCTION OF OVERALL SCALE

from a uniform distribution of plus and minus 30% around one of these values.) Three
different shape conditions were used: the reference object was either cube-like, rod-like
or slab-like, whereas the test object was always cube-like. We used random shapes only.
All 15 conditions were mixed together, resulting in a total set of 1500 trials per
subject. Subjects completed the experiment in about three two-hour sessions.

Results

The upper panels of figure 2.2 show the increment threshold values for volume
discrimination for three subjects. The first observation is that the thresholds are
independent of the value of the reference volume, except possibly for subject IH in the
cube vs. slab condition. Thus a Weber law for volume discrimination holds within this
range of volumes. The average Weber fractions vary from 15% (SP; cube vs. cube) to
80% (IH; cube vs. slab), depending both on subject and shape-condition. A result
common to all subjects is that the cube vs. cube condition results in significantly lower
Weber fractions (21::2%; averaged over subjects and reference volumes) than the other
two shape conditions (cube vs. rod 45£3%; cube vs. slab 5516%).

The subjectively equal volume ratios are presented in the lower panels. It is clear
that there are many inter-subject variations. For subject SP the ratios are almost one,
whereas for IH and MH the ratio of the cube vs. slab condition is about two thirds,
indicating a relative overestimation of 50% of cube volume relative to slab volume! For
the other shape conditions there is no consistent deviation from veridicality, although
subject MH does estimate rods to be slightly larger than cubes (ratio 1.18+0.03;
averaged over reference volumes). We can summarise the data on subjectively equal
volume ratios by stating that a significant deviation from unity (the veridical value) can
be found for two out of three subjects, but only in the slab vs. cube condition: in that
case the volume of the slab seems to be underestimated relative to the volume of the
cube.

Discussion

Firstly, volume increment thresholds of up to 80% are found, and even for the cube vs.
cube condition the average increment threshold is about 20%. In view of our everyday
experience with estimating weights (of ingredients for our meals for instance) one may
find these values surprisingly high. On the other hand it is a well-known
psychophysical result that discrimination of 8D lengths also reveals high thresholds,
typical values are about 25% (Norman, Todd, Perotti & Title, in press, used stimuli
similar to ours to estimate 8D length discrimination under varying experimental
conditions. Werkhoven & van Veen, 1995, found similar thresholds for relief
discrimination, which is equivalent to an affine 3D length task.). Since we can combine
three length estimates to get a volume estimate, high thresholds for 3D length
discrimination could have some predictive value for volume discrimination, although
the numerous possibilities of combining lengths into volume impede actual quantitative

15



II: VOLUME OF MOTION-DEFINED SOLIDS

predictions2. Nevertheless, the high thresholds may also result from subjects having
conceptual difficulties in dealing with the random shapes. It might be a good idea to use
objects that are easier to recognise. We will try this in Experiment 2.
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Figure 2.2

This figure shows the results of experiment 1. The upper row of panels shows, from left
to right, the volume increment threshold percentages for subjects IH, MH and SP
respectively. The lower row shows the corresponding subjectively equal volume ratios.
The horizontal axis indjcates the volume of the reference object on a log scale. The test
object was always a cube-like random object, whereas the reference object was either a
cube-like (square symbol), rod-like (diamonds) or slab-like (circles) random object.
Error bars represent minimum statistical estimates of the measurement error.

2 A full metric representation of the objects is not necessary for comparing their volumes. A collective affine
representation would suffice, since the ratio of volumes is a relative affine invariant of weight 1 (See Gurevich,
1964. Also see Koenderink and van Doorn, 1991). Todd and Norman (1991) tried to find out whether the
representation of visual space that humans use in structure-from-motion experiments is closer to an affine
representation or to a metric one. Their conclusion is in favour of an affine representation, partly because they
found the lowest thresholds with tasks requiring only an affine representation instead of a full metric
representation. The high thresholds that we find seem to contradict this conclusion. To the very least, it shows
the difficulty of a quantitative comparison of thresholds obtained with affine and metric tasks. Recently, van
Veen and Werkhoven (in press) showed that within one experiment, thus comprising one task and one type of
stimulus, responses reminiscent of an affine as well as of a metric representation could be found, depending on
specific stimulus parameters.
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EXPERIMENT I: VOLUME DISCRIMINATION AS A FUNCTION OF OVERALL SCALE

Secondly, by inspecting the values of the subjectively equal volume ratios we see
that very large deviations from veridicality do occur. These deviations are subject
dependent. If we extend the set of shape combinations, we might be able to show
consistency of the ratios within each subject. This issue will also be addressed in
Experiment 2.

Our assumption that performance would be independent of reference volume is
clearly proven by the data: the Weber fractions are independent of the absolute volume.
Supplementary evidence for this was supplied by a pilot experiment in which we only
used symmetrical conditions, i.e. test and reference object were both cube-like, both rod-
like or both slab-like. With such a set-up, asymmetries of the underlying psychometric
curve show up as differences between objectively and subjectively equal volume ratios
(bias). Such an asymmetry indicates that Weber's law has been violated. When we
analysed the data (2065 trials) in terms of volume ratios instead of the logarithm of
those ratios, a small but significant (three sigma) deviation appeared; this was absent
when we used the logarithmic scale. Apparently the psychometric curve is best
described (it is symmetric) by a cumulative normal distribution of the logarithm of the
volume ratio, not of the ratio itself.

Experiment 2
Shape dependence

Experiment 2 was designed so that we could investigate more closely the differences in
subjects’ performance with differently shaped objects.

Design

The reference volume was fixed at 24 cm3 (and scattered as before). We measured the
volume discrimination performance of two subjects (HV and SP) as a function of two
shape parameters: the amount of regularity of the objects and the cube-rod-slab
classification of each object. We defined 12 experimental conditions. Two different
levels of regularity were used: either random shapes (like in Experiment 1) or regular
shapes were shown. Furthermore, each object was either cube-like, rod-like or slab-like,
resulting in cube-cube, rod-rod, slab-slab, cube-rod, cube-slab and rod-slab
combinations for test and reference shape. All 12 conditions were mixed together,
resulting in a total set of 1200 trials per subject. It took subjects about three sessions
to complete the experiment.
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Figure 2.3

The figure presents the results of experiment 2. The upper row of panels shows the
volume increment threshold percentages for subjects SP (left) and HV (right). The lower
row shows the corresponding subjectively equal volume ratios. The data are presented
as a function of the shape condition. The various cube-rod-slab combinations are
specified along the horizontal axis. The two bars for each shape combination
correspond to random and regular shapes (see legend). Error bars represent minimum
statistical estimates of the measurement error.
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EXPERIMENT II: SHAPE DEPENDENCE

Results

As we can see in figure 2.3, the most important result of this experiment is that the
performance of the subjects improves dramatically when they were tested with regular
shapes instead of random shapes. In almost all conditions and for both subjects the
Weber fractions are roughly halved: the average ratio of increment thresholds (regular
over random) is 0.49+0.07 for subject SP, and 0.5610.08 for HV. With the regular
shapes the lowest thresholds are about 10%! Because we measured each condition only
once for both subjects, we do not have enough data to test the significance of the small
differences between the thresholds for different cube-rod-slab combinations.

The subjectively equal volume ratios show much variation. Within a subject the
ratios for random and regular shapes are not the same. These within-subject differences
seem to be almost as large as those between subjects. No systematic difference between
the ratios of regular and random shapes could be found. Note that the subjectively
equal volume ratios of the symmetric conditions ought to be unity on average;
therefore, inspection of the measured ratios for these conditions gives us an impression
of the accuracy of the data and the validity of the estimated measurement errors: of the
12 ratios (2 subjects*3 symmetric conditions*2 levels of regularity), 6 deviate from
unity by less than one measurement error and only 1 differs from unity by more than
two measurement errors; in all this indicates a very slight underestimation of the
measurement error.

In the discussion of Experiment 1 we mentioned the possibility of performing a
consistency check for the ratios within a subject. To measure consistency we define a
closure-relation for the subjectively equal volume ratios R:

C = Reype—rod ® Rrod—siab ® Ritab—cube

This consistency definition is based on the assumption that the ratio of volumes and
not of volume itself is the basic entity describing human volume discrimination. This
view is supported by the results of Experiment 1: Weber fractions and subjectively
equal volume ratios are almost independent of absolute volume over at least one decade.
‘When the ratios of the three mixed shape conditions are consistent within a subject, the
value of C should be unity. We found 0.9310.07 (random), 0.89+0.04 (regular) for
subject HV, and 1.2040.09 (random), 0.9740.04 (regular) for subject SP. These values
are not close enough to unity to demonstrate consistency of shape-bounded
overestimations and underestimations of volume within each subject.

Discussion

What could be the reason for the differences in subjects' performance in the regular and
the random shape conditions? The complexity of the projected scenes is equal, because
we use equal numbers of line elements for both types of objects. The main differences
are in 3D: the regular objects are more symmetrical than the random ones. It cannot be
deduced from the current set of experiments whether the improved performance is due
to the subjects making good use of the parallelism of facets, the equal length of parallel
edges or the right angles while ‘computing’ volume, or to the easier recognition and
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IT: VOLUME OF MOTION-DEFINED SOLIDS

remembrance of more symmetric objects in general. One would need to test objects with
characteristics in the range between those of the regular and the random ones. An
alternative explanation based on area estimates (2D-cue) and the variation of shapes
within a shape category will be explored in the next section.

Simulations
Area-based volume judgements

One aspect of our experiments that we have not yet discussed is whether area cues may
perhaps be used in estimating volume. The argument is that projected area is related to
surface area, and the latter is related to volume. An observer might find it easier to
estimate projected area than estimating volume directly. In this section we make an
attempt to establish the usefulness of this cue. We test an algorithm that uses the
average projected area during a single rotation about a fixed axis as the direct correlate
of the volume of the corresponding object.

The relation between area and volume

The objects that we used in the previous experiments are all convex and therefore their
38D surface area is finite. For these types of objects there is a theorem (see van de Hulst
(1964), p.110-111) which states that the average projected area (2D) of such an object
(averaged over all possible orientations of the object in 3D space; not an average during
one rotation!) is one quarter of the 8D surface area. If, in addition, we appreciate the
fact that surface area is related to volume, a link between projected area and volume
emerges. The relation between surface area and volume depends on the shape of the
object. To summarise so far, we can write

V = Y(shape)* $%
S=4<A>
in which V is the volume, S is the surface area, <A> is the average projected area, and

Y is a shape dependent factor relating volume to surface area. This factor y is 0.094 for
spheres, 0.068 for cubes, 0.052 for rods and 0.048 for slabs®. (The exponent % is

3 This statement is only valid for the ragular cubes, rods and slabs with LWH-ratios 1:1:1, 4:1:1 and 4:4:1
respectively. The random objects as well as objects with other LWH-ratios have slightly different 7y values.
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SIMULATIONS: AREA-BASED VOLUME JUDGEMENTS

easily understood: when we scale each dimension of an object with a factor A, its
surface area scales with 2% and its volume with A. So, in order to keep y scale-
independent, we have to take the surface area to the power of %.)

Of course a few difficulties arise when a subject tries to use the projected area cue.
Firstly, the subject needs to know the factors y for the shapes that he is judging. This
would mean judging shape before judging volume. Apparently, this is quite likely,
because subjects can recognise the shape of the objects at least to some extent. Secondly,
an accurate judgement of volume requires area estimation using projections from as
many different directions as possible. This is clearly a big problem, because we
presented the subjects with a very limited set of projections, namely those
corresponding to a rotation around a fixed axis. Consider the rods for an example:
depending on the orientation of the rod relative to the rotation axis, its projected area
can be constant and at its maximum during the rotation (axis of rotation aligned with
the length-axis of the rod), or it can vary from maximum to minimum (axis of rotation
orthogonal to the length-axis of the rod), or anything in-between (random axis of
rotation). Clearly this will result in very large differences in the average projected area
of one and the same object! From this we must conclude that the estimation of volume
based solely on the average projected area during one single rotation is a very
unreliable method. However, it is much easier to find out how the method works for a
large number of trials. The average projected area in such a large group of trials, and
therefore also in a large group of relative orientations, eventually becomes equal to one
quarter of the 8D surface area. Therefore a reasonable average performance might
develop. To check this ‘average usefulness’ of the area cue, we ran several simulations
of the previous psychophysical experiment, replacing the human subject by an
algorithm that used the area cue. Although it is hard to anticipate the outcome of the
simulations with regard to the thresholds, the values of the subjectively equal volume
ratios for the different shape combinations can be predicted from the definition of the
algorithm. For the regular shapes (with the standard LWH-ratios) we can compute
these ratios: 1.19 (cube-rod), 1.26 (cube-slab) and 1.06 (rod-slab). Even before actually

running the simulations we can see that these values are quite different from the values
found with human subjects. Predictions for the random shapes are much harder to make
because their shapes are only defined statistically.

Methods

Stimulus, procedure and design were the same as in Experiment 2. The subject was
replaced by an algorithm that computed the projected area of each object, averaged over
one complete rotation. Thus, the judgement of volume was replaced by a judgement of
average projected area. Our decision to average over exactly one full rotation is
somewhat arbitrary; subjects always watched at least one full rotation, but typically
somewhere between two and three rotations. The use of either more or less than one
full rotation will obviously influence the results of the simulations. However, in
comparing the results of the algorithm with those obtained with human subjects, we
decided that the most important point was to keep the number of different projections
equal.
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Results

The results are presented in figure 2.4. The different stimulus conditions have two
marked effects on the threshold levels. First, the thresholds for the cube-cube
combination are 2 to 4 times lower than the thresholds for the other shape
combinations. Second, thresholds are significantly lower for regular objects than for
random ones; the average ratio of regular threshold over random threshold is
0.8010.10.

SIMULATION O Random shapes
Regular shapes

Volume Increment Threshold (%)

cubevs.cube rodvs.rod slabvs.slab cubevs.rod cubevs.slab rodvs.slab

Shape combination (test-ref)

1.7

O Random shapes SIMULATION
1.64 © Regular shapes

1 T

Subjectively Equal Volume Ratio
s

0.9
D+0 P+P ez 1P D12 P2

cubevs.cube rodvs.rod  slabvs.siab cubevs.rod cubevs.shb rodvs.slab

Shape combination (test-ref)

Figure 2.4

The figure depicts the results of the simulations. The upper panel shows the volume
increment threshold precentages and the lower panel shows the corresponding
subjectively equal volume ratios. The data are presented as a function of the shape
condition. The various cube-rod-slab combinations are specified along the horizontal
axis. The two bars for each shape combination correspond to random and regular
shapes (see legend). Error bars represent minimum statistical estimates of the
measurement error.
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We computed the factor y for each individual trial during the simulations and
found a range of almost 1.5 decades. This means that for each single trial volume
judgements based on the average projected area can be wrong by more than an order of
magnitude! However, after averaging over 100 trials per condition, we conclude that the
algorithm is reasonably accurate.

The subjectively equal volume ratios of the symmetric conditions are equal to
unity, as we anticipated. We can compute the closure of the ratios of the non-symmetric
conditions to check for internal consistency. Of course we do not expect the algorithm
to yield any significant deviation. We found 1.0010.09 (random) and 0.9310.07
(regular). These values are indeed close to unity, closer than the results with human
subjects in Experiment 2. The subjectively equal volume ratios that we measured for
the regular mixed shape conditions are 1.2140.05 (cube-rod), 1.3810.04 (cube-slab) and
1.02+0.05 (rod-slab), which is in agreement with the values that we predicted above
using the y factors.

Discussion

The main goal of running the simulations was to find out something about the amount
of volume information carried by projected area, which then indicates the usefulness of
this area-cue for human observers. We already concluded that it is mainly average
information which is conveyed; the area cue is not very effective for a single volume
judgement. When average performance over 100 trials is compared, the algorithm
shows somewhat higher thresholds than do the human subjects, except in the cube vs.
cube conditions. The improvement in performance from random to regular shapes is
less drastic in the case of the algorithm than in the case of human subjects: the average
Weber fraction drops to 80% of the random object fractions, whereas it drops to 53%
for the human subjects. It is still surprising, however, that the absolute thresholds
produced by the simulations, which are based on a rather primitive and imprecise
strategy, are only moderately larger than the human thresholds.

A direct comparison of the subjectively equal volume ratios that we measured with
human subjects with those produced by the algorithm will not be very fruitful, because
the differences between subjects are quite large. Furthermore, since the subjects clearly
recognise the objects in some sense (cube-like etc.), their judgements might be affected
by feedback and training. A deviation from veridicality then has more to do with
subjects’ past experiences and less to do with a specific strategy in judging volume. We
did not verify whether feedback can indeed influence a subject's behaviour.
Nevertheless, the fact that the subjectively equal volume ratios differ between the
human and algorithmic discrimination suggests that humans do use a representation of
volume which is not based on projected area alone. Moreover, this representation is on
average more veridical than if based on projected area alone (the ratios are closer to 1
than found with the algorithm; compare figures 2.3 and 2.4, lower panels).

‘We must conclude that in machine vision projected area can indeed be used as an
estimator for volume, but that it is not sufficient to describe human performance in
volume discrimination tasks.
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General Discussion

Summary

We presented results of psychophysical experiments testing the abilities of human
observers to discriminate the volumes of rotating objects, as affected by the shape of the
objects. We found that the volume discrimination thresholds could be described by a
Weber law. The Weber fractions depended on the particular combination of shapes
such that the task was easiest for regular objects, especially cubes (Weber fraction
~10%), and most difficult for irregular objects with different length-width-height ratios
(Weber fractions sometimes up to 80%). Furthermore, we designed an algorithm using
the average projected area of a rotating object to compute its volume and tried to
address the relevance of this relationship to human observers. We found that the
repeatability of human volume judgements varies with shape in a way which is rather
well predicted by the algorithm. We also found that human observers are generally
more veridical than the algorithm predicts.

Discussion

It is almost impossible to compare our results with previous literature on volume
judgements, because we use a completely different experimental set-up and analysis.
However, as has been reported in the literature, we do indeed find that shape influences
volume judgements. As we have argued before, the effect of shape on relative
underestimations and overestimations of volume is too variable over subjects and
conditions for us to draw detailed conclusions. Past research has almost always used
large groups of subjects and has reported (stable) average biases instead of individual
ones. For instance, Stanek (1969) found that stationary real objects, much like our
regular rods of Experiment 2, were judged to have the same volume as cubes that were
10% smaller. This is an average over sixty subjects. Comparing this result with our
results for two subjects, summarised in the lower panels of figure 2.3, will not teach us
much. However, the result found by Lauer (1929) and Stevenson (in: Brunswik, 1934,
1956) that the volume of flat objects tends to be underestimated with respect to that of
more cube-like objects might be reflected in the data of Experiment 1, in which two out
of three observers were found to significantly underestimate the volume of slabs
relative to cubes. We found one study which actually reported on the response
variability; this response variability is closely related to our discrimination thresholds.
Stevenson (mentioned in Brunswik, 1934, 1956) noted that in his experiments cube-cube
comparisons had much less variability (lower threshold) than comparisons of different
shapes, which include rod- and slab-like objects. This is indeed in agreement with our
results.
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Area-based Volume Judgements

Using projected area measures as a replacement of volume can be interpreted as an
ignorance of the third dimension. We could equally well say, however, that we did not
ignore the third dimension but instead assumed the unknown depth of an object to be
directly related to its width, or to the square root of its projected area. Whether we
compare projected area or projected area to the power of 8/2 is clearly irrelevant. Such
relations between depth and width have been proposed in the literature before (Caudek
& Proffitt, 1998 and Rubin, Solomon & Hochstein, 1995). Whatever the interpretation,
the experimental results prove that human subjects do better than a simple area-based
analysis of volume. To obtain more reliable judgements with area-based algorithms, one
could for instance incorporate some extra information about the y factor (which
requires a shape judgement) preferably depending on the specific orientation of the
object (which requires an orientation judgement as well). This requirement of shape and
orientation judgements in addition to an area estimate means making quite a complex
extension of the basic method and we will not discuss this any further. There might be
some practically relevant applications of area-based volume computations in general. A
machine vision system could combine these with knowledge about the chemical
constituents of an object in order to compute its mass. The advantage of using vision to
judge mass instead of measuring weight would be that vision can be used at any
distance from the object, whereas the measurement of weight requires some force-
exerting device near the object. It is obvious that the area method fails with non-convex
objects, but in general at least an upper bound of volume (mass) can be computed.
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Appendix
How to define length-width-height ratios.

It is easy to assign a length, width and height to regular objects like boxes or
ellipsoids. But what about irregularly shaped objects? Below we will use a
decomposition into 3D solid moments to find a generalisation of the length-w1dth-
height ratio which is useful for a large set of ob_|ects

A well-known class of methods used for object description and recognition is based on
moment invariants (Hu, 1962; Prokop & Reeves, 1992; Dudani, Breeding & McGhee,
1977). These moments describe object (or image) properties that are invariant under
certain types of transformations, typically rotations, translations, scaling, etc. This
invariance is indeed very useful in dealing with certain recognition problems. Moments
are also commonly used in mechanics to characterise bodies by their spatial
distributions of mass (see e.g., Banach, 1951, or Routh, 1960). We will use moments of
three different orders to describe the objects that we generate in our experiments. An
analogy with the use of moments in mechanics will serve as an aid to understanding the
mathematics.

The space occupied by a three-dimensional geometric solid can be described by a
distribution function p(x,y,z) that is o outside the object and 1 inside. We can define a
set of Cartesian® solid® moments {M,,q,| p.9,r=0,1,2..} of this distribution function;
this set in general forms a complete description of p(x,y,z) (see Hu, 1962 and Sadjadi &
Hall, 1980):

M, = [[[xPy%2"p(x,, 2)dxdydz,
space
pgr=012..

These moments can be grouped on the basis of the sum of their indices s=p+g+r, also
called the order of the moments. In mechanics, usually only orders up to and including
2 are used; this is also sufficient for our purposes.

The zero-th order moment My, (s=0) equals the volume of the object (or its mass,
depending on the way p(x,y,z) is defined). The first order term (s=1) is a vector in

M0 . .

space: [Mom], which equals Mgy, times the centre-of-mass vector. Clearly we can use
Mo

these two terms to describe the size and position of an object. To adjust the values of

4 Some people use rotational, orthogonal or complex moments instead of Cartesian moments, depending on
their specific needs. For instance, the use of orthogonal moments allows for an easier inverse transformation,
i.e. computing the distribution function from a given (limited) set of orthogonal moments. See Prokop &
Reeves, 1992.

5 Solid moments as opposed to surface moments; we integrate over 3D space, not over the surface of the
objects.
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these parameters to fit our needs, we can apply isotropic scaling and translation to the
object.

The second order term (s=2) is somewhat more complex; it is represented by a
tensor of rank 2, which can be denoted as a 3x3 real valued symmetric matrix. This
matrix has three orthogonal eigenvectors, known in mechanics as the principal azes,
corresponding to three eigenvalues known as the principal moments of inertia (with
reference to planes perpendicular to these axes; these values are scaled by a factor Myy).
The direction of the principal axes can be used to define the orientation of an object
(see Prokop & Reeves, 1992). Since the moments of inertia are proportional to the
square of the dimensions of the object measured along the corresponding principal
axesS, these moments can be used to define the length-width-height ratio of an object.
As an example consider an ellipsoid: the principal axes coincide with the three axes of
symmetry of the ellipsoid, and the ratio of the moments of inertia is equal to the ratio
of the three radii squared. Thus, we will use the (double) ratio of the square roots of
the principal moments of inertia as our definition of a length-width-height ratio. This
ratio can be manipulated by anisotropic scaling along the principal axes.

6 This is only true when we compute cenfral moments, i.e. moments relative to planes passing through the
centre-of-mass of the object. However, we can easily correct for the difference.
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II1: METAMERISMS IN STRUCTURE-FROM-MOTION PERCEPTION

Abstract

As a 3D object is moving through our world, we generally obiain a vivid impression of both its structure
and its motion through space. The time-course of 2D projections of the scene (optic flow) is important in
conveying this 3D information to us. The extent to which we can solve this specific inverse problem, i.e.
infer a 3D scene from 2D flow, depends on the accuracy with which the required flow characteristics
are processed by our visual system. Inadequate 2D processing can lead to incomplete representations
of the 3D world (3D metric information is lost). Then the motion and structure of objects can no longer
be recovered uniquely. Consequently, metameric classes of 3D representations arise (eg. only affine
Dproperties are conserved). This study investigates under what conditions we find metameric
combinations of the perceived attitude and perceived rotation of a plane.

Our subjects are presented with stimuli consisting of two horizontally separated planar patches
rotating back and forth in depth about vertical axes. Subjects are required to match both the attitude
and the rotation magnitude of these two patches. We vary the attitude from 15° to 60° vertical slani,
and the rotation magnitude from 28° to 98 °. We find that the matched slant and rotation settings vary
widely. For high slant values and for small rotations, attitude and rotation settings become bighly
correlated, suggesting metamery. For low slant values and for large rotations, the correlation almost
disappears, suggesting that both quantities are estimated independently and uniguely.

Our paradigm reveals that with one task and one type of stimulus a gradual transition occurs
Sfrom unique settings (metric representations) to metameric classes of settings (e.g. affine
representations).

Introduction

Motion parallax is considered to be an important cue for human perception of the three-
dimensional structure of objects and their motion through a scene. It has been known
for a long time that humans can get a fairly accurate three-dimensional impression of a
rotating object, just from the shadow it casts on a screen. In 1953, Wallach and
O’Connell were the first to investigate this effect systematically. They termed it the
‘kinetic depth effect’. This paper deals with the human perception of motion and
structure of rotating planar objects, defined solely by motion parallax information. All
other possible depth cues are absent. The objective of the study is to reveal the
interdependence of perceived attitude and perceived rotation.
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Modelling human performance with SFM tasks

There is an ongoing search for a model that will describe human structure-from-motion
perception. On the one hand there is a vast literature concerning the theoretical
possibilities of reconstructing the spatial layout of a scene from the changing
projections of such a scene. Different approaches require different numbers of views
and markers (or different spatio-temporal derivatives of the optic flow field), and are
based on different assumptions about the underlying structure of the scene, the
transformations between the views and the type of projection. For an extensive review
of a large number of these computational methods, see Aggarwal & Nandhakumar
(1988). On the other hand there is a large collection of experimental (psychophysical)
data that proposes certain reconstruction schemes and disproves others. For instance,
read Simpson (1993).

We now give a short introduction to two important issues that motivated the
research described in this paper.

Affine-in-depth and metric representations

It is theoretically impossible to compute a full metric representation of a scene from
only two orthographic views (ignoring all cues but structure-from-motion)”. One needs
at least three views of four points to do that (Ullman, 1979). This raises a question
about how humans possibly can perceive a 3D structure with only two orthographic
views, a fact for which abundant evidence has been collected (e.g. Ullman, 1984;
Hildreth, Grzywacz, Adelson & Inada, 1990; Todd & Bressan, 1990; Todd and Norman,
1991; Liter, Braunstein & Hoffman, 1998; Werkhoven & van Veen, 1995). We must ask
ourselves what information can be extracted from two views only. Several researchers
have addressed this question (Ullman, 1983; Bennett, Hoffman, Nicola & Prakash, 1989;
Todd & Bressan, 1990; Koenderink & van Doorn, 1991); it turns out that we can obtain
a one-parameter family of solutions. This we call the affine-in-depth® representation of

7 In principle, the combination of structure-from-motion with perspective deformations allows for the full
reconstruction of a scene from only two views of five points (except for an overall scale parameter; for example
see Faugeras & Maybank, 1990; also see Ullman, 1979 and Longuet-Higgins, 1988). However, this
reconstruction from two perspective views is known to be very sensitive to noise and is only accurate for large
visual fields (high perspective). Read Ullman (1983) and Kanatani (1998) for some discussion on this. We will
further ignore perspective information and instead discuss orthographic projections.

8 Several authors have given names to different representations of the structure and motion of three-
dimensional objects. We give a short explanation here. An affine representation means effectively that structure
and motion are not disentangled at all. No metric aspects of the structure are represented; only affine
properties (like parallelism of line segments) and affine quantities (like the ratio of distances along a certain
direction (relief), or the ratio of volumes) are represented. Motions are undefined. This is stratum I of
Koenderink and van Doorn's analysis (1991). An affine-in-depth representation encompasses a nearly perfect
separation of structure and motion. Both are almost completely known except for one parameter which couples
possible interpretations of structure to those of motion. A full metric is obtained in the fronto-parallel
directions but only a special affine representation is obtained along the viewing direction. Note that sometimes
this type of representation is also called affine, which is rather confusing. This is stratum II in Koenderink and
van Doorn’s analysis which is also described by Bennett et al. (1989) and Todd and Bressan (1990). In a metric
representation, motion and structure are no longer confounded. We know all distances between points in 8D
and the object motion is also fully recovered. This is the stage which was historically believed to be the one the
visual system aims to reach for. However, it has become clear recently that many tasks examined in past
experiments do not require a metric representation at all (Todd & Bressan, 1990).
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a scene, as opposed to the metric representation. In principle, an affine-in-depth
representation can be upgraded to a metric representation with the use of other sources
of information, such as some other visual cue like binocular stereopsis (e.g. Richards,
1985) or prior information and assumptions about object shape and motion.

It is not yet clear whether an affine-in~-depth or a metric description (or something
else) most closely resembles the representation that we use. That we already seem to
have some representation of visual space with only two views can be used as an
argument in favour of the hypothesis that such a representation must resemble an affine-
in-depth representation. However, instead of measuring the representation that a subject
has as a function of the number of views, we should measure it as a function of the
information available to the subject to perform a specific task. The problem then is to
specify what exactly that information is. In the general discussion we will develop some
ideas about the sorts of information that might play a role in controlling the type of

representation available to the subject, based on the results of the experiments that we
did.

Motion & Structure

A second important topic is the relation between perception of motion and perception
of structure. In an affine-in-depth representation, these entities are, theoretically at least,
strongly coupled. That is, misinterpretations of the motion will lead to corresponding
misinterpretations of the structural aspects.

Whether human performance does indeed reflect this relation is an interesting
question which will be reviewed in the general discussion at the end of this paper. We
can hypothesise two distinct mechanisms for instance, one for the extraction of motion
information and one for the extraction of structure information. In such a configuration,
errors in one system will not be correlated with errors made in the other system.
Because the affine-in-depth theory lets us make strong predictions about this issue, it
makes sense to investigate this question psychophysically.

This paper

The paper starts with a short analysis of a method for recovering structure and motion
from two parallel views. We reduce the problem to its basics, and pay special attention
to the connection between recovered motion and recovered structure.

‘We then report on new psychophysical experiments, in which we investigate the
relation between perception of surface attitude and perception of rotation magnitude.
We probe human performance using a double-matching procedure. First we show that
the errors in the perception of surface attitude and rotation magnitude can become quite
large. Then we present clear results which indicate that, under certain conditions, there
is only one combined perceptual correlate of these two separate entities: attitude and
rotation become fully interchangeable. This supports the existence of mechanisms that
compute motion and structure simultaneously. In practice, the results imply that an
overestimation of depth is accompanied by an underestimation of motion. This
perceptual mixing (metamerism) is to be understood theoretically in terms of a so-called
affine-in-depth representation.
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Finally, in the general discussion, we adopt an approach that differs from the usual
geometric approach to structure-from-motion. The connection between the subject’s use
of two or more views in structure-from-motion tasks and the subject’s performance with
affine and metric tasks respectively is usually based on theoretically derived minimum
configurations for the recovery of spatial layout and motion (e.g. three orthographic
views are required for a metric representation, which is needed for good performance
with metric tasks). We argue that our experiments show that the difference between
affine-in-depth and metric representations is not as strict as generally believed. Whether
an affine-in-depth or a metric reconstruction can be made from the stimulus and whether
human performance is affine-in-depth or metric is basically a matter of noise tolerance,
not of geometry.

Reconstruction of
3D structure and motion
from two parallel projections

This section explains some essential aspects of the theories concerning the
reconstruction of 3D object motion and layout from parallel projections. We consider
the discrete case of moving identifiable object points. We treat the two-views case,
which results in an affine-in-depth representation.

The stimuli that we use in the present experiments always consist of planar objects
rotating around fronto-parallel axes, which is a generic example of the structure-from-
motion problem. We clarify this by making a decomposition of the 8D motion,
following Koenderink and van Doorn (1991). We will show that with an affine-in-
depth representation, underestimation of the amount of rotation in depth corresponds to
overestimation of the depth of the rotating structure.

38



IIT: METAMERISMS IN STRUCTURE-FROM-MOTION PERCEPTION

The general case

Consider a moving object in space. The projections of its identifiable points® carry
information about the spatio-temporal relation between these points and the observer.
Several authors have already described in detail some techniques for making the sD
reconstruction. We stress here that the outcomes of their different methods should be
the same in all respects, provided the information and assumptions used are identical. In
our analysis we use the set of projected positions in different parallel projected views
(defining the structure-from-motion cue and ignoring any perspective cues) and we
make the commonly used rigidity assumption.

A convenient approach then is to consider the relative motion to be the
combination of a translation of the object centre and a rotation of the object around an
axis through the same centre, both with respect to the viewer-fixed reference frame 10,
Following Koenderink & van Doorn (1991), who gave an elegant stratification of the
structure-from-motion problem, we first treat the translation part of the motion.
(Koenderink and van Doorn took the semi-parallel approach whereas we discuss the
parallel case. This leads to small differences in some points.) A translation in depth, i.e.
along the viewing direction, is not visible in the projection; that is, global translations
in depth are mathematically indistinguishable from no translation at all. Translations in
a fronto-parallel direction, however, (orthogonal to the viewing direction) have a strong
and simple impact on the image: everything moves with a fixed amount in the same
direction as if there were a translation of the image plane. We can define the amount
and direction of translation by selecting some point of the object and interpret its
displacement from view 1 to view 2 as translation alone. The axis of rotation now
passes through that point. This is what we earlier on called ‘the object centre’; which
point we actually choose is not important. To summarise, we can say that the
translations are either not noticeable (along the viewing direction) or easily extracted
(along a fronto-parallel direction) and do not reveal any information about the structure
of the object.

Let us assume the translation part has been dealt with!! and that we have thus
defined an origin through which the rotation axis passes. We can now decompose the
remaining object rotation into two successive rotations: one rotation around an axis
orthogonal to the viewing direction followed by a rotation around the viewing
direction (see APPENDIX A). The latter rotation is equivalent to a rotation of the
image plane and therefore contains no information about the spatial layout of the object
under consideration. In view of the fact that the other rotation component causes
projected displacements in one direction only (orthogonal to the axis direction), all we

{

L

9 When discussing reconstruction schemes, most authors start at the point where the correspondence between
the projections of each marker in different views has been established. Solving that problem is interesting in
itself, and has been investigated by Scott & Longuet-Higgins (1991), Aggarwal, Davis & Martin (1981) and
Ullman (1979), amongst others. We will not discuss this any further and instead assume that the
correspondence has been established.

10 We are using a specific degree of freedom here (Chasles’ theorem): in general, a motion in space can be
described by a rotation followed by a translation. The position of the rotation axis is not defined and can be
chosen anywhere. For each choice there is one corresponding translation. This is just a matter of selecting a
convenient co-ordinate system.

11 When we watch a moving object, we typically follow it with our eyes as it translates through space. This
effectively removes the translation component orthogonal to the viewing direction.
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need to do is to find the specific amount of image plane rotation that makes the
remaining flow (displacement field) parallel’2. To do this we need at least two points
visible in both views, in addition to the point that we defined as origin. The solution
can easily be found!3. After we have corrected the views for this image plane
orientation difference, we are left with a parallel flow. This corresponds to a rotation in
depth around an axis parallel to the fronto-parallel plane and perpendicular to the flow.
Note that as soon as we have reduced the problem to this parallel flow situation, such
an interpretation in terms of a rigid object rotating in depth is always possible.

Although the previous steps are all quite interesting in themselves, the information
about the structure is only revealed through the rotation in depth. We will therefore
focus our attention on this component alone.

The generic problem: a planar patch rotating in depth
At this point we have a parallel displacement field, specified by at least three moving
points: an origin and two others to establish the parallelism of flow. How should we
proceed from here? In APPENDIX B it is shown that any reconstruction of this
generic structure-from-motion problem will be ambiguous both in depth and motion.
Adding more object points does not make any difference. We conclude that the basic
gist of the structure-from-motion problem is contained in a planar patch rotating in
depth (which is specified by three non-collinear points in two views), at least for
parallel projections. Furthermore, we conclude that from two parallel projected views
neither motion or depth can be fully determined; only a relation between them can be
established. In other words, we have a metameric class of solutions of motion and
structure.

In the rest of this paper we will discuss experiments with such planar patches
rotating in depth. The angle between a planar patch and its rotation axis is an invariant
during the rotation. We call this angle the elevation 8 of the plane with respect to the

rotation axis!%. See figure 3.1.

125 perspective projection of an object that translates in depth changes in size. This scale problem is totally
ignored in the parallel projection case. The scaling causes the flow field to be non-parallel after removal of
translation and image-plane rotation, which makes the decomposition somewhat more complicated, but it is
nevertheless possible to find both the image plane rotation and the scaling factor if we have at least four points
in both views (Koenderink et al., 1991).

13 Suppose we have plotted these two views on a pair of transparencies. After choosing the origin (pick any
one) we can put the transparencies on top of each other with their origins coincident. Now just rotate one
transparency (keep on matching the origins) until all displacements are parallel. You will find two solutions
which differ by 180 degrees but that is just a matter of signs. Moreover, it is readily seen that this is a method
which is quite tolerant to noise: just find the amount of rotation which maximises parallelism of flow (e.g.
maximise the sum of the dot-products between all displacement vectors). If we cannot find such an amount of
rotation, we must conclude that the object underwent a non-rigid transformation between the two views. This
would falsify our assumption of a single object moving in space (rigidity assumption!).

g ArcTan(Tg‘Lz-]. Gx and Gy are the x and y components of the depth gradient. They are larger when
1+Gy

the plane is more slanted in the corresponding direction. Note that the (vertical) rotation axis points in the x
direction!
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Slanted Plane

Rotation Axis

Figure 3.1

A diagram depicting a backwards slanted plane rotating around a vertical axis. The
subject's direction of view coincides with the positive z-direction. (Note that this sketch
by no means resembles the actual stimulus; for the sake of a clearer drawing the plane
has been drawn in perspective, which was not the case in the experiment. Furthermore,
in the real experiment the contours of the plane were masked and the plane was
textured with light dots on a dark background.) The elevation of the plane is indicated

with @ and the magnitude of rotation is denoted as P. For the particular plane

depicted, the depth gradient in the x direction Gx is larger than the depth gradient in
the y direction Gy, because the plane is clearly more slanted backwards than
sidewards.

Using the results from APPENDIX B, a (rather complex) relation between
reconstructed elevation 8" and rotation magnitude p™*¢ can be derived. To make this
relation easier to understand, we consider a range of reconstructed rotation magnitudes
around the veridical magnitude. In that case a much simpler dependence emerges. We
distinguish two extreme situations:
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A: Gy » 1 (the slant in the horizontal direction, orthogonal to the rotation axis, is
very large); in this situation the reconstructed elevation coincides with the veridical
value, independent of the reconstructed rotation magnitude (still assuming rotation
magnitudes close to the veridical value!). This result is easily understood when one
realises that Gy->co corresponds to a side-view of the plane. The projection of the
plane reduces to a line, in which case the elevation simplifies to the 2D angle between
the rotation axis and that line.

B: Gy « 1 (there is almost no slant in the horizontal direction); in this situation the
relation between reconstructed and veridical elevation and rotation magnitude is given

by

recy _ very, Sin(p™")

Tan(9*° ) = Tan(6™") Sin(p"‘)’

in which the superscripts rec and ver denote reconstructed and veridical quantities
respectively. It is clear that the relation between reconstructed elevation and
reconstructed rotation is approximately hyperbolic (inversely proportional). This
means that an underestimation of the amount of rotation will result in an overestimation of
the elevation, which corresponds to more depth.

For intermediate values of Gy there is a general transition between the two
extremes. In general, an inverse relationship is a good description of the relation
between reconstructed rotation magnitude and reconstructed elevation. It means that
when reconstructed elevation is plotted against reconstructed rotation magnitude, the
metameric class is depicted as a hyperbolic curve passing through the veridical point.

The above formulas are exact only when the reconstructed values are close enough
to the veridical ones. When the deviations get too large, the formulas become more
complex and the inverse relationship becomes distorted. However, in interpreting the
experiments described in this paper it suffices to keep the inverse relationship in mind.
Whenever a quantitative result is needed to interpret the data we revert to the exact
formulas from the APPENDIX.

Remarks

The reduction of the structure-from-motion problem using motion decomposition seerns
to be an interesting approach. We are not suggesting however, that the human visual
system does indeed perform this decomposition or reduction of the problem.

The extension to the three-or-more-views case was not discussed here, but it
suffices to know that a metric representation can be obtained from three views by the
application of intersection of constraints (Koenderink and van Doorn, 1991).
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Methods

Subjects had to simultaneously match the magnitudes of rotation and the elevations of
two rotating planar patches.

Apparatus

The stimuli were shown on a Radius TPD/19 high resolution (82 dpi) grey-scale
monitor at 71 Hz, connected to an Apple Macintosh IIfx computer.

Stimulus

Two rotating planar objects with certain attitudes were simultaneously displayed on a
computer screen. The rotation axes were always vertical and through the centres of the
objects. The planes were textured with light random dots (dot size 43 arcsec) on a dark
background, and were presented with high contrast. Both planes were shown behind
circular masks with diameters of 8.4°. The masks were not directly visible because they
had the same luminance as the background. The horizontal separation of the masks (and
the object centres) was 6.9°. Because the planes were much larger than the mask size, no
contour information was available in the displays, except when the amount of rotation
approached 180°, causing a side-view of the plane. This large amount of rotation was
far outside the range used to generate the stimuli, but could in principle occur when a
subject overestimates the rotation magnitude dramatically. However, it turned out that
the subjects very rarely encountered this effect while adjusting the magnitude of
rotation. The number of visible dots varied during the rotation, but at the most frontal
orientation5 of the planes about 60 dots were visible (~1%o dot density). Thus, if the
plane is rotated 60° relative to the most frontal condition, then the number of visible
dots will double. The planes were presented in oscillatory motion, with initially
different magnitudes of rotation. We generated 20 new frames per second, thus creating
a rather smooth motion sequence. New sets of random dots were generated for each
trial and for each plane.

During a trial both planes were shown simultaneously, except in the first second
when only the reference plane was shown. This procedure was used to avoid possible
confusion about which plane could be adjusted: the test plane could be either on the left
or the right of the screen.

Dot density can be a cue for the instantaneous attitude of a plane. We made sure
that the dot density was always chosen independent of the elevation: in each trial, a
random number of dots (between 45 and 75) was visible in the most frontal orientation

15 The orientation at which the normal of the planar patch is within the plane defined by the viewing direction
and the rotation axis is called the most frontal orientation during the rotation. Gy=0 in that case.

38



METHODS

of a plane. Moreover, this dot density was kept independent of elevation even during
subjects' adjustments of elevation. This sometimes caused a subject to gain a somewhat
unnatural impression of the behaviour of the dots in the plane while he or she made
these adjustments: when the subject increased the elevation of the plane, the dots stayed
at the same height on the screen instead of being compressed towards the centre.
During such an adjustment, the subject sometimes had the impression that the dots were
moving inside the plane which is of course exactly what we put in. Because subjects
reported this phenomenon only occasionally (and it was only visible while adjusting)
we decided to maintain the precaution. Pilot studies did not show any significant
change in performance that could be attributed to this phenomenon.

It should be noted again that the dot density is of course not constant during the
rotation, which is a potential cue to the rotation magnitude. As said above, we have
randomised the number of dots available in the most frontal view, but there is no way
to neutralise the dot density cue completely. When subjects could make use of this cue,
they would probably end up avoiding extremely high rotation magnitudes.

We randomised the period of oscillation of the test object, to prevent the subjects
from matching either the elevation or the rotation magnitude by simply matching a
single image velocity at a certain location inside the masks. Whereas the period of
oscillation for the reference object was always 28 frames (1.4 sec), for the test object it
was (with equal probability) either 20, 24, 28, 32, 36 or 40 frames (between 1 and 2
sec). Moreover, the phase of the two oscillations was randomised, which is only a
relevant factor for equal periods. Pilot studies did not show any significant change in
performance which could be attributed to randomisation of the period of oscillation.

Procedure

The subjects were seated in front of the computer screen at a distance of 150 cm. Head
movements were not restricted, but subjects were required to keep their right eye just
in front of the centre of the screen. The left eye was covered with a black eye patch.
The room was almost completely dark, but subjects were still able to see the monitor
and the table on which it was placed.

Each stimulus consisted of a test object and a reference object. A stimulus is
specified by six parameters: the angle that each plane makes with the (vertical) rotation
axis, also called the elevation of the plane (zero means an upright plane); the magnitude
of oscillation of each plane (twice the amplitude); and the average orientation of each
plane with respect to the most frontal condition, also called the fwist of that plane. The
values of the reference object parameters depended on the specific condition measured.
The values of the test object parameters were chosen randomly, except for the twist,
which was always the same for reference and test.

The task of the subjects was twofold: they had to simultaneously adjust both the
elevation and the magnitude of rotation of the test plane until these parameters matched
those of the reference plane. They used a trackerball to control the parameters; up-down
movement of the hand corresponded to an increase-decrease in elevation of the test
plane, whereas left-right movement corresponded to a decrease-increase in the
magnitude of rotation of the test plane. It was possible for subjects to match both
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parameters within one single movement. One full rotation of the ball corresponded to a
80° change in elevation (0.05° angular resolution). The resolution of the magnitude of
rotation depended on the frequency of oscillation, but was always between 0.11° (high
frequency) and 0.21° (low frequency). When subjects were satisfied with the
adjustments they had made, they indicated this by pressing a button, whereupon a new
stimulus appeared. Presentation time was not limited and on average subjects took
about one minute per trial.

Subjects

Three subjects participated in our experiments: HJ(author), MH and IV. All had
normal or corrected-to-normal vision. HJ and MH had had extensive previous
experience with structure-from-motion tasks and were fully aware of the objectives of
the research, whereas IV was only slightly acquainted with this type of task and the
topic of research. ’

Design

‘We defined 82 experimental conditions. We varied the elevation of the reference plane
(15°, 30°, 45° and 60°), the magnitude of its rotation (28°, 42°, 70° and 98°) and its twist
(0" or 80°). The elevation of the test plane was (initially) always randomly chosen
between -15° and 70°, and its magnitude of rotation was between 14" and 126". As
mentioned before, the twist of the test plane was always the same as that of the reference
plane.

These 32 conditions were measured in two separate experiments, one in which all
planes had twist 0° (subjects HJ, MH and IV), and a second one in which all planes had
twist 30° (subject MH). Each of the 16 conditions was measured about 20 times per
subject. These 820 trials were presented to the subject in random order, although pilot
studies have shown no significant effect of randomisation. In fact, measuring one
condition in isolation (thus with a fixed and known reference object) gave the same
results as mixing it with many others. Subjects completed an experiment in about four
sessions.
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Results

Method of analysis

The raw data that we acquired consisted of paired settings of elevation and rotation
magnitude. First, we took the absolute value of the recorded rotation magnitudes;
subjects could ‘go’ to negative values during adjustment, which happened occasionally
with the smaller rotation magnitudes. Taking the absolute value is allowed because it is
effectively the same as a 180° phase change, which has no effect on a stimulus in which
phase is randomised. Secondly, we mapped all recorded elevation angles onto angles
between 0° and 90°. A sign inversion of the elevation is equivalent to a mirror
inversion in the fronto-parallel plane, which is a well-known mathematical ambiguity
for displays generated with parallel projection.

To facilitate the interpretation of these corrected data, we performed several
statistical analyses on the settings. The data were grouped per condition and subject
(~20 trials) and plotted in a two-dimensional graph as elevation (y) versus rotation
magnitude (x). Variances and covariances were computed; this enabled us to draw the
covariance ellipse in the same graph. The covariance ellipse is a contour line of the
two-dimensional Gaussian probability distribution fitted to the data. If any settings
were outside the 2.5 sigma contour (4% probability), these settings were discarded and
a new covariance ellipse was computed. Each covariance ellipse was specified by the
two-dimensional median of the settings (the ellipse centre), its major and minor axis
lengths (the width of the Gaussian in that direction) and its orientation. We also
computed the median, mean and standard deviations of both the elevation and rotation
magnitude settings, as well as the linear correlation between these settings.

Figure 3.2 shows the complete dataset obtained from subject IV at twist 07,
illustrating the methods of the above analysis. Because of limited space, only this
example is given. The results for all subjects are summarised below.

Introspective results

All subjects reported seeing slanted random-dot textured planes rotating in depth in
almost every trial. Sometimes subjects reported having problems with too high image
speeds in conditions in which both the elevation and the rotation magnitude were large.
Subjects remarked that while they were adjusting the elevation, the rotation magnitude
sometimes seemed to change as well. In some cases when the subjects moved the
trackerball along a diagonal, thus objectively adjusting both parameters at the same
time, they had the impression they were changing only one parameter at a time. One
subject reported sometimes having the impression that while the plane was moving the
dots were also moving over the planar surface.
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Figure 3.2 (left page)

These graphs present raw data for one subject (IV, twist 0°). Matched elevation is
plotted versus matched rotation magnitude. All panels are on the same scale.
Ezplanation of symbols: The small black dots in each graph represent the data points.
The crosshairs represent the veridical values of elevation and rotation magnitude.
Different panels correspond to different veridical values. For each row the elevation is
constant: from lower to upper 15° 30°, 45° and 60°. For each column the rotation
magnitude is constant: from left to right 28°, 42°, 70° and 98°. The grey region is the
computed covariance ellipse of the data at 2.5 sigma. Its centre is located at the
median of the settings, denoted by a small white circle. The curve that is shown is the
affine-in-depth solution computed from two views: the most frontal one and one of the
two extreme views. Interpretation: The lower right panel is a clear example of what we
call a metric response. The upper left one is a typical example of what we call an affine-
in-depth response.

Medians of the settings of elevation and rotation
magnitude

Introduction

The medians of the settings cannot be given a proper meaning in this experiment,
because the reference stimulus and the test stimulus were almost completely identical.
Measures of overestimation or underestimation can only be obtained if the test stimulus
is defined differently. For instance, we could use a stereo-defined test stimulus, or ask
subjects to estimate numerical values of elevation and rotation. Therefore, in this
experiment, medians deviating from the real values that were put into the displays can
be due only to particular asymmetries between test and reference stimulus, or to
response biases of the subjects. We will discuss these possibilities briefly.

First, there is one major difference between test and reference stimulus, namely the
frequency of oscillation. The reference plane rotates at 1 cycle per 1.4 seconds, whereas
the test plane rotates at 1 cycle per period of 1 to 2 seconds. This asymmetry could lead
to perceptual biasing of the elevation or of the rotation magnitude. For instance, higher
frequencies of oscillation, and thus higher image velocities, might give the subject an
impression of a larger rotation magnitude.

Second, we give an example of possible response biases. Suppose that subjects
avoid the range of adjustments that result in extreme image velocities, either very low
or very high ones. If during a certain adjustment the image velocities become too
exceptional (due to the specific rotation magnitude, elevation or frequency of
oscillation), the subjects will effectively adjust the rotation magnitude and/or the
elevation to moderate the image velocities. The resulting median of the settings will
then become biased.

Results

For each subject, the 16 conditions per experiment resulted in 16 median values for
both matched elevation and matched rotation magnitude. No significant effects of the
reference rotation magnitude on the median of the elevation settings could be found.
The same holds for effects of reference elevation on the median of the rotation
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magnitude settings. Effects of the frequency of oscillation on elevation or rotation
magnitude settings could not be found. We computed the linear regression of the
median of matched elevation as a function of the reference stimulus elevation, and of the
median of matched rotation magnitude as a function of the reference rotation magnitude.
The results of these analyses are shown in table 3.1. A compression of the range of
both the rotation magnitude and elevation responses is clearly visible, at least for
subjects MH and IV. Further inspection shows that the compression of rotation
magnitude range is caused by overestimation of small magnitudes and underestimation
of large magnitudes. Inspection of the elevation results reveals a compression towards
0" over the whole range. The results for subject MH in the twist 30" conditions are
similar to the results for the twist 0° conditions.

Rotation magnitude (°) Elevation (°)
subject 2 (%) | constant (s.e.) regression 12 (%) | constant (se.) regression
coefficient (s.e.) coefficient (s.e.)
HJ - twist 0° 98 3(3) 0.95 (0.04) 97 4.9 (2.0) 0.94 (0.05)
MH - twist 0° 92 18 (4) 0.7 (0.07) 96 4.7 (2.1) 0.87 (0.05)
1V - twist 0° 93 18 (4) 0.80 (0.06) 91 3(3) 0.88 (0.08)
MH - twist 30° 99 5.4 (2.0) 0.87 (0.08) 97 1.1(1.8) 0.89 (0.04)

Table 8.1

The regression results per subject for the median setting of rotation magnitude as a
function of reference rotation magnitude, and for the median setting of elevation as a
function of reference elevation. Standard errors are given in brackets.

Conclusions

The fact that the recorded elevation and rotation magnitude (i.e. the median of settings)
of the test stimulus are highly correlated with the reference stimulus parameters proves
that subjects are quite capable of performing the task. Moreover, the subjects
demonstrate only a slight tendency to compress the range of responses with respect to
the stimulus range; this suggests that both the differences between test and reference
object and the response biases are negligible. The small range compression is
compatible with a response bias caused by subjects' regression away from extreme -
image velocities.

Variance of elevation and rotation magnitude settings

The variances in the settings of the two parameters give us some indication about the
discriminability of elevation and rotation rhagnitude.
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Results for the rotation magnitude settings

As can be seen in figure 3.3, the standard deviation of the rotation magnitude settings
(s.d.) does not increase with increasing absolute values of rotation magnitude, except
possibly for the 60° elevation conditions. The influence of the different elevations on
the level of the s.d. depends on the subject: MH shows virtually no effects (both twist
conditions), whereas subjects HJ and IV exhibit an increase in the s.d. with increasing
elevation.

The average s.d. (average of all conditions) was quite constant over subjects: 11°
(HJ, MH twist 0°) and 12° (IV). Subject MH at twist 30° showed a lower value, namely
8". Note that these averages correspond to a relative s.d. of 40% at 28° rotation
magnitude, going down to 10% and below at 98° rotation magnitude.

Results for the elevation settings
As we can see in figure 3.4, the standard deviation of the elevation settings (s.d.) does
not increase with increasing absolute values of elevation beyond §0° (subject IV beyond
45°). No significant effects of the rotation magnitude on the s.d. could be found. .

The average s.d. (average of all conditions) was higher for subjects HJ and IV than
for subject MH: 9° (HJ, IV) versus 7° (MH twist 0°) and 6° (MH twist 30°).

Conclusions

The variances in the settings of the two parameters are fairly consistent over subjects
and are more or less independent of the specific condition measured. Subject MH (who
tested both twist conditions) showed slightly better performance with the twist
30" condition than with the twist 0° condition. This might however be due to a learning
effect, since the twist 30° experiment was done after the twist 0° experiment. If we
interpret the results in terms of a discrimination experiment, differential thresholds of
11" for the rotation magnitude and 8° for the elevation seem to be reasonable averages.
The elevation threshold at 15° elevation is somewhat lower, namely about 6°. Since
these values are so constant, relative thresholds are quite high for small rotation
magnitude or elevation; both thresholds can become as large as 40%.

Correlation between the settings

Introduction

In our introduction to this paper we brought up the subject of the relation between
perception of motion and perception of structure. In the theory section we then
discussed the affine-in-depth representation and showed that it is equivalent to a one-
parameter metameric class of solutions of motion and depth. If, on the one hand, the
visual system maintains an gffine-in-depth representation of a stimulus, misjudgements
of motion will be accompanied by corresponding misjudgements of depth. The relation
between the misjudgements can then be predicted using the equations from APPENDIX
B. If, on the other hand, the visual system maintains a metric representation of a
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stimulus, misjudgements of motion and depth will not be correlated; they will then be
treated by the visual systern as if they were independent entities.
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Figure 3.3

The standard deviations in the settings of rotation magnitude as a function of the real
rotation magnitude. Various symbols represent different elevations (see legend inside
lower right panel). Different panels correspond to different subjects.

In the experiment we varied the stimulus by varying the twist, the rotation
magnitude and the elevation. When the settings of elevation and rotation magnitude are
correlated (per condition), we are in fact probing a metameric representation. When the
settings are not correlated, a metric representation is probed. We will present our
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results for this correlation demonstrating that there is a gradual transition between
metric and affine-in-depth related behaviour, depending on the specific stimulus
condition used. We also show that the correlation, when significantly different from
zero, is indeed in accordance with a relation expected on the basis of an affine-in-depth
representation.
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Figure 3.4

The standard deviations in the settings of elevation as a function of the real elevation.
Various symbols represent different rotation magnitudes (see legend inside lower right
panel). Different panels correspond to different subjects.
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Correlation results

We computed the linear correlation between matched elevation and matched rotation
magnitude for all conditions and for each subject. For each correlation we computed the
probability that that specific value could originate from an uncorrelated distribution.
This allows us to estimate the significance of a certain correlation differing from zero.
In figure 3.5 we present all the results. The first and major result is that all correlations
are negative. Moreover, 46 out of 64 are significantly different from zero at the 5%
level. Linear correlations are plotted versus the elevation for all subjects. Note that
correlations of up to 95% are reported. It is clearly visible that elevation has a large
effect on the correlation: larger elevations result in correlations closer to -1. The main
difference between the subjects concerning this point is the behaviour at low elevations:
subject HJ shows virtually no correlation at 15° elevation, whereas the other two
subjects do show a correlation. The same results are found for 30° elevation. The
behaviour at 45° and 60° elevation is very similar amongst subjects. The effects of
rotation magnitude are smaller than those of elevation, but it is evident that larger
rotation magnitudes prohibit high correlations, at least for small elevations. Finally, for
80" twist the correlations are all shifted towards zero relative to the 0° twist condition.
In this case the increase in correlation with elevation already levels off at 30° elevation.

Orientation results

To test whether the reported correlations are in agreement with the predictions of an
affine-in-depth representation, we compared the orientation of the covariance ellipse
with the orientation of the affine-in-depth curve at the veridical point. We compared
only those orientations for which the correlation was significantly different from zero,
because for the uncorrelated conditions the orientation becomes undefined (anyway, we
then have a metric representation). As mentioned before, the theoretical curves that we
use (see figure 3.2) are based on the combination of the most frontal view with the
outermost one. This is not the only possible choice, since every pair of views yields a
corresponding curve. We choose this particular pair because it represents the complete
motion sequence (the other extreme view is in fact a mirror image of the first one, at
least for twist 0°). The orientations of the different possible curves can vary a lot, but
the rank correlation with the data is always about the same. Because of the limited
statistics and the lack of an adequate description of how these curves can be combined,
we will not try to find a best fitting curve.

In figure 8.2 we already saw that for subject IV the agreement is reasonable: the
orientation of the curve at the veridical point coincides with the orientation of the
covariance ellipse in most conditions. The Spearman rank correlation of the measured
orientations with the theoretical ones is indeed reasonably high for twist 0°: 0.83 (HJ),
0.79 (IV), 0.70 (MH), but close to zero for twist 30°: 0.18 (MH). This is probably due
to the fact that the range of theoretical orientations (slopes) is much smaller at 30° than
at 0" twist.
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Figure 3.5
Linear correlation between matched elevation and matched rotation magnitude,
plotted as a function of elevation. Various symbols represent different rotation
magnitudes (see legend inside lower right panel). Different panels correspond to
different subjects.
Conclustons

The fact that all reported correlations are negative supports the theoretically predicted
inverse relationship between estimated elevation (depth) and rotation magnitude. This is
the main finding. Since a broad range of correlations, from less than 10% up to 95%,
has been found, this means that in our interpretation we have probed the full spectrum
from metric to affine-in-depth interpretations. This spectrum is clearly depicted in
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figure 3.2. We can see the correlation grow from upper left to lower right just by
looking at the shape and size of the ellipse.

We have to make an additional remark here. The absence of a correlation does not
exclude the possibility of a metameric class in which the degree of freedom has shifted
completely to one of the variables. In fact, the lower right panels in figure 3.2 show an
affine-in-depth curve with almost zero slope at the veridical point, which is exactly such
a special metameric class. This means that both a metric and an affine-in-depth
representation are compatible with a zero correlation result in those conditions. As a
consequence, to distinguish between an affine-in-depth and a metric representation one
should take a look at the variances itself. We consider the fact that the areas of the
ellipses in figure 3.2 clearly co-vary with the correlation as additional support (but not
proof) for our classification of the data in affine-in-depth and metric representations.

General Discussion

Summary of experimental results

We investigated the relation between the perception of motion and the perception of
structure, using stimuli consisting of planar patches rotating in depth. Subjects had to
match both depth and motion of two of these patches. What we found is, that although
the attitude and rotation of a plane are sometimes poorly perceived, the relation between
these entities is usually very well perceived. For large elevations and small rotations,
the information available in the stimulus seems to be too noisy to allow for a full
disentangling of motion and structure from the image flow. Thus we have an affine-in-
depth-like representation. We confirmed this by showing that the correlation between
matched elevation and matched rotation magnitude becomes very large under certain
conditions. For larger rotation magnitudes and smaller elevations, subjects performed
as if they were using a metric representation.

Geometry versus Tolerances

In the introduction to this paper we mentioned the ‘affine versus metric’ discussion. We
indicated that the usual reasoning about representations is based on minimum
configurations and geometric arguments: two parallel views are sufficient for an affine-
in-depth representation, whereas three views are needed for a metric representation. In
our experiments, however, we used a much larger number of views and still were able
to find metric as well as affine-in-depth-like behaviour. We will try to explain what we
think is the basic theory behind these results.
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Suppose we are presented with two different but similar views of a spatial
structure, one after the other. What if we add another view between these two views?
We might get a more fluent impression of motion (assuming the total presentation time
stays the same), but not too much new information is added. We are basically provided
with a more accurate sampling of the same information. All of this of course depends on
the definition of ‘similar views’. So, what is a reasonable definition?

Every pair of views defines a velocity field. Every triplet of views also defines an
acceleration field. Whereas the human visual system exhibits reasonable accuracy in
velocity extraction, at least in optimised conditions (McKee, 1981), the detection of
acceleration has been shown to be quite poor (Snowden and Braddick, 1991;
Werkhoven, Snippe and Toet, 1992; Snippe and Werkhoven, 1993). We know that
acceleration information is needed to derive a full (metric) reconstruction of a moving
object, if motion parallax is the only cue available. Therefore, a poor coding of
accelerations in the visual system would severely impair this reconstruction, effectively
leaving a time-sequence of two-view reconstructions. We think that this continuum of
affine-in-depth representations is the main descriptor of human structure-from-motion
performance. The extent to which the (poorly coded) acceleration information can be
utilised to distinguish individual affine-in-depth representations in such a sequence
determines the amount of metric information that is available. Eagle & Blake (1995)
succeeded in modelling the performance with certain metric and affine-in~depth (they
call this relief) tasks in terms of such low-level motion sensitivities. They compared
thresholds for discriminating dihedral angles (a metric task) and detection of non-
planarity (an affine-in-depth task) and concluded that no significant differences in
threshold were found between the metric- and relief-structures tasks when plotted in
terms of image-motion sensittvity. Although their analysis is not easily applied to our
data, their approach is a good example of how one might incorporate knowledge about
image-motion sensitivities into an analysis of 3D structure-from-motion perception. A
similar analysis was published by Werkhoven and van Veen (1995). They showed that
the characteristics of ‘low-level’ velocity extraction determines those of ‘high-level’
relief extraction.

From the above arguments we conclude that those stimulus conditions that display
an affine-in-depth-like behaviour effectively consist of two different views with a large
number-of ‘similar’ views in-between. It is currently not clear which parameters actually
control this similarity. An analysis similar to Eagle & Blake or Werkhoven & van
Veen might be useful. We have some indications that the differential invariants of the
flow fields (see appendix B) play a role as well. This is certainly an issue that should
be pursued in further research. The important message is that the performance with
these 3D tasks is controlled by 2D motion sensitivities (noise tolerance).

Simulations

Let us take a more detailed look at the continuum of affine-in-depth representations
proposed above. For each pair of consecutive views, there is one structure-motion
relation between the views. If we plot the reconstructed elevation of the plane versus
the reconstructed amount of rotation between the views, the metameric structure-motion
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class is represented by a single curve. The next pair of frames is also represented by a
curve. The combined graph of all pairs will look like figure 3.6. We.can see that the
curves intersect at one point, which is the veridical (or metric) solution that we used to
generate the graph. The curves differ of course, but the differences might be too small
to be distinguishable from noise effects in the visual system. The distance between two
curves in the graph is in general not a good measure of their difference in terms of a

tolerance analysis.
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Figure 3.6

Set of reconstructed metameric structure-motion relations for a rotating planar patch.
The recovered elevation is plotted against the recovered amount of rotation between
two views. Elevation of the plane was 15°, twist was 0° and the rotation magnitude
equalled 70°. Fifteen consecutive views differing by 5° were used. Only 7 curves are
visible because the first part of the motion mirrors the second part.

To get an impression of the noise sensitivities involved in the reconstruction
process, we ran several simulations. We had to make some arbitrary choices here (noise
model, reconstruction algorithm), but the results were the same, at least qualitatively,
for a large range of choices. The quantitative differences between the results obtained
with different models make it very hard to compare the results of simulations with
those of human observers. To avoid this problem, we merely use these simulations as
an illustration of the questions at hand. OQur algorithm was supplied with three views of
a rotating planar patch to which we had added relative velocity noise (better:
displacement noise). The algorithm computed two affine-in-depth solutions from the
two pairs of views and then computed the metric solution from the intersection of
constraints (see Koenderink and van Doorn, 1991). This method makes no assumptions
about the constancy of angular velocity or about fixed-axis motion. We also tried the
Hoffman and Bennett algorithm (1986) and obtained very similar results.

Figure 3.7 shows some representative results of these simulations (80% velocity
noise). We see a cloud of solutions stretched along the direction of the affine-in-depth
curves. This is what we would expect on the basis of the above arguments. The
difference between the two metameric structure-motion relations (two relations, because
we have three views) is of course reflected in the shape and size of the covariance
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ellipse. The size of the ellipse is a measure of how well the metric solution is
represented (note that the median of the solutions generated by the algorithm is close to
the metric solution). The amount of elongation along the affine-in-depth curves is a
measure of how similar the pairs of views are, at least in the sense of a tolerance
analysis. The linear correlation of the reconstructed elevation and rotation magnitude is
-0.41, -0.82 and -0.50, for examples A, B and C respectively, all significantly different
from zero at the 1% level (in fact much better) and all negative! From this we conclude
that example B is closest to an affine-in-depth representation.
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Figure 3.7

A few representative results of the simulations are shown. All three examples show
100 trials, using 30% velocity noise. For an explanation of symbols refer to figure 3.2.
A: 15° elevation, 98° rotation magnitude, 0° twist. B: 60° elevation, 42° rotation
magnitude, 30° twist. [16 out of 100 trials did not result in a solution (no intersection
of constraints). These points were discarded.] C: 60° elevation, 28° rotation
magnitude, 0° twist.

Results from the literature

The relation between perceived motion and perceived depth has been reported on
before. In 1991, Cortese and Andersen published a study on the recovery of 3D shape
from deforming contours. Using the silhouettes of rotating ellipsoids, they presented
results confirming that the ‘...recovery of 3D shape from smooth, deforming contours is
dependent on the perceived extent of rotation’. Petersik, 1980, concluded that “The two
judgements [of rotation direction and mean depth rating] are not completely
independent’. In his 1991 paper, Petersik investigated whether information regarding
rotation magnitude develops prior to, in parallel with, or after the recovery of
structure. No definitive results on this were presented, but he argues in favour of the
latter two alternatives. Liter and Braunstein (1994) found that in structure-from-motion
displays in which the most frontal view of an object was not shown, the rotation
magnitude was overestimated and at the same time the perceived depth was
underestimated (dihedral angle was judged to be flatter). Our results are compatible
with all these findings. Furthermore, for the specific conditions that we measured, we
have shown to be able to understand some of the dependencies between motion and
structure perception in terms of a mathematical model.
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In 1957 Gibson & Gibson, using horizontally slanted planes mounted on a
turntable, reported that ‘Misidentification of the shape [=depth gradient in direction of
motion] ... was accompanied by anomalies in the perception of [change in7] slant
[=depth gradient]’. In other words, they found a relation between errors made in
judging slant and in judging the temporal derivative of slant. This raises a related and
interesting question about the interpretation of our experimental data: did subjects
match rotation magnitude (motion) or did they match extreme views (orientation)?
There is no way in which the current data can distinguish between these two
possibilities, although the subjects were formally instructed to match rotation
magnitude. Matching the horizontal component of the depth gradient of the planes (Gy)
in their most extreme views is equivalent to a match of the rotation magnitudes, at least
in this experiment!6. Note, however, that because the two planes rotate out of phase,
the extreme views occur at different points in time, which prevents a direct comparison
of these views. The ultimate consequence would be that we can not distinguish between
matching of motion (rotation magnitude) and structure (elevation), and matching of
structure alone (complete attitude of the plane in its extreme view). Although this might
be injurious to an interpretation of the data in terms of the visual system's processing
of structure information and motion information and the connections between those
assumed processing pathways, it does not impair our conclusions about the metamerism
as such. Furthermore, based on the introspective reports from the subjects, we have no
reason to believe that they did anything else but matching of rotation magnitude.

We strongly believe that we have demonstrated a marked inverse relationship between
perceived rotation magnitude (‘motion’) and perceived elevation (‘depth’). The fact that
all 64 experimental conditions (4 subjects times 16 conditions) showed a negative
correlation between the two settings is a very powerful illustration of this point. This
exercise shows that the distinction between ‘metric’ and ‘affine-in-depth’ performance is
not as strict as we used to believe. When the tolerance of the visual system to noise-
effects is taken into account, or the tolerance of any algorithm for that matter, a gradual
transition occurs between the two representations.

16 11 this experiment, the possibility of matching the orientation of the extreme views can not be distinguished
from matching rotation magnitude and elevation, because the twist of both planes is equal. Thus, one has to
manipulate the twist in order to discriminate between the two possibilities. We chose not to do so because of
the additional complexity of the mathematical description; when the twists differ, the affine-in-depth curves
corresponding to the test and reference stimulus differ as well. This severely hampers a correct interpretation of
the matching data.
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Appendices

A: decomposition of a general rotation

Any rotation can be written as the product of a rotation around a fronto-parallel axis
followed by a rotation around the viewing direction. To understand this decomposition
one should realise that any rotation R, can be written as a reflection My in a plane U
containing the rotation axis p, followed by a second reflection My in a plane W, also
containing the rotation axis. The dihedral angle between U and W has to equal half the
magnitude of the rotation. Second, we can always choose the plane U such that it also
contains the viewing direction (z axis). This fixes the plane W and thus the intersection
o of W with the fronto-parallel plane (xy plane). Third, let an extra plane V be the
plane containing both the z axis and the o axis. We can then write the following:

Ry = Ry~w = My o My
=MyoloMy =(My o(MyoMy)e My)
=(My oMy )e(My ° My ) = Ryry ° Ryrw
= RZ oRm

ged.

B: planar patch rotating in depth

Suppose we have a parallel displacement field, specified by three moving object points
(shown in two parallel projected views): an origin and two others, P and Q, needed to
establish the parallelism of flow. Let us define the flow direction to be the y direction.
We can assume that from view 1 to view 2 a point P underwent a rotation around the
x-axis with magnitude p. We can then write down an equation relating the two
projected y co-ordinates of P with each other (the x co-ordinates do not change of
course) :

Py, = Py, *Cos(p)— Sin(p)* Pz.
This can be rewritten in terms of the depth co-ordinate:

pry = P2Cos@) = Py;
Sin(p)

So, if we know (or guessed) the amount of rotation p, then we would know the depth of
point P. So far so good, but how do we know about p? If we try to combine these
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equations for several points, we see that we add one equation and one new unknown
(the z-value) for each point. It is clear now that unless we have more information, we
cannot solve the puzzle completely. We might know p from other cues!?, and it would
also be very helpful to have specific information about the structure, such as the angle
between two given line segments. We must conclude that any solution that can be found
will be ambiguous both in depth (‘z’) and motion (‘p’). The basic problem that is left
now consists of only two views of three points, which is exactly defined by a planar
patch rotating in depth. If there are more points in the projection, we can simply treat
each triplet of points as such a planar patch.

Let us therefore assume that we have two parallel projected views (1 and 2) of a
planar patch which differ only by a rotation with magnitude p around an axis in the
image plane; again we call this axis the x-axis. The patch is described by its position (it
contains the origin) and its depth gradient in view 1:

This means that the depth ‘z’ of each point P in the patch is given by

Pz = g G
Z] = Pyl 1.

In the previous paragraph we wrote down an equation relating the two y co-ordinates
of a point in two different views. If we do this for two points P and Q (which, together
with a third point defining the origin in both views, constitute a planar patch) we get:

le -
Py, = Py, *Cos(p)— Sin(p)* *G
Py

Oy, =0y, *Cos(p) - Sin(p)*[(gxl ) . él)
1

With some algebraic manipulation, this pair of equations transforms into another set,
which is equivalent but easier to use and understand:

Go->Ll [ ¢ )
1™ " Sin(p) \ b~ Cos(p)

o= D2 On =Py Oy, p=Fx 0y =Py O
Px;-Qy - Py -Qxy ' Pxy - Qy - Py, - 0%

7 Inan ego-motion condition the observer moves around the object instead of the object rotating in front of
the observer. For an analysis of optic flow this makes no difference at all, since only relative motion can be
considered. However, a moving observer might know his own motion (and thus p) from other sources of
information, like proprioceptive information from the muscles. In binocular stereo, knowing p boils down to
knowing the vergence angle.
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The expression for the depth gradient of the patch is now in a very simple form,
depending only on two functions of known projected co-ordinates and on the unknown
rotation magnitude p. If we realise that the relation between depth gradient and
rotation magnitude also holds for the veridical values of these parameters (the values
that were used to generate the displays in the first place), we can write

G . Sin(p™ ) = G¥*" - Sin(p*” ) =—-a
Gy - Sin(p™) - Cos(p™™) = Gy - Sin(p™") — Cos(p™") = —b

in which the superscripts ‘rec’ and ‘ver’ denote reconstructed and veridical respectively.
These equations clearly show the inverse relation between reconstructed depth gradient
and recovered amount of rotation, at least for small rotations. The parameters a’and b
can be identified as first order spatial derivatives (differential invariants) of the finite
(because of finite rotations) flow field: (-CURL) and (DIV+1) respectively (see
Koenderink, 1986). The other two first order differential invariants, DEF and the
orientation of the axis of deformation 9, are coupled to DIV and CURL. This coupling
between the invariants is due to the fact that we use parallel projection instead of
perspective projection. DEF equals the square root of the sum of squares of DIV and
CURL, whereas 9 equals half of the arc tangent of CURL/DIV.

If we write down the displacement along the y co-ordinate of any point R of the
planar patch, we get ’

Ry, — Ry, =~CURL- Rx, + DIV - Ry,.

Thus, if we use the origin and two other points, we can predict what the projected
" displacement of a fourth point R has to be, to be identified as part of the same planar
patch. If we reverse the argument here, we can make use of these extra points to get
better estimates of the DIV and CURL, since these entities are the same for all triplets
of points that are part of one and the same planar patch. Of course we need to know that
all these points do indeed belong to the same planar patch in the first place!

If we extend this argument a little further, we see that when we have a smooth flow
field instead of a set of moving feature points, local estimates of DIV and CURL would
be sufficient information to be able to compute the above relation between local depth
gradient (attitude) and rotation magnitude. In order to make that local analysis, we have .
to make the reduction of the problem (removing translation and image-plane rotation)
on a local basis as well. Translations seem to be no problem because they can easily be
corrected for, but image plane rotations do cause CURL changes. However, since DEF
is coupled to DIV and CURL in the reduced case of such a planar patch rotating in
depth, we are able to detect this and correct for it. We can even invert the problem and
use this relation to estimate the (local) amount of image plane rotation itself. If we
combine the local analyses at two different parts of a rigidly moving object, we can
compare the local attitudes without knowing them.
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Abstract

In a series of experiments subfects view two three-dimensional objects presented simultaneously on a
computer screen, each object rotating around an axis in the fronto-parallel plane. Subjects are
required to judge which of the two objects bas the higher angular speed. The results enable us to
investigate bow the spatial configuration of these objects, relative to each other and to the observer,
affects the observer's speed judgements. The objects used are random polybedrons with approximately
equal extension in all directions. We find that the angular speed of rotation around a vertical axis is
underestimated relative to the angular speed of rotation around a borizontal or a diagonal axis. This
anisotropy is slightly smaller when the objects are presented above each other than when they are
presented side-by-side. In further experiments subjects view one object foveally and one object
peripberally. We find that subjects underestimate the angular speed of peripheral objects compared to
foveal ones, and that the underestimation increases with increasing eccentricity. However, this effect
can be cancelled by appropriate spatial scaling of the obfects. The discrimination threshold is found to
be largely independent of the specific spatial configuration employed; it is typically 20%. An attempt is
made to interpret the results in terms of known two-dimensional image processing properties of the
visual system. Some implications for the perception of three-dimensional structure are discussed,

Introduction

The structure of a moving object can only be recovered from optic flow if the object's
orientation changes with respect to the viewing direction!8. Consequently, such relative
rotations between object and observer are of substantial importance for an observer
(either an artificial or a biological visual system) interested in the three-dimensional
spatio-temporal layout of a scene. It is therefore quite remarkable that the perception of
3D rotation has received so little attention in the past (we believe that the work on
mental rotation is an independent area of research).

Rotations are commonly described by two separate quantities: the orientation of the
axis of rotation and the angular speed. We are aware of two studies that have analysed
the perception of the axis of rotation. Shiffrar and Shepard (1991) investigated the role
of reference frames in the perception of cube rotations. Employing a same-different
paradigm they found that the speed and accuracy of observers' comparisons of cube
rotations decreased as the axes of successive rotations departed from the canonical axes
of the environment, or even more sharply, from the symmetry axes of the cube. Pollick,

18 Viewing direction should be read as the visual direction in which the object is seen; the viewing direction is
not necessarily equal to the fixation direction of a human eye. An object that objectively translates through
space always rotates relative to the viewing direction, except when it is moving along the viewing direction
itself.
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Nishida, Koike & Kawato (1994) used a pointing task to investigate the perceived
rotation axis of moving constellations of dots as a function of axis orientation and type
of display. They found that subjects were sensitive to both the slant and tilt of the
rotation axis, and that the bias in judged slant and the variability in judged tilt
depended on the type of structure-from-motion display. Perceived angular speed was
studied by several other authors. We summarise the clearest findings. Kaiser (1990)
found that observers are able to discriminate angular velocities with a competence
approaching that of linear velocities. She also reported that larger objects appear to
rotate faster than smaller ones. Kaiser and Calderone (1991) found that edge-transition
rate and projected velocities of surface elements positively bias perceived angular
velocity, although judgements are mainly determined by the true angular velocity.
Petersik (1991) basically confirmed the findings of Kaiser et al. (1990, 1991). Liter,
Braunstein and Hoffman (1998) found that judged rotation magnitude increased both
with increasing objective rotation magnitude and with increasing depth of the rotating
object (both corresponding to increased relative image motion), in accordance with the
other studies.

Our study concentrates on the influence of spatial configuration on the perceived
angular speed of 3D objects. We believe that a few basic spatial aspects deserve to be
studied more systematically, as we will point out in the introductions to the various
experiments. We present results about the effects of the orientation of the axis of
rotation, spatial ordering, retinal eccentricity and size on perceived angular speed.
‘Where possible, we attempt to interpret our findings in terms of known 2D processing
characteristics, and we speculate how these effects might influence the perception of
moving objects in general.

Experiment 1
Azxis of rotation

This experiment was designed to investigate the possible existence of an anisotropy in
the perception of angular speed as a function of the orientation of the (fronto-parallel)
axis of rotation. Although this problem has been studied before, the results are not very
convincing, as we will now explain. Kaiser (1990) found no evidence for an anisotropy.
In her study she used computer-generated rotating cubes, whose faces were
distinguishable only by their different lJuminance levels. The orientation of these cubes
was highly constrained: the axis of rotation was always perpendicular to one of the
faces, and at the onset of rotation one of the other faces was either aligned with the
projection plane or at a 45° angle with it. It is not clear whether or not the fact that the
shape and orientation of these objects are easily recognised (equal sized edges and
facets, 90° angles, etc.) calibrates the information available from the structure-from-
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motion cue in such a way that potential anisotropies are masked. In one condition she
used a bisphenoid (double tetrahedron) for which similar arguments hold. By using
random polyhedral objects with roughly the same extension in all directions we try to
prevent these confounding effects of shape recognition and the occurrence of specific
orientations. Van Veen, Kappers, Koenderink and Werkhoven (in press) have shown
recently that the distinction between such random objects and (easily recognised) cubes
can indeed lead to large perceptual differences. The only other study that has
investigated the effect of orientation of the axis of rotation on judged angular speed is
that conducted by Petersik (1991). He used rotating spheres, which were either textured
with random dots or filled with random dots. In his first experiment (discrimination
task) he found that the axis of rotation (either horizontal or vertical) had weak effects
on the point of subjective equality (PSE). However, he also found significant
differences between PSE and POE (point of objective equality) in symmetric conditions
(both objects rotating around the same axis), which testifies to the existence of a
response bias. This severely weakens his conclusions regarding possible effects of axis
orientation on perceived angular speed. In our experiment we deliberately include
symmetric conditions, which allows us to establish the reliability of the data.

Methods

Ezxperimental Set-Up

The stimuli were generated on an Apple Macintosh IIfx computer and displayed on a
71 Hz Radius TPD/19 high spatial resolution (82 dpi) grey-scale monitor (1152 by
882 pixels), subtending approximately 20°