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Chapterr 1 

Generall  introduction 

Knowledgee about parameters of the sea bottom is of great interest in the field of underwater 
acoustics.. These bottom parameters comprise, amongst others, the density, die attenuation, the 
porosity,, the sound speeds, and die layering of the sea bottom. The applications requiring sea 
bottomm information, or sea bottom classification, are manifold, and include for example the 
acousticc propagation models that are used on board of navy ships for sonar performance 
prediction,, which need sea bottom parameters as input. Also in the area of mine hunting 
bottomm information is essential, since for each type of bottom mines behave different. In a soft 
bottomm mines get buried in the bottom, whereas they will stay on top of hard sea bottoms. 
Anotherr application lies in the field of source localization. A promising method for source 
localizationn is a technique called 'matched field processing', which is capable of localizing 
sourcess in both range and depth. However, for a successful application of this technique 
accuratee information on bottom type is essential. Also for dredging, investigating the sea 
bottomm for off-shore activities, e.g. when considering an airport in sea, or tracing the sea 
bottomm for certain types of material, bottom information is requisite. 

Obtainingg information about the sea bottom is not trivial. Often use is made of samples of 
thee sea bottom. However, these samples are point measurements and therefore are not 
representativee for large areas. For this, an extremely large number of samples are needed. 
Obtainingg such a large amount of sea bottom samples is a very time consuming and costly 
operation,, since a dedicated large ship is required for obtaining the samples, which then have 
too be analyzed either on board or in a laboratory. Seismic surveys can be carried out for 
determiningg the sea bottom layering. For bottoms with high sound speeds, roughly 
correspondingg to rock type of bottoms, these seismic surveys can also provide information on 
thee sea bottom sound speeds. It should be noted that, besides taking bottom samples, the only 
wayy to obtain sea bottom information is through acoustic means since all other kinds of 
radiationn are attenuated too much. 

Inn this thesis a bottom parameter estimation technique denoted by 'matched field 
inversion'' is investigated. With this technique an acoustic field that is measured on a sonar 
arrayy is compared with an acoustic field that is calculated by a propagation model. The model 
calculationss are carried out for trial sets of the unknown parameters. The trial set that provides 
thee maximum match between both acoustic fields should correspond to the true values of the 
unknownn parameters. Clearly only those parameters that indeed influence the received signals 
cann be estimated. Since the amount of possible combinations of the unknown parameters can 
bee huge, and since the function that quantifies the match can contain a large number of local 
optima,, global optimization methods are required for guiding the search for the set of 
unknownn parameters that gives the maximum match. 

Thee different chapters of this thesis and their cohesion are as follows. Since this thesis is 
madee up mainly of articles that appeared in journals dedicated to the subject of (underwater) 
acoustics,, in none of these articles basic knowledge on underwater acoustics is presented, as 
thee readers of the before-mentioned journals are assumed to be familiar with the subject. 
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Chapterr 2 provides this basic knowledge. The ocean environment and its essential parameters 
aree discussed. The equations governing the propagation of sound are presented, and the 
influencee of some of these parameters on the acoustic propagation is illustrated through the 
usee of two bottoms with different properties. Note that if there is an effect of bottom type on 
thee acoustic propagation, this implies mat bottom parameters can be estimated through 
acousticc means. This is demonstrated by a model validation exercise at the end of Chapter 2, 
wheree a study is carried out for estimating the influence of the different model input 
parameterss on the match between measured and modeled signals by considering a large 
amountt of realistic input parameter sets. Since for some of the input parameters no 
informationn was available, the values corresponding to the maximum data/model match have 
beenn employed in the final data/model comparison. Only a limited amount of parameter 
valuess and parameter combinations were considered. Instead of this exhaustive search, more 
sophisticatedd global search, or optimization, methods can be applied. 

Inn Chapter 3 these global optimization methods are applied with the goal to find the set of 
parameterss that results in an optimal match between measured and modeled underwater 
acousticc data. These global optimization methods carry out a guided search through all 
possiblee combinations of the unknown parameters, and are especially applicable in problems 
withh many unknowns and many local optima. Two global optimization methods are 
consideredd in Chapter 3, viz., simulated annealing and the genetic algorithm, and the 
performancee of both methods is assessed. 

Inn Chapter 4 the genetic algorithm is used for inversion of data that were supplied within a 
benchmark.. The goal of this benchmarking exercise was to compare the various methods 
employedd for matched field inversion during a dedicated workshop. The matched field 
inversionn results presented in Chapter 4 indicate good performance in estimating the values 
forr the unknown sea bottom parameters. When comparing the results of all workshop 
participants,, 16 in total, the organizers of the workshop mention the following about the 
Chapterr 4 results: "Their approach is exceptionally accurate and efficient for nearly all 
parameters.". . 

Chapterr 5 presents the results of inversions of experimental acoustic data obtained during 
ann experiment conducted south of Sicily on the Adventure Bank in October 1997. The sound 
sourcee was towed behind a ship and, therefore, this chapter can be seen as the first 
demonstrationn of the practical applicability of matched field inversion. The inversion results 
showw good agreement with results from independent measurements. 

Chapterr 6 presents results of inversions of experimental data obtained during an 
experimentt carried out in April/May 1999 on the Adventure Bank as well. The sound source 
usedd during these experiments was mounted on a tower construction that was put at the sea 
bottom,, to keep it at a fixed position. This configuration allows for assessing the effects of the 
varyingg ocean on the matched field inversion results. Use was made of data transmitted at a 2-
kmm range from the receiver. Many snapshots of data, recorded over a period spanning 8 h, are 
usedd in the inversion in order to assess the variability in the inversion results. For this, it is 
assumedd that all variation in the inversion results should be due to both the imperfect 
optimizationn method, and the temporal oceanographic variability. Inversions for synthetic 
dataa reveal the uncertainty that is due to the optimization method. It is found that the 
optimizationn method itself is a large contributor to parameter uncertainty. Inversions of 
syntheticc data that also include oceanographic variability show uncertainties comparable to 
thatt of the inversions of experimental data. Consequently, it is concluded that the origins of 
uncertaintyy have been revealed. 

Inn an effort to reduce the uncertainties due to the imperfect optimization method, a local 
optimizationn method is applied after the global optimization in Chapter 7, using the genetic 
algorithmm results of Chapter 6. Inversions of synthetic data indicate that this approach almost 
completelyy eliminates the contribution of the optimization method to the parameter 
uncertainty. . 
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Inn Chapter 8 the capability of the matched field inversion method to also estimate 
parameterss of the water column is demonstrated. Use is made of the same data as in the 
previouss two chapters. 

Chapterr 9 presents results of inversions of data obtained at several sites during an 
experimentt carried out in November 2000. The goal of this experiment was to obtain data in 
environmentss that differ with respect to their bottom properties, in order to demonstrate the 
generall  applicability of matched field inversion for bottom classification purposes. The source 
wass towed behind a ship, thereby providing acoustic data over a large area. When using such 
aa set of acoustic data for the matched field inversion analysis, information on bottom 
parameterss is obtained that is representative for the area in between source and receiver, 
therebyy providing information on large regions (several km), contrary to bottom samples. At 
thee end of Chapter 9, the importance of having a bottom classification technique is illustrated 
throughh the means of two applications, viz., source localization and a sonar performance 
model. . 

Finally,, Chapter 10 presents the summary and conclusions. 
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Chapterr 2 

Seabedd effects on underwater acoustic propagation 

2.11 Introductio n 

Inn this chapter, the ocean environment is introduced from an acoustic point of view. In the 
scopee of the thesis, devoted to estimating bottom properties through acoustic means, 
particularr attention is paid to the interaction of the sound with the seabed. In addition, the 
modell  that is used for calculating the propagation of sound under water throughout this thesis 
iss described. 

Inn Section 2.2 the wave equation, governing the propagation of sound, is presented, and the 
parameterss that influence the propagation of sound are identified. In Section 2.3 these 
parameterss are considered in more detail and typical values for these parameters are given. In 
Sectionn 2.4 the normal-mode technique for estimating solutions to the wave equation is 
described.. The influence of bottom type on the acoustic propagation is illustrated in Section 
2.5.. To this end, two ocean environments are defined, which differ with respect to their 
bottomm characteristics. The seabed reflection coefficient is introduced and calculated for the 
twoo environments. Further, the transmission loss, i.e., the difference between the transmitted 
andd received signal level, is determined for these two environments. In addition, the effect of 
bottomm type on the shape of the received signals is shown. As a last illustration, work carried 
outt for model validation purposes is presented. This example from practice shows the impact 
off  bottom type on the acoustic propagation using real acoustic data. 

2.22 Propagatio n of soun d throug h the water 

Thee propagation of sound is governed by the wave equation1 

V .(lv/>)—^-f ^^  = 0 (1) 
pp pc2 dr 

withh P the pressure, p the density, and c the sound speed. 
Fromm this equation it is seen that the propagation of sound is influenced by parameters of 

thee medium, viz., the sound speed and the density. A parameter not yet introduced, but also 
influencingg the propagation of sound, is the attenuation constant. When modeling the acoustic 
propagation,, all these parameters need to be known both in the water column, and in the 
seabedd underlying the water column. These parameters are considered in Section 2.3. In 
Sectionn 2.4 a technique for determining solutions to Eq. (1) is described. 
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2.33 The ocean-acoustic environment 

Inn this section the parameters, both in the water column and in the seafloor, influencing the 
propagationn of sound are considered. In addition, this section presents guidelines for the 
typicall  values encountered for each of these parameters. 

2.3.11 The water column 

Thee ocean is an acoustic waveguide that is limited from above by the sea surface and from 
beloww by the ocean bottom. The sound speed in the waveguide plays the same role as the 
indexx of refraction in optics. It is a function of the temperature, the salinity, and the depth in 
thee water column. A device that is often used for estimating the sound speed as a function of 
depth,, the 'sound speed profile', is the Conductivity-temperature-Depth (CTD) sensor. Also 
expendablee bathymetry temperature (XBT) measurements are sometimes carried out for 
measuringg the sound speed profile (using independent measurements or a database for 
obtainingg the salinity). Sound speed profiles show different behavior for different seasons and 
forr different geographical positions. Figure 1 shows both a typical summer and a typical 
winterr profile, respectively, both taken in the same shallow water area (~ 100 m water depth). 
Thee winter profile shows lower sound speeds due to the lower water temperature. The sound 
speedd profile corresponding to the summer profile increases from the top to about 15 to 18 m 
waterr depth due to the increase of pressure with depth, with the water temperature remaining 
(almost)) constant. The corresponding layer is denoted as the 'surface duct'. Below 18 m there 
iss a strong decrease in sound speed due to a decrease in temperature. The layer corresponding 
too this strong decrease is called the 'thermocline'. 

surfacesurface duct 

thermocline thermocline 

 1 

// • 

,-- ' ' ' 

; ; 

^50 00 150 5 151 0 151 5 152 0 152 5 153 0 153 5 
soun dd spee d (m/s ) 

Fig.. 1 Typical winter (solid) and summer (dashed) sound speed profile. 

Thee sea surface is a rough surface due to the presence of sea surface waves. These waves 
resultt in scattering of sound, i.e., the sound is scattered away from the specular direction. The 
influencee of the rough sea surface on the acoustic propagation is often modeled as a loss term. 
Thiss loss term is dependent on the amount of roughness, i.e., the heights of the sea surface 
waves,, and therefore on the speed of the wind above the water. Another effect of the rough 
seaa surface is the presence of air bubbles in the upper part of the water column. These air 
bubbless result both in a scattering of the sound at the bubbles, and in a change of the sound 
speedd in the bubble region. Typically, the entrainment depth of the bubbles equals 0.4 m for 
windd speeds less than 7 m/s, and increases, for example, to 0.8 m at 10 m/s wind speed. 
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2.3.2 2 Thee seafloor 

Thee other boundary of the waveguide is the sea floor. For shallow water environments (water 
depthh of several 100 m), with sound propagating over distances that are many times larger 
thann the water depth, the sound experiences a considerable interaction with the sea floor. 
Consequently,, the sea floor has a large influence on the propagation of the sound. This 
influencee is dependent on the sea bottom type, and therefore, information on the sea bottom 
parameterss is essential when modeling the propagation of sound through shallow waters. At 
thee same time, bottom parameter estimation through acoustic means becomes feasible. The 
bottomm parameters comprise, for example, the density, the attenuation constant, and the sound 
speedd in the sea bottom. In what follows we will consider some of these parameters and 
indicatee the range of values encountered. The articles that are referred to have a widespread 
usee in the underwater community, and form the standard literature on this topic. 

Twoo sediment parameters not yet introduced are the porosity and the grain size. They are 
denotedd as geo-technical parameters. It is relatively easy to determine these parameters with 
standardd techniques, and they can be used, by employing empirical relations as shown below, 
forr determining the density, the sound speed, and the attenuation. These latter three 
parameterss directly influence the acoustic propagation and are called geo-acoustic parameters. 
Whenn determining their values using bottom samples, they can either be measured directly 
fromm the sample, or be estimated indirectly from the geo-technical parameters. 

Figuree 2 shows the sediment grain size plotted versus the sediment porosity. 
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Fig.. 2 Grain size versus porosity. 

AA term often used in relation to porosity is the 'void fraction', which is the volume of voids 
dividedd by the total volume. The porosity is known to depend on a number of factors, the 
mostt important of which is the grain size, which explains the strong correlation between these 
twoo parameters in Fig. 2. In this figure also an empirical relation between these two 
parameterss is presented, which is obtained as a fit  through a large amount (> 500) of 
measurements.. The expression for this relation is 

ss = 20.8 +9.43 p-0.334 <p2 
(2) ) 
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withh cp being the - log of the grain size in mm, and s the porosity (%). No error on this 
regressionn equation is provided since this error could not be obtained from (Bachman ) 
unambiguously,, but it roughly amounts to about 10 %. The regression equation is valid for 
porositiess from 36.7 % to 85.8 %, and for grain sizes of ~1 urn to -570 urn. 

Figuree 3 shows for a set of sediment types the density p (g/cm ) versus the porosity s (%). 
Alsoo shown is the theoretical relation' 

PP = P«*/(1-") + />*" (3) ) 

Inn this expression n is the fractional porosity (n = s/l 00), and the subscripts w and solid 
denotee water and mineral solids. The value for psond amounts to about 2.7 g/cm3. 
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Fig.. 3 Density versus porosity. 

Figuree 4 shows the compressional wave speed cp versus the density. In addition, an 
empiricall  relation between these two is shown3 

c=c= 2330.4-1257 p + 487.7 /r 3 mis (4) ) 

Thiss expression has been derived as a fit  through several hundreds of measurements, and is 
validd for 1520 < cp < 1840 m/s and 1.25 < p < 2.10 g/cm3. Note that for the low densities (< 
1.44 g/cm ) the sound speed is relatively insensitive to density. In some sediments (see 
(Hamiltonn ) and (Orsi )) velocity might decrease with increasing density in this range. This 
behaviorr appears only for high porosity sediments with no rigidity, i.e., without strength. It is 
welll  known that longitudinal sound speed depends on the two medium parameters 
compressibilityy {ft) and density according to 

(5) ) 

Regardingg the sediment as a suspension of mineral particles in water, and thereby regarding /? 
andd p in Eq. (5) as the total compressibility and density, cp becomes 
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[nfi.[nfi.  + (1 - n)Psolld ]  [npw + (1 - n)PsM ] 
(6) ) 

whichh is known as Wood's equation. The relation between compressional wave speed and 
densityy as predicted by the Wood's equation is shown in Fig. 4 as well, clearly exhibiting a 
minimumm in sound speed as a function of density. The presence of gas bubbles in the 
sedimentt can further reduce c„. 
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Fig.. 4 Compressional wave speed versus density as obtained from measurements (squares). Also 
indicatedd is the empirical relation obtained as a fit through a large amount of measurements (solid 
line,, and dotted below the densities for which the fit is valid). The dashed lines indicate the error. 
Thee (-.) line indicates the relation as predicted by Wood's equation. 

Fromm measurements it was found that the attenuation approximately increases linearly with 
frequency5,, and can thus be expressed in dB/A., with X the acoustic wavelength. In (Hamilton ) 
thee values of the attenuation constant a are related to porosity. Roughly the attenuation 
constantt amounts to about 0.2 dB/A, for high porosity sediments (s > 60 %), whereas it has a 
valuee of a bout 0.8 dB/A. for sandy sediments (s < 40 %). 

Alll  seabed parameters considered above can vary with depth, both as a result of the 
increasee in pressure and temperature5 when going deeper into the bottom, but also as a result 
off  the fact that the sediment can consist of several layers on top of each other. The complete 
sett of seabed parameters influencing the acoustic propagation is often denoted as the geo-
acousticc model of the real seabed. The parameters for the geo-acoustic model need to be 
knownn up to the 'effective acoustic penetration depth'. At high frequencies (several kHz), 
bottomm information is required only for the few upper meters, whereas at lower frequencies, 
informationn on bottom parameters is needed up to much deeper depths into the sediment 
(severall  tens of meters). A complete geo-acoustic model of the seabed requires information of 
alll  geo-acoustic parameters up to the effective acoustic penetration depth. Obtaining such a 
detailedd description is not feasible under practical circumstances and approximations are 
necessary.. Measurements roughly indicate that the attenuation increases with increasing depth 
forr silt-clay sediments, whereas it decreases with depth for sand-silt sediments.' However, the 
effectt is relatively small and is generally neglected. Also in (Hamilton5) measurements are 
presentedd that illustrate the effect of depth in the sediment on the density. The exact behavior 
dependss on sediment type, but in general the density increases when going deeper into the 
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sediment.. For example, the measurements indicate for a sediment with an upper sediment 
densityy of-1.52 g/cm3 an increase up to -1.55 g/cm3 over 20 m. The effect of this increase on 
thee acoustic propagation can often be neglected. The effect of depth in the sediment on the 
sedimentt sound is dependent on sediment type. Velocity gradients in sediments are usually 
positive,, with the velocity increasing linearly or parabolic. In the remainder of the thesis, the 
velocityy is assumed to increase linearly. Typical values for the gradient are 1 s'1. For sand 
typee sediments the gradient is often somewhat higher (4 s"1). Although a gradient of 1 s"1 

resultss in an increase of sound speed of only 20 m/s over 20 m depth, this can have an impact 
onn the sound propagation, and often is accounted for. 

Thee effect of the sediment layering can easily be taken into account. However, for layers 
thatt have thicknesses similar to the effective acoustic penetration depth the layering can be 
neglected.. Also for thinner sediment layers the layering is often not taken into account when 
modelingg the sound propagation. Justification for the single sediment layer assumption is 
obtainedd from literature. Here it was found that inversions of synthetic data, calculated for a 
multii  -layer bottom, and using a two-layer model for the forward calculations with linearly 
varyingg sound speeds, resulted in properties of the two-layer bottom that fitted the properties 
off  the actual multi-layer model reasonably well. The sediment is overlying a medium called 
thee sub-bottom. This medium is modeled as a homogenous layer. 

2.44 Normal-mod e solutio n of the wave equatio n 

Whenn employing the matched field inversion technique (see Chapter 1), bottom properties are 
estimatedd by calculating the received acoustic signals for a large set of candidate 
environments.. The candidate environment that results in modeled signals that show maximum 
similarityy with the measured acoustic signals (as received on a dedicated receiving system) is 
takenn to be the true environment. Since for each new unknown environment a large number of 
calculationss are needed, a very strict requirement on the propagation model is that the 
calculationss are fast. This prevents the use of models based on finite elements and finite 
differences.. Also the model needs to be applicable to a wide range of frequencies, thereby 
excludingg the use of ray based models which are only valid in the high frequency limit.' 
Anotherr requirement is that the model should be suitable for environments that vary both in 
thee depth- and the range-direction. These environments are called 'range-dependent', whereas 
environmentss that vary only with depth are called 'range-independent'. The requirement that 
thee model should be applicable to range-dependent environments, is not easily met by the 
wavenumberr integration approach.1 The two remaining techniques are the parabolic equation 
methodd and the normal-mode method. Since for most situations the normal-mode technique is 
faster,, the model applied in the succeeding chapters for calculating the propagation of the 
soundd is based on the normal-mode technique. The current section presents the basics behind 
thiss normal-mode technique. For rigid sediments, part of the energy is transformed into a 
transversall  or shear wave. Here, all layers are assumed to be fluids and, therefore, the seabed 
iss not allowed to support shear waves. 

2.4.11 The normal-mod e techniqu e 
Inn this section the problem of determining the pressure field resulting from a point source in a 
horizontallyy stratified medium is considered. More detailed information can be found in 
(Jensen1). . 

Forr a single frequency <o, the wave equation has the following form 
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1 „ __ 1 d2p 

pcpc22 ót2 VV  (-V?) — V H - = S„S(r ~ rs )e - " (7) 

withh P the acoustic pressure at position r and time /, due to a source at position rs and strength 
S&.S&. c and p are the sound speed, and the density, both as a function of depth. 

Assumingg that the ocean environment is cylindrically symmetric, with the source position 
att zero range, and accounting for the fact that the received signal must have the same time 
dependencee as the source, the following relation is valid 

P(x,y,z,t)P(x,y,z,t) = p(r,z)e-"" (8) 

withh r the horizontal distance, or range, between source and receiver. By substituting this 
expressionn into Eq. (7), and using cylindrical symmetry, one obtains 

dd22pp 1 dp d2p 1 dp dp , ,2 ^ j „ 
drdr r or dz p dz dz 2w 

withh k the total wavenumber 

c(z) ) 

Eq.. (9) is the so-called Helmholtz equation for a cylindrically symmetric medium. 
Inn the following the ocean environment is simplified and assumed to consist of three layers 

(seee Fig. 5): 

 A water column of depth Hw with density pw (= 1 g/cm3), sound speed profile cw(z), and 
attenuationn constant aw; 

 A sediment layer of thickness Hs, and density ps, sound speed profile cs(z), and attenuation 
constantt as; 

 A semi-infinite homogeneous sub-bottom with density pb, sound speed Cb and, attenuation 
constantt a». 

Thuss the densities and attenuation constants are assumed to be constant in each of the layers, 
whereass the sound speed in the water column and the sediment layer is allowed to vary with 
depthh z. The sub-bottom sound speed is however assumed to be constant. The total sound 
speedd profile is 

ccww(z)(z) for 0<z<Hw 

c(z)c(z) = \cs(z) for Hw<z<Hw+Hs (11) 

c,, for z >/ƒ„,+/ƒ. 
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artificiall  boundary 
(neededd for numerical implementation) 

Fig.. 5 Schematic of the simplified range-independent ocean environment. 

Itt is assumed that the sea surface is a pressure release boundary, corresponding to a reflection 
coefficientt of R = -1 and a transmission coefficient T = 0, which means that there is no 
transmissionn of sound from the water to the air above the water, i.e., 

P(r,0,t)P(r,0,t) = 0 (12) ) 

Further,, it is assumed that at some sufficiently great depth H, = Hw + Hs + HB (see Fig. 5), a 
perfectlyy rigid boundary exists, i.e., 

dz dz 
(13) ) 

HHBB should be selected such that there is no contribution from below H, to the total acoustic 
field.field. Experience has learned that taking HB equal to 20 acoustic wavelengths is sufficient. 

Thee Helmholtz equation can be solved by applying the technique of separation of 
variables,, which implies substitution of 

p(r,z)p(r,z) = R(r)V(z) (14) ) 

inn the homogeneous Helmholtz equation, i.e., Eq. (9) with the right-hand side equal to zero. 
Onee then obtains the following two differential equations 

dd22RR \dR „  A 

— rr + + /uR = 0 
drdr r dr 

(15) ) 
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^ . l ^^ + ( t»_^-0 (.6, 
dzdz p dz dz 

wheree n is the separation constant. The boundary conditions are 

¥(0)) = 0 
d*¥d*¥ (17) 
dz dz 

Eq.. (16), the depth-dependent Helmholtz equation or modal equation, together with the 
boundaryy conditions, is a standard Sturm-Liouville eigenvalue problem. It has an infinite 
numberr of solutions ¥„(z) (eigenfunctions or modes) for distinct real values //„  = kl (the 
eigenvalues)) of the separation constant. For an arbitrary sound speed profile c(z) this problem 
hass to be solved numerically. 

Thee eigenfunctions of a Sturm-Liouville problem are orthogonal and can be normalized, 
i.e., , 

 (18) 

withh 6n „. Kronecker's delta. Since the eigenfunctions form a complete orthonormal set, the 

solutionn of Eq. (9) can be written as 

p(r,z)p(r,z) = f X „  (z) (19) 

Thee coefficients R„(r)  are determined as follows: Substituting Eq. (19) into Eq. (9), 
multiplyingg by ¥n(z), integrating over z, and using the orthonormality of the eigenfunctions 
(Eq.. (18)) one obtains 

drdr22 r dr *n " 2nrp(zs) 

Thiss standard equation (BessePs equation of order zero10) has the following solutions 

RRn(n(rr)) = T^Vn(zs)Ht:'2\knr) (21) 

withh HQ-1) and HQ(2) the zeroth order Hankel functions of the first and second kind, 
respectively.. The radiation condition (energy must radiate outward as r - > ») and the choice 
off  e~"" for the time dependence ofP imply that the Hankel function of the first kind has to be 
taken. . 

Noww the final solution becomes 

p(r,z)p(r,z) = -^jym(ZtyVn(z)Hlx\ks) (22) 
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beingg the normal-mode solution to the wave equation. 
Usingg the asymptotic expression for the Hankel function (to a good approximation valid 

for#„r>2) ) 

H:\kH:\k nnr)=ï^er)=ï^e(k(k^^  (23) 

Eq.. (22) can be written as 

p(r,z)p(r,z) = ' \S"fvn{z n̂{z)e-^= (24) 
p(zp(zss)J&m-)J&m-  „=, <Jkn 

Accordingg to Eq. (8) and (24) the pressure field P(r, z, /) can be regarded as a superposition 
off  cylindrical waves 

PPcncn(r,z,t)(r,z,t) = ^P-e'^-^  (25) 
Vr r 

withh phase speeds cn = —. The eigenvalues kn can therefore be interpreted as horizontal 
K K 

wavenumbers,, i.e., wavenumbers in the r-direction. 
Thee modal equation, Eq. (16), has an infinite number of solutions *F»(z) for distinct values 

k„k„  of the separation constant //. All eigenvalues k„  are real and are all less than a>/cm\n, with 
Cminn being the lowest value in the total sound speed profile (Eq. (11)). Consequently, all 
correspondingg phase velocities are greater than cm\n, i.e., cn > c n̂, V«. The «*  mode function 
*¥*¥ nn has n zeros on the interval [0, Ht], The phase speed spectrum can be divided in two 
differentt regions, comprising the discrete modes and the so-called leaky modes. The 
eigenvaluess of the discrete modes satisfy 

—— <K< (26) 

assumingg Cb to be the highest sound speed value in the total profile, Eq. (11). The 
correspondingg phase velocities satisfy 

ccmmmm<c<cnn<c<cbb (27) 

Hence,, for discrete modes to exist Q, must be greater than cm\n. The number of discrete modes 
(L)(L) is finite. The eigenvalues of the leaky modes satisfy 

0<k„<—0<k„<—  (28) 

withh corresponding phase velocities 

CbCb < Cn < °° (29) ) 
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Fig.. 6 illustrates the two regions of phase speeds. 

[[  discrete leaky 

Fig.. 6 The two phase speed regions. 

Thesee leaky modes correspond to sound rays traveling at grazing angles greater than the 
criticall  angle at the sediment/sub-bottom interface, and therefore part of the energy carried by 
thesee modes leaks into the sub-bottom. Hence, the contribution of these modes to the pressure 
fieldd becomes negligible at a sufficient distance from the source. This is only legitimate for 
'long-range'' propagation in shallow water for ranges that are an order of magnitude larger 
thann the depth. This is the case for the remainder of this thesis. The leaky modes are also 
denotedd by 'continuous modes'. If the leaky modes contribution is not taken into account, the 
solutionn becomes 

// i If 

^ (r ' z)=-rT%=£^ (z^» (z)£Jrr  (30) 

p(z$)V8^^ „=1 jkn 

Inn the above discussion no losses due to attenuation, both in the water column and in the 
seabed,, and due to the scattering of sound at the rough sea surface are taken into account. 
Theirr contribution is implemented through perturbation theory1, where a small imaginary part 
iss added to the total wavenumber. This leads to modal attenuation coefficients a„  for each 
modee n, where 

aann=a=ann
ww+a+ann

ss+a+ann
bb+ar'+ar'  (31) 

withh the superscripts w, s, b, and scat denoting water, sediment, sub-bottom, and scattering, 
respectively.. The expressions for the water, sediment, sub-bottom, and scattering modal 
attenuationn constants can be found in (Ingenito11) and (Kuperman12). For illustrative purposes 
wee present the expressions for the water, sediment and sub-bottom modal attenuation 
constants: : 

WtMjfWtMjf aw^bf o) tc^b Vn(zy 

ccww>> sbsb2Q2Ql0l0logeloge pw's'bk„  > c(z) c(z) «/""  = r^T ^  ^ - P r ^ ^  (32) 

withh <f's'b, denoting the attenuation constants in the water (w), sediment (s), and sub-bottom 
(b),(b), respectively, c w's  denotes the mean sound speed in the water column, the sediment, and 
thee sub-bottom layer, respectively. The integral has to be taken over the corresponding layer, 
i.e.,, for determining cx  ̂ the integral is taken from 0 to Hw, for determining otf the integral is 
takenn from Hw to Hw + Hs, and for determining a„ s the integral is taken from Hw+Hs to 
HHww+H+H ss+H+H bb.. The factor ƒ /(cWÏ,*2010loge)converts the units from dB/A. to 1/m. Including the 
losss terms the expression for pir^z), Eq. (30), now becomes 
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p(r,z)p(r,z) = -
p(zp(zss)jSnr)jSnr n= 

^„(z,y¥„(z)-^„(z,y¥„(z)-
(ik-a„)r (ik-a„)r 

(33) ) 

Forr obtaining ¥„  and k„,  the modal equation Eq. (16) has to be solved numerically. Finite-
differencee discretization is applied for transforming the modal equation, and the 
correspondingg boundary conditions, Eq. (17), into an eigenvalue problem. This is considered 
inn Appendix A. This resulting algebraic eigenvalue problem is solved by using EISPACK 
routiness that determine the eigenvalues and eigenvectors (or eigenfunctions) for a real 
symmetricc tridiagonal matrix in a specified interval. 

2.4.22 Range-dependency through the adiabatic 
approximation n 

Inn Section 2.4.1 the environment is allowed to vary with depth, but is assumed to be constant 
inn the range direction. In situations where the range-dependence of the environment is such 
thatt it cannot be neglected, still use can be made of the normal-mode solution. As a result of 
itss relatively (compared to other techniques for calculating the sound propagation in range-
dependentt environments) short calculation times, the approach most commonly used is to 
employy the 'adiabatic approximation'. 

Inn the adiabatic approximation, the environment is divided in segments that all together 
spann the entire source-receiver range. Figure 7 shows an example of such segmentation. 
Withinn each of these segments the environment is assumed range-independent. 

50 0 

100 0 

150. . 

28 8 

26 6 

£77 ;26 |26 

l266 !26 Ï26 

25 5 

25 5 

measuredd b^thyme^ry 

4 4 
rangee (km) 

Fig.. 7 Example of segmentation applied for the adiabatic normal-mode approach. In each range segment 
thee upper number indicates the amount of modes calculated for that particular range segment. The 
lowerr number indicates the amount of modes accounted for as a function of range r. 

Forr each of the segments the eigenvalues and eigenvectors are determined. The assumption 
madee in the adiabatic approximation is that from one range segment to another, the modes 
couplee without any transfer of energy to higher or lower order modes. This means that there is 
noo energy transfer in between modes of different orders, i.e., mode n does not couple with 
modess n+\, n+2,..., L, and with modes n-\, n-2, .., 1. Considering Fig. 7, a result of the 
approximationn applied is observed: for the situation considered the amount of modes 
increasess from 26 to 28 when going to larger water depths. This however is not accounted for 
inn the adiabatic approximation, since the new modes (at larger water depth) have no 
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neighboringg modes to couple with at the left side. Similarly, when going to smaller water 
depths,, modes will disappear. For the example shown in Fig. 7 and for a receiver at range r = 
77 km, 25 modes will be accounted for in all range segments. 

Forr the cases considered in this thesis, the adiabatic approximation can be applied when 
accountingg for range-dependency, since the slopes are small. However, up to what slopes the 
adiabaticc approximation is valid is still a topic of research. 

Thee derivation of the expressions for the adiabatic approximation is given in (Jensen ) and 
heree only the resulting expression is presented 

p(r,z)--p(r,z)--
ee /45„ 

i\k„t,r')dr'-\a„(r')dr' i\k„t,r')dr'-\a„(r')dr' 

P(ZS)V8OT-- „-. 
2 XX  (0,zs )Vn(r, z)-

lk„(r')dr' lk„(r')dr' 

(34) ) 

withh Lmin the minimum amount of modes encountered over all segments up to range r. Note 
thatt employing the adiabatic approximation requires solving for the eigenvalues of the modal 
equationn in all segments. The eigenfunctions are needed only for the segments that contain the 
sourcee and the receiver. For calculating the received complex pressure (Eq. (34)) use is made 
off  the averaged (over range) horizontal wavenumber and the averaged modal attenuation 
coefficient. . 

2.5 5 Examples s 

Inn this section the effect of the sea bottom properties on the sound propagation is illustrated 
throughh the use of two bottoms with different properties. The first is a sand-silt-clay like 
bottom,, with geo-acoustic bottom parameters as shown in Fig. 8. The second is a muddy 
bottom,, i.e., a mixture of silt and clay with a sound speed lower than that in the water column. 
Thee corresponding geo-acoustic model is shown in Fig. 9. The sub-bottom is taken the same 
forr the two environments. Note that this model for the seabed corresponds to the model 
discussedd at the end of Section 2.3. 

f f 
10m m 

1 1 
Ps=1.60g/cm m 
ocs== 0.50 dB/ X 

3 3 

pp = 1.80 g/cm 

0^=0.700 dB/ X 

:,, ./;*; "  ;.'"°; ?K:; ' 

15600 m/s 

\ l 5 700 m/s 

16000 m/s 

"f f 

100 m Ps= 1.40 g/cm 
II  CL= 0.30 dB/ X 

14400 m/s 

pp = 1.80 g/cm-
b b 

ab=0.70dB/>. . 

16000 m/s 

Fig.. 8 Geo-acoustic model for the sand-silt-
clayy environment. 

Fig.. 9 Geo-acoustic c 
environment. . 

modell for the mud 

First,, the influence of bottom type on the bottom reflection coefficient is considered. The 
bottomm reflection coefficient is the ratio of the amplitudes of the reflected plane wave to the 
planee wave incident on the water/sediment interface, and provides a measure for the effect of 
thee sound interacting with the sea bottom. The practical applications of the reflection 

file:///l570
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coefficientt are limited and it is not used for the forward modeling, but the concept is a means 
forr illustrating the energy transport in and out of the ocean waveguide. By showing the 
influencee of bottom type on the reflection coefficient, it is demonstrated that it is indeed 
feasiblee to estimate bottom properties through acoustic means. As a next example for the 
influencee of bottom type the transmission loss, i.e., the amount of energy lost in between 
sourcee and receiver, is calculated for the two environments. 

Att the end of this section results of a model validation exercise are presented, 
demonstratingg the influence of sea bottom type on the underwater acoustics in real life. 

2.5.11 Interaction of sound with the seafloor 

Figuree 10 shows the reflection of sound at an interface that separates two homogeneous fluid 
media.. The environment considered is 2D, i.e., there is no variation in the _y-direction. 

Fig.. 10 Reflection and transmission. 

Forr deriving expressions for the reflected and transmitted waves we consider a plane 
harmonicc wave 

p(x,z,t)p(x,z,t) = p(r,t) = ei{kr~a') with k-r = kxx + k:z (35) 

Thee wavenumber k is the absolute value of k, i.e., |k| = k . 

Assumingg the incident wave to have unit amplitude, and denoting the amplitudes of the 
transmittedd and reflected waves by T and R, respectively, one obtains 

PrPr = & « i ( x « ^ * « kt= — = Ilk, II (36) 

PiPi =7VM-os«2+.-s,„02, £ . ,= — = |k2|| 
C2 2 

Inn these expressions, ft is the grazing angle of incidence (which equals the grazing angle of 
reflection)) and 8? is the grazing angle of transmission. The time factor e~"" is omitted, since 
itt is common for p„  p„  and p,. (R and T are the amplitude reflection-coefficient and the 
amplitudee transmission-coefficient, respectively). /?,-, pr, and ph are the incident, reflected, and 
transmittedd waves. In the above expressions, R, T and 82 are unknowns that have to be 
determinedd from the boundary conditions. The following two boundary conditions are valid1 

forzz = 0 
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1)) Continuity of pressure: 

P,+Pr=P,P,+Pr=P, ( 3 ?) 

2)) Continuity of particle velocity in the z-direction: 

11 d{Pi+Pr)= 1 dp l 

Employingg the first boundary condition results in the following expression 

(11 + R) = ^'(Mos^-Mos^)*  /ÏQ} 

Eq.. (39) is only valid if the right side of the expression is independent of x 

kk22 cos 62 - &, cos 0, = 0 (40) 

Thiss expression is known as SnelPs law of refraction, and is often written as (using Eq. (36)) 

cos#77 COS0, 
~~ = ~ (41) 

c22 c. 

Accordingg to Eq. (39) also the following expression is valid, where both R and T can 
becomee complex, 

(\(\ + R) = T (42) 

whichh together with the second boundary condition, gives 

r.r. rr, P\C, s in#, 

Ï-RÏ-R = T-^-^ 2- (43) 
pp22cc22sinOsinOl l 

Finally,, this leads to the following expressions for R and T 

ZZ -7 17 
ZJZJ  j i Z ; | £j j ~T~ £*, 

withh (44) 

I I 
Z ] = - ^ -- and Z 2 = - ^ 

sin0,, sin# 



20 0 

RR in these above expressions is often referred to as the Rayleigh reflection coefficient; Zj and 
Z2Z2 are called the generalized acoustic impedances of the two media. 

Forr illustrating the effect of bottom type on the reflection coefficient, R is determined for 
thee bottoms of Figs. 8 and 9. In the underwater acoustics community, often, instead of R a 
quantityy called bottom loss (BL) is employed, which is defined as -2010logi?. In the 
followingg we will make use of both R and BL. First, however, die critical angle, and the angle 
off  intromission are considered. 

2.5.1.11 The critica l angl e 
Iff  C2> C], then a critical angle 6C for which perfect reflection occurs, exists. For 0 < 8 < 6C, 

\R\\R\ = 1, and R < 1 for 6 > 0, .6Ccan be determined from Snell's law 

ff  . \ 
00 = arccos (45) ) 

Forr 0<9<6C, cos92 >1, i.e., 62 is purely imaginary. For these angles|/f| = l , i.e., perfect 

reflection,, but with an angle dependent phase shift, i.e., R is complex. For 9 > 6C, R < 1 and 

real. . 

2.5.1.22 Angl e of intromissio n 
Thee angle of intromission, $0, is the angle at which all energy is transmitted into the bottom, 

pcpc p c 
i.e.,, R = 0. This requires that .2 2 = ,' ' (see Eq. (44)). Applying Snell's law, this results 

sin#,, sine?. 
in n 

$$nn = arctan 

1--
(„(„  V 

\^) \^) 

pp22cc2 2 

(46) ) 

- 1 1 

Thiss expression has a solution only if 

1)) p2c2 > pxc  ̂ and c2 <cx; 
2)) p2c2 < plc1 and c2>cx . 

Conditionn 1 occurs in muddy media. Condition 2, however, does not occur for real ocean 
sediments. . 

2.5.1.33 The influenc e of attenuatio n 
Planee wave attenuation or' is defined through the following expression 

^^  < 4 A A -

dx dx 
(47) ) 
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withh Ao the rms amplitude at x = 0. The unit of a' is in m' if x is in m. A plane wave in free 
spacee with sound speed c, and angular frequency w, wil l be of the following form 

(ikx-ax) (ikx-ax) 
(48) ) 

withh k the wavenumber, i.e., k = oïc. 
Attenuationn is accounted for by including an imaginary part to the sound speed, i.e., 

c(z)c(z) = cr (z) - ict (z). Now the plane wave takes the form 

ee c = e c'+c' (49) 

Comparingg Eq. (49) with Eq. (48), and assuming that c2 « cr
2 leads to the following 

relation n 

a''  2 c,=—cc,=—cr r 
CO CO 

(50) ) 

Inn Figs. 8 and 9 the attenuation a is given in dB/A.. The relation between a and a' is obtained 
byy considering the ration of the amplitudes in dB between points that are a wavelength apart 

-a'(x+A) -a'(x+A) 

aa = -2010log- -- = or'A2010loge = 8.686a'A (51) ) 

Figuree 11 shows the effect of the attenuation on BL, for the two bottoms, with the upper 
plott corresponding to the sand-silt-clay bottom and the lower plot corresponding to the mud 
bottom,, respectively. All sediment properties are taken constant and equal throughout both the 
sedimentt and the sub-bottom, with the values equal to those at the top of the sediments of 
Figs.. 8 and 9. cp, p, and a are the seabed compressional wave speed, the density, and the 
attenuationn constant, respectively. 

cc = 1560 m/s, p = 1.6 g/cm3, a = 0.5 dB/A 

== 1560 m/s, p = 1.6 g/cm3, a = 0 dB/k 

60 0 80 0 

cc = 1430 m/s, p = 1.4 g/cm, a = 0 dB/A. 

cpp = 1430 m/s, p = 1.4 g/cm , a = 0.3 ÓBIX 

200 40 60 
grazingg angle (degr) 

80 0 

Fig.. 11 BL for a high speed (upper subplot) and a low speed (lower subplot) bottom, both with and without 
thee effect of attenuation. 
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Inn the upper plot of Fig. 11, for the situation with an attenuation constant of zero, clearly the 
criticall  angle is seen at an angle of 15 degrees. The effect of the non-zero attenuation is 
especiallyy noticeable at angles below the critical angle, where \R\ no longer equals one. For 
thee mud sediment, with a sound speed in the seabed that is lower than the water sound speed, 
thee intromission angle is observed at 20 degrees, which is in accordance with Eq. (46). 

2.5.1.44 Theory for layered structures 
Theoryy of the reflection and transmission coefficients for layered media can be found in e.g. 
(Jensen1).. For example, expressions for R and T, for a seabed consisting of a homogeneous 
topp layer on a homogeneous half-space are 

RR +R e1"P2 

-"-1 22 T J V 2 3 C 

\\ + RuR23e
2i,P2 

(52) ) 

T=T= Tu+T23e>*> 

\\ + R]2R23e
i<P2 

withh the subscript ij  indicating that the propagation direction is from medium i to medium j . 
qhqh is the vertical phase delay for sound crossing the layer of thickness h2, i.e., (jh = fe^sinft. 
Notee that for this layered situation both R and T now depend on the frequency. 

Figuress 12 and 13 illustrate the effect of the increasing sediment sound speed on the 
reflectionn coefficient. 

200 40 
grazingg angle (degr) 

Fig.. 12. BL for the sand-silt-clay sediment, 
andd a frequency of 500 Hz. The solid 
linee corresponds to a varying 
sedimentt sound speed (see Fig. 8). 
Thee dashed line corresponds to a 
homogeneouss sediment, with a 
soundd speed of 1565 m/s. 

200 40 
grazingg angle (degr) 

Fig.. 13. BL for the mud sediment, and a 
frequencyy of 500 Hz. The solid line 
correspondss to a varying sediment 
soundd speed (see Fig. 9). The 
dashedd line corresponds to a 
homogeneouss sediment, with a 
soundd speed of 1435 m/s. 

Thee figures show BL as a function of grazing angle (but for a fixed frequency of 500 Hz) for 
thee two environments with an increasing (see Figs. 8 and 9), and a constant sediment sound 
speed.. The constant sediment sound speed was taken as the average of the corresponding 
varyingg sound speeds, i.e., 1435 m/s and 1565 m/s, respectively. The theory for estimating the 
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bottomm reflection coefficient for sediments with varying sound speeds goes beyond the scope 
off  this chapter. We limit ourselves to showing that for the bottoms of Figs. 8 and 9, with a 
thinn sediment and a small sound speed variation, there is no need to account for the sound 
speedd variation, since the two curves, both in Fig. 12 and Fig. 13, almost coincide. In the 
remainderr of this Section 2.5.1 we will therefore use the expressions for a constant sediment 
soundd speed, Eq. (52). It should be mentioned here, that the normal-mode solution, which is 
usedd for calculating the acoustic propagation in the remainder of the thesis, does account for 
thee variation of the sound speed in the sediment. In Fig. 12 clearly the critical angle belonging 
too the water/sediment interface at an angle of 15 degrees is seen. Although the mud sediment 
hass values for the density and sound speed such that an intromission angle is expected (at 20 
degrees,, see Fig. 11), this feature is not seen in Fig. 13 due to the influence of the sub-bottom. 
Notee in both figures the interference patterns due to the layered structure. 

Figures.. 14 and 15 show BL for the two bottoms as a function of grazing angle and 
frequency.. Clearly BL is higher for the mud sediment than for the sand-silt-clay sediment. 

Fig. . 

200 40 60 
grazingg angle (degr) 

144 SL in dB for the sand-silt-clay 
sedimentt as a function of frequency 
andd grazing angle. 

200 40 60 80 
grazingg angle (degr) 

Fig.. 15 SZ. in dB for the mud sediment as a 
functionn of frequency and grazing 
angle. . 

2.5.22 Influence of bottom type on transmission loss and 
receivedd signal shape 

Transmissionn loss TL is defined as 

TL(r,z)TL(r,z) = -20,0log P{r,z) P{r,z) 

p0(rr = lm) 
(53) ) 

withp(r,z)) given by Eq. (33) and/?0 the solution to the Helmholtz equation for a homogeneous 
mediumm without boundaries 

Po(r)Po(r) = —e' 
ATÏT ATÏT 

(54) ) 

i.e.,, a spherical wave with wavenumber k = a>lc, with c being the sound speed of the 
homogeneouss medium. For further illustrating the effect of bottom type on the acoustic 
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propagation,, TL is calculated for the two bottoms of Figs. 8 and 9. To this end, Eq. (33) is 
usedd for determining the received pressures for the two bottoms, for a large set of receiver 
depthss (ranging from 0-190 m) and for a large set of distances from the source (ranging from 
0-55 km). The sound source is positioned at 70 m of water depth. These pressures have been 
usedd to determine TL. Figs. 16 and 17 show again the two environments, but now the 
completee sound speed profile (in water column, sediment layer and sub-bottom) is indicated 
ass well. 

att 500 Hz there are 27 modes 

a.a. = 0.7 0 dB A 
b b 
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1600 0 

Fig.. 16 The sand-silt-clay sediment. Fig.. 17 The mud sediment. 

Thee sea is perfectly flat, i.e., a wind speed of zero m/s. Also indicated in Figs. 16 and 17 is the 
amountt of modes corresponding to each of the sediments. Note that the amount of modes is 
higherr for the mud sediment than for the sand-silt-clay sediment. This is due to the larger 
rangee of sound speeds encountered in the three layers of Fig. 16 (water column, sediment 
layer,, and sub-bottom). 

Figuree 18 shows TL for the sand-silt-clay sediment, whereas TL for the mud sediment is 
shownn in Fig. 19. 

22 3 
rangee (km) 

Fig.. 18 TL (dB) as a function of depth and 
rangee for the sand-silt-clay 
environment.. The sediment layer is 
indicatedd by white dashed lines. The 
soundd source is at 70 m depth. 

Fig.. 19 TL (dB) as a function of depth and 
rangee for the mud environment. The 
sedimentt layer is indicated by white 
dashedd lines. The sound source is at 
700 m depth. 
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Clearlyy TL is much higher for the mud sediment than for the sand-silt-clay sediment. This can 
bee understood by looking at Figs. 20 and 21, showing all modes for the two sediments, 
respectively.. For the mud sediment all modes are oscillatory in the sediment, thereby 
experiencingg high losses due to the sediment attenuation, see Eq. (32). On the contrary, for the 
sand-silt-clayy sediment there are modes, viz., modes 1-19, that are only oscillating in the 
waterr column and exponentially decaying in the sediment, and thus experience hardly any 
lossess due to the sediment attenuation. 

Fig.. 200 All modes corresponding to the sand-silt-clay sediment. Depth is along the y-axis, mode amplitude 
iss plotted along the x-axis. The horizontal dashed lines indicate the sediment layer. 
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Fig.. 21 All modes corresponding to the mud sediment. Depth is along the y-axis, mode amplitude is plotted 
alongg the x-axis. The horizontal dashed lines indicate the sediment layer. 

Inn the majority of the chapters to follow, the signal that is used in the analysis consists of 
thee received complex pressures as a function of hydrophone position and frequency. For all 
experimentss described in this thesis use is made of a vertical array of hydrophones as the 
receivingg system. (In none of the succeeding chapters information on the receiving system 
equipmentt used during the experiments is provided. Therefore. Appendix B briefly describes 
thiss receiving equipment). The resulting complex pressures as a function of depth are referred 
too as 'pressure fields'. Figure 22 shows, for the two sediments, the absolute values of the 
pressuree fields as a function of depth for two frequency values and three range values. For the 
mudd sediment, the pressure field becomes less oscillatory due to the sediment attenuation. 
Sedimentt attenuation has less influence for the sand-silt-clay sediment, see the discussion 
above. . 
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2000 Hz ,  2  k m rang e 20 0 Hz ,  5  k m rang e 20 0 Hz ,  1 0 k m rang e 

5000 Hz ,  2  k m rang e 50 0 Hz ,  5  k m rang e 50 0 Hz ,  1 0 k m rang e 

00 0. 1 0. 2 0  0. 1 0. 2 0  0. 1 0. 2 

Fig.. 22 Absolute values of complex pressure fields as obtained for both the sand-silt-clay (dashed lines) 
andd the mud sediment (solid lines) for frequencies of 200 and 500 Hz, and for distances of 2, 5, 
andd 10 km. 

2.5.33 An example from practice: a model validation 
exercise e 

Inn (Simons'4) results of an acoustic model validation exercise are presented. The acoustic data 
usedd for the validation were collected from shallow waters in the Firth of Clyde off the West 
Coastt of Scotland in the summer of 1997. The received signals were compared with 
simulationss using a normal-mode propagation model. Here part of the results of (Simons ) 
aree presented with the purpose of illustrating both the importance of knowing the geo-acoustic 
parameterss with sufficient accuracy, and the effect of temporal oceanographic variability on 
thee received signals. 

Figuree 23 shows the track along which the acoustic propagation experiments were 
performed.. The water depth along the track amounts to about 70 m. The receiving system 
consistedd of a vertical receiving array containing three hydrophones, located under water at 
approximatelyy 10, 35, and 55 meters. The source depth amounted to -30-40 m. 
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Fig.. 23 Acoustic track in the Clyde area. TX denotes the position of the transmitting station, whereas RX02, 
RX05,, RX10, and RX18 denote the positions of the receiving station. "02", "05", "10", and "18" 
indicatee the source/receiver distances (2, 5,10, and 18 km). 

AA frequency modulated (FM) signal (chirp) of bandwidth 1 -8 kHz with a pulse duration of 
11 s was transmitted. The source pulse was transmitted every 35 s over a period of 70 min, 
givingg a total of 120 pulses for each configuration. The received signals were correlated with 
thee transmitted signal. This technique is called 'matched filtering' and reveals the multipath 
arrivalss as a function of time. This is illustrated in Fig. 24, showing the result of applying the 
matchedd filter technique to a signal that contains two FM's, starting at 1 and 1.5 s, 
respectively. . 

Fig.. 24 

11 1.5 2 
timee (s) 

Illustrationn of the matched filter technique: the upper subplot line indicates the original signal, the 
lowerr subplot indicates the result after matched filtering (in dB). 
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Inn the following we will compare the measured multipath structure with modeled multipath 
structures,, i.e., the model/data comparison is carried out using signals in the time domain, in 
contrastt to the remainder of the thesis, where the model/data comparison is carried out in the 
frequencyy domain. 

2.5.3.11 Input data for the normal-mode model 
Certainn inputs to the model are explicitly known. These include the geometrical configuration, 
viz.,, the ranges between the ships (as calculated from the GPS ship positions) and the source 
andd receiver depths (as obtained from the depth sensors mounted on the source and receiving 
hydrophonee string). 

Thee water column sound speed profiles that were used for the model input were obtained 
fromm CTD casts carried out from the receive ship close to the times of transmission. A single 
profilee was selected for each configuration, and therefore range-dependence of the sound 
speedd in the water column was not accounted for. 

Thee bathymetry of the track was measured by an echosounder and appeared to be fairly 
range-dependent.. To run a normal-mode model employing the adiabatic approximation, the 
trackk has to be divided into a number of segments, each with a constant water depth (see 
Sectionn 2.4.2). The division in segments is based on bathymetry changes along the track and 
iss such that the jump in water depth between adjacent segments is a constant. The water-depth 
jumpp should be sufficiently small such that decreasing this jump, and thereby adding more 
segments,, has no further influence on the received signal. From the received signals 
calculatedd as a function of depth jump (ranging from 0.5 to 10 m), it was concluded that a 4-m 
jumpp is sufficiently small. 

Forr a range of 10 km the 4-m depth jump resulted in six range segments. Figure 25 shows 
thee measured bathymetry and the applied segmentation. The echosounder track does not 
exactlyy coincide with the acoustic track, and therefore, the actual bathymetry along the 
acousticc track can deviate from the bathymetry shown in Fig. 25. This allows the bathymetry 
too be varied within a few meters when improving the match between modeled and measured 
signals. . 
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Fig.. 25 Measured bathymetry along the acoustic track and the corresponding constant water-depth 
segmentss (indicated by the vertical dashed lines). 

Thee normal-mode model used assumes the bottom to consist of a single sediment layer 
overlyingg a homogeneous sub-bottom. The sound speed in the sediment is allowed to vary 

I I 
I I 
I I 
I I 

1 1 
1 1 

—— measured tiathymetry 

i i 

i i 
i i 
i i 

i i 

i i 

HHHHHHHHHH H 

--

rangee (km) 
10 0 



30 0 

withh depth. The densities and attenuation constants in sediment and sub-bottom are assumed 
constant. . 

Forr obtaining information on the geo-acoustic bottom parameters, use has been made of a 
geologicall  map of the British Geological Survey (BGS) as a guide.1 Figure 23 shows this 
geologicall  map of the Clyde area, according to which the sediment type along the acoustic 
trackk is classified as type mud (i.e., silt and clay). According to (McCann16) the majority of 
thee sound speeds that were measured for mud sediments have values ranging from 1450 up to 
15755 m/s. The average density of mud sediments5 amounts to 1.5 (  0.2) g/cm3. Measured 
attenuationn constants in marine sediments are known to exhibit a large spread. A realistic start 
valuee for the attenuation constant in mud is taken to be 0.15 dB/A,.5 We assumed a linearly 
increasingg sound speed in the sediment. The typical sound speed gradient found in mud 
sediments166 is about 1 s'1. According to the BGS map the sediment thickness along the 
acousticc track varies between 20 and 40 m.15 At the given frequency band of interest (centered 
aroundd 4.5 kHz) and for the given sediment attenuation, the penetration of sound in the 
sedimentt is less than about 10 m. For sediment thickness we therefore adopted a value larger 
thann 10 m, viz. 20 m, being the minimum value according to the map. For this set of sediment 
parameters,, all sub-bottom parameters were found to have no influence on the model output. 
Inn order to limit the number of normal modes and hence the computation time, the sub-bottom 
soundd speed was set to 1600 m/s. Further, the sub-bottom density and the attenuation constant 
weree set arbitrarily at 1.75 g/cm3 and 0.7 dB/A, respectively. In contrast, sediment sound 
speed,, sediment attenuation, and geometrical parameters such as the water depth can have a 
pronouncedd effect on the received signals. 

2.5.3.22 Compariso n of measure d and modele d signal s 
Inn an attempt to model this complicated environment at the relatively high frequencies of 
interest,, the following approach was taken. As a first step the 2-km range data were 
considered.. From a preliminary set of model runs it was found that the sediment density and 
thee sediment sound speed gradient have only a very small influence on the received signals. 
Thee sub-bottom parameters and sediment thickness (> 10 m) have no influence at all. 

Fromm all geo-acoustic parameters, the upper sediment sound speed has by far the most 
significantt influence on the propagation: increasing or decreasing the upper sediment sound 
speedd results in an increase or decrease, respectively, of the amount of multipaths, but not in a 
timee shift of the individual multipath arrivals. From varying the upper sediment sound speed, 
usingg the nominal values for the geometrical parameters, a value of about 1525 m/s was found 
too result in modeled signals with a time dispersion comparable to that of the measured signals. 

Ass a next step, to further improve the precise match of the multipath arrival structure the 
geometricall  input parameters (source depth, receiver depths, source/receiver range, and 
bathymetry)) were varied within acceptable limits. For the bathymetry the measured 
bathymetryy as shown in Fig. 25 was used and an offset was applied to it. The justification for 
applyingg an offset to the echosounder measurements is that the echosounder track did not 
exactlyy coincide with the acoustic track. According to bathymetry maps the offset can be as 
largee as 6 m. 

Ass expected, water-depth offset turned out to have the greatest influence. Applying a water 
depthh offset of -5 m resulted in the best model/data match for all three hydrophones 
simultaneously.. This offset corresponds to a water depth at the source of 61 m, which is in 
accordancee with the bathymetry maps. For this new bathymetry again the influence of the 
sourcee depth, source/receiver range and receiver depth was considered. Adjusting the receiver 
depthss from their baseline values resultedd in a further improved model/data match. 

Forr the obtained 'optimized' geometrical parameter set, a new search for upper sediment 
speedd was carried out in the range 1505 m/s - 1565 m/s (in 10 m/s steps). A value of 1545 m/s 
resultedd in the best model/data match. 
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Finallyy the sediment attenuation constant was 'optimized'. From all values considered 
(0.155 dB/A, to 0.85 dB/A in steps of 0.1 dB/A) 0.55 dB/A resulted in an improved match, 
comparedd to the start value of 0.15 dB/A. 

Itt is emphasized that although a large amount of model runs (several hundreds) were 
carriedd out, only a small subset of all possible parameter combinations was considered. 
Performingg an exhaustive full inversion for all parameters of the geo-acoustic profile would 
requiree a huge amount of model runs, which at these high frequencies of interest is not 
practical.. (A single normal-mode model run for the band 1-8 kHz requires about 30 min on a 
state-of-the-artt workstation). 

Forr the 2-km range (deep source), Figs. 26-28 show the 120 individual measured signals 
forr the three hydrophones, respectively. Also plotted in each figure are the medians of the 
experimentall  data, and the modeled received signals employing the optimized parameter set 
derivedd above. The measured and modeled signals are time aligned to allow a direct 
comparison. . 

Fig.. 26 The 120 individual received signals (showing the amount of time variability) as received during the 
2-kmm experiment on the upper hydrophone. Also shown are the median signal of the experimental 
dataa (thick curve) and the modeled signal (lowest curve). 
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Fig.. 27 The 120 individual received signals (showing the amount of time variability) as received during the 
2-kmm experiment on the middle hydrophone. Also shown are the median signal of the experimental 
dataa (thick curve) and the modeled signal (lowest curve). 
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Fig.. 28 The 120 individual received signals (showing the amount of time variability) as received during the 
2-kmm experiment on the deepest hydrophone. Also shown are the median signal of the 
experimentall data (thick curve) and the modeled signal (lowest curve). 

Itt can be concluded that a set of parameters, comprising both geometrical and geo-acoustic 
parameters,, is derived that, for the 2-km range, results in an acceptable match between data 
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andd model. Especially the first two groups of multipaths (within the first 10 ms) are modeled 
quitee well for all three hydrophones simultaneously. The locations of the later arrivals are less 
welll  modeled. 

Figuree 29 shows the received signals for the 5-km range (deep source, middle 
hydrophone).. Although an extensive search was carried out for a set of both geometrical and 
geo-acousticc parameters in an attempt to model these signals, none of the tested input 
parameterr sets has resulted in an acceptable match. Obviously, the strong time variability at 
thiss range precludes a deterministic modeling of the precise multipath arrival structure. 
However,, the decreased time dispersion for the 5-km range, compared to that at 2 km, can 
onlyy be explained with a lower sediment sound speed, i.e., sediment sound speed has to 
decreasee with range. This is also in accordance with the expected transition from sandy mud 
too mud with increasing range (see Fig. 23). Ignoring range-dependence in the surficial 
sedimentt speed would have resulted in an increase in time dispersion with increasing range. 
Onn the contrary, measured time dispersion decreases with increasing range. A sediment speed 
off  1510 m/s at 5-km range from the source can explain the observed time dispersion. 

TT ! 1 r 

3.277 3.275 3.28 3.285 3.29 3.295 3.3 3.305 3.31 
relativee time (s) 

Fig.. 29 The 120 individual received signals for the 5-km, middle hydrophone, experiment. 

Duee to the very high time variability of the 10-km range signals, an acceptable model/data 
agreementt could not be obtained. Further, it should be emphasized that we are considering 
propagationn of relatively high frequency sound in only 70 meters of water over a range of 10 
kmm (which is over 140 times the water depth). It is therefore postulated that at 10 km the 
appliedd modeling is too simple. 

2.5.3.33 Relation with matched field inversion 
Thee approach taken is actually the 'matched field inversion' approach described in the 
introduction,, where the set of unknown parameters that results in modeled data that have a 
maximumm match with the measured data is assumed to comprise the 'true' unknown 
parameterr values. However, no use is made of an optimization method, and the optimization, 
inn this case the maximization of the match, can be considered to be a search 'by hand' and 
usingg physical intuition. Only a limited amount of parameter values and parameter 
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combinationss are considered. It can easily be understood that this procedure for obtaining 
estimatess for the unknown parameters is not very practical. This is especially true for 
problemss with a large number of unknowns, and a large number of parameter combinations 
containingg parameter values that are significantly different from the 'true' parameters, but that 
neverthelesss look like a good optimization result. These parameter combinations that 
correspondd to an optimum within a part of the entire search domain containing all possible 
parameterr combinations, are denoted by local optima. More sophisticated global search 
methodss exist, and will be considered in the next chapters. 

Fromm the previous it can be concluded that the influence of the oceanographic time 
variabilityy on the received signals increases with increasing range. At 5-km range the 
variabilityy in received signals is such that for obtaining an acceptable match the temporal (and 
spatial)) variation of the sound speed profile should be accounted for. Not only increasing the 
range,, but also increasing the frequency is expected to hamper the matched field inversion 
performance.. This is the result of the smaller wavelengths at higher frequencies. When 
modelingg the propagation of sound, features as small as the wavelength have to be accounted 
for. . 

Thee applicability of matched field inversion as a function of range and frequency is 
schematicallyy illustrated in Fig. 30. 

range e 

Fig.. 30 Schematic of range/frequency combinations allowing for matched inversion, indicated by shaded 
areas. . 
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Chapterr 3 

Single-frequencyy and multi-frequency matched field 

inversionn using a genetic algorithm 

3.11 Introductio n 

Duringg the last years, matched field processing (MFP) has become an important research 
topicc in underwater acoustics since it is a promising method for both source localization and 
forr determining parameters of the ocean environment. 

Whenn applying MFP for source localization, a pressure field, measured using an array of 
hydrophones,, is correlated with pressure fields that are calculated for different ranges and 
depthss of the source using an appropriate propagation model. The source range and depth 
combinationn that results in the highest correlation should correspond to the true range and 
depthh of the source. 

Oftenn many of the environmental, and also geometrical input parameters, are not known 
veryy accurately or are not known at all, prohibiting a successful source location estimation. 
Thiss problem is referred to as mismatch. (Collins1) describes the so-called focalization-
approach.. In this approach not only the source position, but also the environmental and 
geometricall  parameters are the unknowns that have to be determined. In this way the problem 
hass become an optimization problem where the function that has to be optimized, i.e., the 
correlationn between measured and modeled pressure field, depends on many variables. In 
addition,, this function can have local minima. Finding the global optimum of a function of 
manyy variables requires the use of global optimization methods, such as simulated annealing 
(SA)) and genetic algorithms (GA). This process of finding values for that set of unknown 
parameterss that provides the maximum correlation is denoted by matched field inversion 
(MFI). . 

Inn (Simons2) MFI results obtained using SA are presented for real experimental data 
(shalloww water). (Gerstoft3) presents the use of genetic algorithms for MFI. When comparing 
thesee results with results obtained with SA, GA showed better performance. For other 
comparisonss the author refers to (Davis4)-(Stoffa7), where the use of GA and SA for 
geophysicall  applications is described, generally favoring the GA. It is mentioned in 
(Gerstoft3)) that one reason for this better performance of the genetic algorithm is the fact that 
whenn using SA all parameters are altered separately. However, in inversion problems there 
oftenn is a parameter hierarchy, i.e., some parameters are more important than others and hence 
thee least important parameters cannot be determined until the most important parameters are 
closee to their correct values. Consequently there will be a lot of ineffective alternations to the 
parameterr value combinations at the start of the optimization process, and therefore a lot of 
ineffectivee calculations. This drawback can be overcome by using adaptive simulated 
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annealing,, where the importance of each parameter during the course of the run is determined 
andd used for directing the search for new parameter value combinations.8 

Geneticc algorithms, however, automatically show adaptive behavior. When using genetic 
algorithmss all parameters are changed simultaneously. By favoring the most promising 
parameterr value combinations at all stages of the optimization process, first the most 
importantt parameters will converge to their correct values, followed by a search for the values 
off  the less important parameters. 

Anotherr drawback of changing the parameters separately is that it might be difficult to find 
thee optimum for problems in which the parameters are very dependent on each other. In 
(Collinss ) an efficient SA algorithm that can overcome this problem is described. 

Inn this chapter the SA and GA performance in finding the global optimum are compared. 
Also,, the use of multiple frequencies is assessed. 

Sectionn 3.2 provides a description of the basic principles behind genetic algorithms. Also 
thee simulated annealing algorithm is described shortly. In Section 3.3 the application of 
geneticc algorithms for matched field inversion is described. An unambiguous a posteriori 
analysiss method is presented (Gerstoft3), and both single- and multi-frequency (Section 3.4) 
resultss are presented. Section 3.5 presents the summary and conclusions 

3.22 The Geneti c algorith m and simulate d annealin g 

3.2.11 Genetic algorithm s 
Geneticc algorithms can be used for the optimization of a function that is dependent on many 
variabless and with many local optima. They were first used by Holland13 in the early 
1970's,, and are based on a direct analogy with those processes in natural populations that are 
essentiall  to the evolution process. The basic principle of a genetic algorithm is explained in 
whatt follows. 

Forr the problem considered, we want to minimize a function that is a measure for the 
differencee between a pressure field obtained from a measurement, and a pressure field that is 
computedd for a certain set of the unknown parameters. This function is called the energy 
function.. The energy function E is normalized such that the fitness q> is given by, (p= l-E, i.e., 
aa low value for the energy function E means a high value for the fitness q>. 

AA genetic algorithm starts with creating an initial population. Each member of this 
populationn represents a certain parameter value combination, i.e., a possible solution to the 
optimizationn problem. This initial population, consisting of q members, is created randomly. 
Thee population size q should be large enough to ensure that the problem space is searched 
thoroughly.. On the other hand, the population size should be small enough to allow for the 
evaluationn of a large number of generations with a limited amount of energy function 
evaluations.. At this stage the members of the population are in their binary encoded form, i.e., 
thee parameter value combinations are represented by a string of zeros and ones. In the 
followingg these strings will be denoted as chromosomes. 

Eachh parameter is represented by a certain part of the chromosome. These parts are called 
genes.. This encoded form of the parameter value combinations is needed when applying 
certainn operators, as will be explained later. The encoding applied here is such that the least 
significantt bit is located at the end of the gene. In the literature also applications of genetic 
algorithmss can be found in which operators are used that can be applied to real numbers, and 
noo use needs to be made of the parameter value combinations in encoded form.11 

Thee next step is to decode the members of the population and to calculate for all members 
off  the population the value of the energy function. Based on these energy function values, a 
parentall  distribution is selected from the initial population in such a way that a higher fitness 
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impliess a larger probability of being selected, thus resulting in a parental distribution with a 
higherr proportion of fit  members. However, at the beginning the selection criterion should not 
bee chosen too strict, as that would force the algorithm to converge to a local minimum. On the 
otherr hand, a criterion that allows nearly all members to reproduce will result in a slow 
convergence. . 

Fromm the members of the parental population a new population, denoted by the children 
population,, is established by applying two operators, viz., crossover and mutation. In order to 
applyy crossover the members of the parental distribution are paired randomly. Crossover 
resultss in the exchange of corresponding chromosome parts between the two chromosomes of 
eachh set of parents. Applying crossover at more than one chromosome location is called 
multiple-pointt crossover. Other ways of applying crossover include single-point crossover, 
wheree there is only one cut-point at the entire chromosome, and uniform crossover, where use 
iss made of a randomly generated string containing zeros and ones, that in some way defines 
wheree exchange of chromosome bits should occur. It is clear that adding additional crossover 
pointss results in a more thorough search of the problem space. On the other hand, an enlarged 
amountt of crossover points also implies a larger probability that good parameter values and 
parameterr value combinations are disrupted. 

Findingg a global optimum using single-point crossover might be difficult in cases where 
theree is a lot of interaction between the different parameters. As this is the case in our problem 
thee use of multiple-point crossover has been selected for our application. Following 
(Gerstoft3)) a crossover point is selected at each gene, i.e., the number of crossover points is 
equall  to the number of parameters for which the optimization is performed. 

Considerr for example the following two genes, representing different values for the same 
parameter: : 

(a0,a„...,a„_,)) and {b0,b^,...,bN_x) 

withh ÜJ and b} = 0,1. The parameter has been encoded using Ambits. 
Applyingg crossover at location / will result in the creation of two different genes: 

(a0v..,ö/_„6 i...,Vi)) and (*ov,i„^v-%, ) 

Crossoverr is applied with a crossover probability pc- Using a value of pc less than one will 
alloww genes to be passed onto the next generation without the disruption of crossover (usually 
0.66 <pc<  10, see (Beasley10)). The crossover point, i.e., the location on the gene at which it 
iss cut, resulting in a gene 'head' segment and a gene 'tail' segment, is selected at random. 

Afterr crossover another operator called mutation is applied to the chromosomes. Mutation 
randomlyy changes each element (bit) of the chromosomes with a mutation probability pm. The 
valuee ofpm is very dependent on the values of other genetic algorithm parameters, such as the 
amountt of bits used for encoding the different parameters (in general pm < 0.1). 

Crossoverr is considered to be a mechanism for rapid exploration of the search space. More 
crossoverr points or a higher crossover probability imply a more thorough search, but also 
moree disruption. Mutation is a process that provides a small amount of random search, thus 
ensuringg that no point in the search space has zero possibility of being explored. However, the 
mutationn rate should not be chosen too high, as then the search becomes effectively random. 
Generallyy it is thought that at the start crossover is the more productive operator, but that as 
thee population converges mutation becomes more and more important. Different researchers 
havee tried to obtain better performance by using crossover and mutation rates that change as 
thee process continues, but the effects of using these kind of operators are not clear yet.10,1 

AA new population is now established by taking at random frq members of the children 
population,, and the (l-fr)q most fit members of the previous population. 
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Howw to chose a value for^ is an important item. Until recently, generational replacement, i.e., 
thee entire population is replaced (fr = 1) has been the standard. The elitist strategy is 
generationall  replacement, but now the best member of a population is copied directly into the 
succeedingg generation12, i.e., the next generation will consist of(q-\) members of the children 
populationn and of the best member of the previous generation. It is clear that even with the 
elitistt strategy many of the best population members might not get the opportunity to 
reproduce.. Also good genes can get lost due to crossover or mutation. A solution to these 
problemss is applying steady state: only a part of the population is replaced. Often this part 
consistss of a few members only.12 In this way the GA is given the opportunity to immediately 
exploitt a promising individual. However, using a small value for fr might promote 
convergencee to a local minimum. In our work two different values for fr have been employed. 

Thee new population is used as the next generation on which the same procedure is applied 
ass described in the previous paragraphs. It is thought that by continuing this process over 
manyy generations, good characteristics will spread throughout the population, while being 
mixedd with other good characteristics, thus exploring the most promising areas of the search 
space.. The amount of generations should be chosen large enough to allow convergence of the 
optimizationn process. 

Tuningg of the genetic algorithm is needed in order to ensure that there is a large probability 
thatt the parameter value combination that is close to the global optimum is present in the final 
population.. Each application requires its own tuning. 

3.2.22 Simulate d annealin g 

Sincee the results obtained with the GA are compared with the results obtained by simulated 
annealingg (SA), the SA algorithm is described briefly here. SA is based on an analogy 
betweenn mathematical optimization problems and the thermodynamic process of slowly 
coolingg a pure liquid substance to form a perfect crystal (annealing), i.e., the lowest energy 
statee of the system. 

Forr explaining how the SA works we will consider the minimization of an energy function 
E.E. First, E is evaluated for the initial parameter combination. Then the individual parameters 
aree randomly perturbed one at a time, according to 

< = m , + £ A,, (1) 

withh £ a random number drawn from a uniform distribution on [-1 1]. At is the maximum 
perturbationn allowed for each parameter W/ (here taken as half of the corresponding search 
interval).. Whenever the new parameter falls outside the search interval, a new value is drawn. 

Afterr each perturbation the energy function is evaluated. A decrease in E is accepted 
unconditionally,, whereas an increase in E is accepted with a probability that is given by the 
Boltzmannn distribution 

withh Tj a control parameter analogous to the temperature. When all parameters have been 
perturbedd a certain number of times (twice in this work), the temperature is slightly reduced 
accordingg to a cooling schedule. A logarithmic cooling has been employed, i.e., 

TJTJ++ I=CJTJI=CJTJ (3) 

Thee cooling factor c/ is a constant < 1, but close to 1. From Eqs. (2) and (3) it is seen that the 
probabilityy of accepting an increase in E decreases as the temperature decreases. The concept 
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off  accepting perturbations that increase E allows the algorithm to escape from local minima. 
Moree details can be found in (Simons2). 

3.33 Applyin g the GA for Matche d Field Inversio n 

3.3.11 The acousti c proble m 
Thee data used in the inversions were obtained during a SACLANT Centre MFP experiment in 
aa virtually range-independent shallow water area, north of the island of Elba (October 1993).15 

Thee water depth amounts to approximately 127 m. The receiving system is a vertical array 
consistingg of 48 hydrophones with 2-m spacing. Due to array tilt and/or imprecise 
measurementt of the water depth, the actual array depth hi is not known exactly and therefore 
hihi has to be determined in the optimization (in accordance with (Gingras15) and (Gerstoft3), dn 
iss defined as the depth of the deepest hydrophone, being nominally 112.7 m). 

Thee source is deployed at a range of 5.5 km from the receiving array at a depth of 75 m. 
Twoo broadband signals were transmitted by the source (not simultaneously). The signal used 
inn our analysis has a frequency band of 160-180 Hz. From the spectrum that is obtained after 
Fourierr transformation of 8.192 seconds of the data, six frequencies around the center of the 
160-1800 Hz band are selected for the analysis, i.e., the Fourier coefficients at: 

164.433 Hz 
166.877 Hz 
168.955 Hz 
171.144 Hz 
172.855 Hz 
174.444 Hz 

Thesee frequencies are such that the differences in the pressure fields at the six frequencies in 
thee 160-180 Hz band are maximal.15 

Thee sound speed profile used for calculating the replica fields is the sound speed profile as 
measuredd at the array site. The profile exhibits a 60-m deep surface duct. 

Itt has already been mentioned that for mismatch conditions the focalization approach has 
too be applied. In this approach, not only the source range and depth, but also other 
environmentall  and geometrical model input parameters are determined in the optimization 
process.. The vector containing the parameters for which the inversion is performed is: 

mm = 

«6 6 

Pt Pt 

CCb b 

rr s s 

KKddnJ nJ withh eXb the attenuation in the bottom, pb the density of the bottom, Cb the compressional 
velocityy in the bottom, rs and zs the range and depth of the source, Hw the water depth and dn 
thee array depth. 



42 2 

Figuree 1 shows the assumed ocean environment. In contrast with (Gingras15) the ocean 
bottomm is assumed to consist of a single semi-infinite homogeneous medium only. In fact the 
sedimentt is omitted in this study, since propagation will not be sensitive to sediment 
parameterss when sediment thickness (~5 m) is small compared to the acoustic wavelength (~9 
m).2 2 

Fig.. 1 The ocean environment discussed in this chapter. 

Thee function that is optimized is a function that provides a measure for the difference 
betweenn a measured and a calculated pressure field, i.e., a measure for the difference between 
pp00ttss and pca/c(m). 

Thee following expression for the (complex) pressure on the klt[  hydrophone in the 
frequencyy domain is used2 

WÖ>„.)=Z/*Ü> 2* (*' ' ' 
l)(m-l)/A / / (4) ) 

withh and M the FFT length (8192). This is the complex conjugate of the discrete Fourier 
transformm of ft(tm) at the selected frequency 6V- Here fk{tm) is the received signal time 
sequencee (kx hydrophone). The reason for using the complex conjugate is the assumption of 
timee dependence e'"01 in the calculation of the normal-mode solution.16 

Thee time samples are 

(m-1) ) 

f. f. 
forr m = 1,2,. ..M (5) ) 

wherê ^ is the sample frequency (1 kHz). 
Thee discrete frequencies are 

(m'-l)f (m'-l)f 
(O(Omm.=2n-.=2n- '-^- for m'=l,2,...,M 

M M 

(6) ) 

Thee (complex) pressure calculated for the parameter combination m, at the kth hydrophone 
(att a depth z*) and a source at a range rs and depth zs is given by the normal-mode solution16 

Pcalc,k(Pcalc,k(mmj)j)  = -
e' e' ?2y„(*,)r„(**) -- (7) ) 
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withh \f/„,  k„  and a„  the mode functions, the eigenvalues, and the modal loss coefficients, 
respectively.. L is the number of normal modes. 

3.3.22 Settin g of the GA parameter s 

Twoo different scenarios have been considered. One in which the optimization was performed 
usingg data at a single frequency (168.95 Hz), and one in which the inversion was performed 
usingg data at all six frequencies mentioned in Section 3.3.1. A well-known measure for the 
differencee between calculated pressure field pCfl/c, and measured pressure field p0ts is the 
linear,, or Bartlett, processor. We have applied an energy function based on this Bartlett 
processor,, viz., 

£(m7)) = l-JP//fl (mJ) (8) ) 

withh Pij„  the Bartlett processor, or 

£(m7)) = l -
Pofaa 'Pcalc ( m , ) 

\Pobs\\\Pobs\\ WcalAmj 

(9) ) 

Thee * means that use is made of the complex conjugate transposed. The calculated pressure 
fieldfield is obtained for the parameter vector m,-. 

Inn (Gerstoft3) using another form for the energy function is recommended, as this function 
iss less peaked 

£(m,)== 1 -
(m,) ) 

Pca/c(m ; ; 

(10) ) 

Inn the single-frequency scenario we have performed the optimization with the GA using these 
twoo different energy functions, viz., the expressions of Eqs. (9) and (10). For the cases where 
usee was made of all six frequencies we have selected the following energy function 

£(m,)) = l--L£ 
ff  ' . |2 "\ 

P«fcr,*"P«MM  (mA 
III  I I 2 II < "2 

\\Pobs,k\\\\Pobs,k\\ pcatcAmj 

(11) ) 

Thiss is the incoherent multi-frequency Bartlett processor {K is the number of frequencies, 6 in 
ourr case). 

Ass explained in Section 3.2.1 members for the parental distribution are selected according 
too their fitness (l-E). The probability Pj for the member m7to be selected is taken as in 
(Gerstoft3) ) 

PJPJ = 
e x p ( ^) ) 

2>p( )̂ ) 
(12) ) 
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withh T a factor called the temperature. Following (Gerstoft3) the temperature is chosen equal 
too the lowest value of the energy function found in the entire current population. This choice 
resultss in a flat distribution at the beginning, but as the optimization process continues the 
temperaturee will decrease, resulting in a more peaked probability distribution and therefore 
moree emphasis will be put on the most fit  members at a later stage. 

Forr the remaining genetic algorithm parameters the following values have been used. Most 
valuess have been taken equal to those used in (Gerstoft3) (here denoted by *) 

 The population size q: 64* 
 The number of generations: 400 

 The crossover rate pc: 0.8* 

 The mutation rate pm: 0.05* 

 The fraction of the population of children that is put in the next generation, fr: 
0.5*,, 0.8 

 Number of bits used for encoding the parameter values: 
[88888 888]*, [77 8 11 10 7 7] 

3.44 Result s 

Tablee I gives the search bounds for all parameters for which the optimization is performed 
(seee Chapter 2 for the typical range of values encountered). 

Tablee I Boundaries for the parameters that are optimized. 

m, , 
Pt,Pt, (g/cm3) 
at,at, (dB/A.) 
COO (m/s) 
rrss(m) (m) 
M m ) ) 
H„(m) H„(m) 
cMm) ) 

Lowerr bound 

1.2 2 
0.0 0 
1550 0 
100 100 
1 1 
125 5 
110 110 

Upperr bound 

3.2 2 
1.0 0 
1750 0 
11000 0 
120 120 
135 5 
114 4 

Thee optimization has been performed for the genetic algorithm parameter settings given in 
Tablee II. For each setting the GA has been run 50 times. 

Tablee 11 The different GA settings. 

Settingl l 

Setting2 2 

Setting3 3 

Setting4 4 

Settings s 

q q 

64 4 

64 4 

64 4 

64 4 

64 4 

Pc Pc 

0.8 8 

0.8 8 

0.8 8 

0.8 8 

0.8 8 

Pm Pm 

0.05 5 

0.05 5 

0.05 5 

0.05 5 

0.05 5 

f f 
0.5 5 

0.5 5 

0.8 8 

0.5 5 

0.5 5 

Bits s 

[ 8 8 8 8 8 8 8 ] ] 

[ 7 7 8 1 11 1077 ] 

[77 7 8 11 10 7 7] 

[77 7 8 11 10 7 7] 

[77 7 8 11 10 7 7] 

Numberr of 
frequenciess (K) 
1 1 

1 1 

1 1 

1 1 

6 6 

E E 

V i - ^ ^ 

V 1 - ^ ^ 
V 1 - ^ ^ 
1-3* * 

II A 

Figuress 2 and 3 show the results for a typical run. In Fig. 2 the value for the energy function, 
(11 - P\in), of the most fit member of a population, i.e., the lowest (1 - ƒ),„) value found for a 
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generation,, is displayed as a function of generation. Figure 3 shows the corresponding 
parameterr values. 

10" " 
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Fig.. 2 Convergence of energy (1 - Pjfn) of most fit chromosome as a function of generation. 
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Fig.. 3 Convergence of the different parameters, belonging to the most fit chromosome. 

3.4.11 Single-frequency results 

3.4.1.11 Performance of the Genetic Algorithm 
First,, results obtained using a single frequency (168.95 Hz, settingl-setting4, see Table II) are 
considered.. In order to get an indication for how good the genetic algorithm performs for the 
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differentt settings, and to be able to compare the results to those obtained using simulated 
annealingg the following questions are posed: 

 How often has the algorithm converged to a parameter value combination with a value of 
rr ss around 5.4 km, and a value of zs around 75 m within say 7000 calls of the forward 
model?? This provides the percentage of converged runs, i.e., the success rate. 

 What is the speed of convergence to these parameter value combinations, i.e., how many 
replicaa field calculations are needed? 

Thee results can be found in Table III . Results obtained using SA, are displayed in the last 
row.. These results were obtained using the same energy function as for setting4. Since only a 
finitee amount of runs is considered, also the uncertainties on the results should be taken into 
accountt when comparing the performance for different settings. The situation considered here, 
comprisingg a set of independent events, each with a certain probability on success, typically 
correspondss to a binomial distribution. Then, denoting the amount of converged runs by Nc, 
thee fraction of the total amount of runs (Nr) that has converged by fc, and assuming this 
fractionn to be the probability on convergence, the standard deviation of the amount of 
convergedd runs, oN , is 

^^ NcNc=^[IÖ=^[IÖ ZZ7J^7J^ (13) 

Assumingg statistically independent observations, the uncertainty (or error) on the mean and 
thee uncertainty (or error) on the standard deviation can be determined by 

withh A? and a the mean and standard deviation, respectively, of the amount of replica field 
calculationss needed for convergence, and C- and oa the corresponding uncertainties. 

Tablee III Means Mand standard deviations a of the amount of replica field calculations needed for 
convergence,, and the percentage of converged runs (GA and SA). Convergence must occur within 
70000 calls for the forward model. 

Settingl l 
Setting2 2 
Setting3 3 
Setting4 4 
SA A 

M M 

868 8 
767 7 
1054 4 
747 7 
953 3 

* B B 
117 7 
124 4 
150 0 
165 5 
124 4 

a a 

732 2 
843 3 
992 2 
951 1 
849 9 

<*o <*o 

83 3 
88 8 
106 6 
117 7 
88 8 

Percentagee converged {%) 

6 6 
4 4 
5 5 
7 7 
5 5 

Itt follows that about 70/90% of all GA runs converge to the correct source range and 
sourcee depth. The percentage of converged runs is significantly less, viz., about 50 %, when 
usee is made of SA. Use can be made of a slower cooling law for increasing the percentage of 
convergedd SA runs. However, this will also result in an increased M. 
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Figuree 4 shows the histograms of the number of calls for the forward model needed for 
convergencee for the situation of setting2 and for the situation where simulated annealing was 
usedd for the optimization, respectively. It is seen that in most cases convergence occurs 
somewheree between 0 and -1500 calls for the forward model. 

10 0 

LUft t 
Geneticc Algorithm 
(setting2) ) 

J I L L H H n n 
10000 200 0 300 0 400 0 500 0 6000 0 

Fig.. 4 

00 1000 2000 3000 4000 5000 6000 
Numberr of replica field calculations needed for convergence 

Histogramss of the number of calls for the forward model needed for convergence, both for the GA 
withh setting2, and for SA. 

Usingg 8 bits for the discretization in range results in range increments of 43 meters. This is 
off  the same order of magnitude as the standard deviation in range obtained in (Gerstoft3). 
Usingg 11 bits for the discretization in range results in range increments of 5 meters, which is a 
sufficientt sampling of the expected range probability distribution. Similarly 8 bits for the 
discretizationn in source depth is insufficient. Therefore, we will not further consider the 
resultss obtained for setting 1. 

Itt follows that changing the value of/, from 0.5 to 0.8 results in an increase of M (setting2 
andd setting3). In the situation with/- = 0.5, 50% of a current population is directly passed onto 
thee next generation. In the situation with fr = 0.8, only 20% of a current population is passed 
directlyy onto the next generation (so 80% of this next generation consists of new parameter 
valuee combinations). Consequently, there is a lot more disruption in the situation with/. = 0.8, 
resultingg in a higher probability on good parameter values and good parameter value 
combinationss being disrupted. This explains the higher value for M. Trying to enlarge the 
successs rate often is the reason for using a high value for/.. However, the differences we 
observedd in the success rates for the GA with setting2 and for the GA with setting3, 
respectively,, are not statistically significant. Comparing the results for setting2 and setting4 
showss a lower percentage of converged runs for setting4. This is due to the use of a more 
peakedd energy function. The amount of forward calculations needed for convergence is not 
statisticallyy significant smaller. 

3.4.1.22 A posteriori analysis 
Inn Section 3.4.1.1 results of a single run have been shown and the different success rates and 
ratess of convergence have been determined. In the following we will take a closer look at the 
parameterr estimates. 
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Fig.. 5 Values for (1-P/m) plotted against the different parameters, GA, single-frequency results. 

Figuree 5 shows the values for l-F/,„  plotted against the different parameter values. The 
locall  minima in the range-depth ambiguity surface can easily be identified in the plot of 1-
PiPimm against the range rs. Figure 6 zooms in onto the lowest 1 -Pu„  values. The parameter value 
combinationss with a sub-bottom density greater than 2.6 are indicated by circles. In fact, 
densitiess greater than -2.6 are not physically realistic for the type of bottom considered (cj < 
17500 m/s). 
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Fig.. 6 (1-P/m) plotted against the different parameters, obtained using the GA (single-frequency results). 
Thee parameter value combinations with a pb > 2.6 are marked by circles. 

Fromm the set of parameter value combinations consisting of all members of all final 
populationss (of the runs with GA setting2) estimates for the unknown parameters can be 
derived,, i.e., an estimation for the solution of the inverse problem. As the goal is to examine 
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thee area around the global optimum, only parameter value combinations with values for the 
rangee in between 4.0 and 6.0 km are accounted for. According to (Gerstoft3) for each 
particularr parametermi (/ = 1, ..., 7) the probability distribution for obtaining the particular 
valuee K is determined 

f>xp [ - ( l - ^m, ) ) / r ]<?( ( in , ); =tc ) ) 

 £ (15) 
£exp[-(l-JP/(n(iii,))/r ] ] 
j=l j=l 

Heree NT is the total number of parameter value combinations found in all final populations 
(NT(NT = 64*50 = 3200), m, is the/11 parameter combination, and T' is a temperature parameter. 
Alll  samples are weighted according to a Boltzmann distribution, similarly to the weighting 
performedd during the optimization. Choosing the temperature equal to the lowest energy will 
favorr the fittest part of the population. Choosing the temperature equal to the energy of the 
leastt fit corresponds to a more even weighting of the population. In (Gerstoft3) this 
temperaturee is taken equal to the average energy function value of the 50 best members. Since 
theree is only a limited amount of SA runs (the non-converged SA runs do not meet the 
restrictionn mat the range should be in between 4.0 and 6.0 km), we used a temperature equal 
too the lowest of all values found for (1 -Pn„)  in all final populations. However, using for the 
GAA results the average energy of the 50 best members did not result in a significant change, 
sincee a large part of the population has converged to the same result. Following the method 
describedd in (Gerstoft ) we determined the following a posteriori mean and covariance of the 
modell  parameters, ̂ (m) and C(m), respectively. 

Am)) = 2 m / r ( m ,) (16) 

withh o(mj) the probability for they'th parameter combination 

ff{m)=ff{m)= PI_V >» ( 1 ?) 

Xexp[-( l -P/ ( n(my ) ) / r ] ] 
7=1 1 

C(m)) = E\m - A(m)lm - A(m)]T }= 

NNTT (18) 
II  m (mjY a(mj)-A(m)A(mY 

withh superscript Tthe transpose operator. 
Inn Table IV the means and standard deviations found for of the parameter estimates 

obtainedd by the GA with setting2 are presented (the means and standard deviations found for 
thee situations of setting3 and setting4 are almost equal to those of setting2). Also the means 
andd standard deviations obtained by the SA runs can be found. 
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Tablee IV Means (second column) and standard deviations (third column) of the different parameter values 
obtainedd in the final populations (GA setting2). For comparison the means (fourth column) and 
standardd deviations (fifth column) of the final parameter values obtained with SA are also given. 

T T 

Pt Pt 

«* * 

c„ c„ 
rr s s 

zzs s 

HHw w 

ddR R 

GA,, setting2 
0.037 7 

6 6 

3 3 

8 8 

6 6 

0 0 

129.4+0.018 8 

2 2 

0.3O+O.004 4 

2 2 

9.510.13 3 

8 8 

7 7 

0.97+0.013 3 

9 9 

SA A 
0.038 8 

5 5 

1 1 

1579+2.50 0 
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Itt is clear that the mean parameter values obtained with GA are in good agreement with the 
meann parameter values obtained with SA. However, using the SA algorithm results in 
somewhatt higher standard deviations than those obtained when using a genetic algorithm. 
Notee also that the errors on the means and standard deviations are much smaller for the GA 
resultss than for the SA results. The reason for this is that there are much more GA results, 
sincee each GA run provides 64 parameter sets. 

Figuress 7 and 8 show the probability distributions obtained for the runs with setting2 and 
thee SA runs, respectively, calculated according to Eq. (15). 

0.1 1 

0.05 5 

o o 

0.1 1 

0.05 5 

0 0 

I I 
0.4 4 
0.2 2 

0 0 

0.2 2 

0.1 1 

o o i i 
0.2 2 

0.1 1 

pp (g/cm ) 

 LAJJLL Ü L aabb (dBft.) 

0.8 8 

-- itAA. i 
cc (m/s) 

15600 158 0 160 0 162 0 164 0 166 0 

jLii ii  , rr  (km ) 

z,(m ) ) 

0 0 
70 0 

0 .4 ^ ^ 

JL . . 
72 2 

0. 2 2 
HH (m ) 

• » - l ""  t « -

1100 110. 5 11 1 111. 5 11 2 112. 5 11 3 113. 5 11 4 

Fig.. 7 Probability distributions for the GA results with setting2. 
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Fig.. 8 Probability distributions for the SA results. 

Inn Figs. 9 and 10 all parameters are displayed as a function of one of the other parameters. 
Thee parameter value combinations displayed in these figures are the parameter value 
combinationss as they were obtained in the simulated annealing optimization runs (converged 
runs).. Therefore, all parameter combinations have low, but not equal, energy function values. 
Thee figures clearly show that some parameters are strongly coupled, e.g. r„  to Hw, and c*  to 
Ob-Ob- This latter relation states the adverse effects on the bottom loss resulting from an increase 
inn Cb and in 05,, respectively. 

Ass already mentioned, strong parameter coupling can cause difficulties when looking for 
thee global optimum. In our application of the genetic algorithm this problem has been avoided 
byy using multiple crossover points, i.e., a crossover point at each gene. Probably this feature is 
aa reason for the better performance of the genetic algorithm compared to the performance of 
thee simulated annealing algorithm. 
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3.4.22 Multi-frequency results 
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3.4.2.11 Multi-frequency optimization 
Inversionss have also been performed using six frequencies, all in the 160-180 Hz band (see 
Sectionn 3.3.1). Setting5 in Table II specifies the values for the different genetic algorithm 
parameters.. The expression for the energy function is given by Eq. (11). 

Thee percentage of converged runs for this setting is . The mean amount of replica 
fieldfield calculations needed for convergence, M, is 627, with a standard deviation of 845. a 
iss 127, and aa amounts to 90. Compared to the single-frequency results (Tables III and IV), 
usingg the genetic algorithm with setting5 (6 frequencies) seems to result in a better 
performance,, i.e., a larger percentage of converged runs and less replica field calculations 
neededd for convergence. Using multiple frequencies instead of a single frequency results in a 
differentt energy surface, i.e., a different function for which the optimization is performed. The 
betterr performance is probably because the minimum of the energy function corresponding to 
thee multiple-frequency case is easier to locate. 

Figuree 11 shows for the different frequencies the measured pressure fields and the 
calculatedd pressure fields. The calculated pressure fields belong to a solution of the 
optimizationn problem that gave a low value for the energy function. 
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Fig.. 11 Measured pressure fields (solid) and calculated pressure fields (dashed) for the different 
frequencies. . 

Figuree 12 shows the plots in which the values for the energy function are plotted against 
11 K 

thee different parameter values. Figure 13 zooms in on the lowest (1 jT Phnk) values. 
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Fig.. 13 Energy ( 1 - - 2 X versuss the different parameters; GA, multi-frequency results. The 

parameterr value combinations with a pb > 2.6 are marked indicated by circles. 

Comparingg Figs. 12 and 5 clearly shows that using multiple frequencies results in a 
somewhatt higher value for the lowest energy function value found. This is due to the fact that 
inn the multi-frequency case the parameter value combination found to give the lowest energy 
functionn value is some kind of compromise between different parameter value combinations 
thatt belong to the optimum for a single frequency. From the figures it can also be seen that the 
usee of multiple frequencies considerably increases the energy in the local minima of the 
range/depthh ambiguity surface. In addition, the local minimum around the unrealistic high 
compressionall  wave speeds with values around 1650 m/s disappears. 

Comparingg Figs. 13 and 6 reveals an important difference in the energy surfaces at one and 
att six frequencies, respectively: Parameter combinations with non-realistic high values for the 
densityy (> 2.6) disappear from the global minimum when use is made of six frequencies. 

3.4.2.22 A posteriori analysis 
Againn expressions (15) to (18) are used to determine the mean and covariance of the different 

11 K 

parameters.. Instead of (1 - ƒ>/,„) now use is made of (1 £ Plin k ). The results are listed 
KK k=\ 

inn Table V. 
Comparingg the single-frequency GA results to the multi-frequency GA results (Table V) 

showss a shift of ah and ph towards (more realistic) lower values for these parameters. Also 
thee standard deviation in the compressional wave speed is much smaller in the multi-
frequencyy case. This is a result of the (already mentioned) disappearance of a local minimum. 
Thee decrease in standard deviation when using multiple frequencies instead of a single 
frequencyy is seen for all parameters, except for the source/receiver range zs. 
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Tablee V Means and standard deviations of the different parameters, calculated using a genetic algorithm. 

Resultss for setting2 (6 frequencies) and setting2 (single frequency). 
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Figuree 14 shows the probability distributions obtained for the genetic algorithm with 
setting5. . 
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3.55 Summar y and conclusion s 

AA genetic algorithm (GA) is applied to the matched field inversion (MFI) problem of geo-
acousticc and geometric parameter estimation using real acoustic data. The GA is capable of 
findingg solutions close to the global optimum, i.e., one obtains parameter values for which the 
modeledd pressure field optimally matches the measured field. The performances for different 
settingss of the GA are compared, resulting in a more or less optimal setting of the algorithm. 
(AA further assessment of the effect of the GA setting on the GA performance is presented in 
Appendixx C, where use is made of a computationally inexpensive function, which allows for 
performingg a large amount of runs for an extensive number of GA settings). The solutions 
obtainedd when using the GA are in excellent agreement with those obtained when using 
simulatedd annealing (SA) being another global optimization method applied in MFI. 

AA comparison of the performances of the two global optimization methods indicates a 
betterr performance of the GA: The performance of the GA (in its optimal setting) with respect 
too success rate and speed of convergence is significantly better than that of SA. 

Anotherr advantage is that GAs do not return a single solution, but a set of possible 
solutionss (close to the global optimum). Therefore, only one GA run is needed in order to get 
ann indication on the acoustical importances of the different unknown parameters (and hence 
thee accuracy with which these parameters can be determined). When using SA this essential 
informationn can only be obtained after a large number of independent runs (requiring more 
computationn time). 

AA second MFI research item described in this chapter is the performance of multi-
frequencyy inversion. Compared to inversion at a single frequency, employing multiple 
frequenciess in the inversion results in more accurate and (for some parameters) more 
physicallyy realistic estimates. This is due to the additional constraints imposed when matching 
modeledd and measured pressure fields at several frequencies. 
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Chapterr 4 

Multi-frequencyy matched field inversion of 

benchmarkk data using a genetic algorithmA 

Abstract t 

Forr a selected number of shallow water test cases of the 1997 Geo-acoustic Inversion 
Workshopp we have applied matched field inversion to determine die geo-acoustic and 
geometricc (source location, water depth) parameters. A genetic algorithm has been applied for 
performingg the optimization, whereas the replica fields have been calculated using a standard 
normal-modee model. The energy function to be optimized is based on the incoherent multi-
frequencyy Bartlett processor. We have used the data sets provided at a few frequencies in the 
bandd 25-500 Hz for a vertical line array positioned at 5 km from the source. A comparison 
betweenn the inverted and true parameter values is made. 

4.11 Introductio n 

Forr the Geo-acoustic Inversion Workshop (Vancouver, 24-26 June, 1997) broadband acoustic 
fieldd data were generated for a series of range-independent shallow water environments. The 
SAFARII  model was used to calculate the acoustic fields for all these test cases. Participants of 
thee workshop were instructed to invert the simulated data to estimate the geo-acoustic model 
parameters.. These parameters were unknown to the participants, except for a calibration test 
case.. For some cases the source location and water depth were unknown as well. The sound 
speedd profile in the water column is downward refracting for all cases and known to the users. 
Thee data were generated for a total of seven test cases. 

Forr the first five of me test cases (including the calibration test case), the geo-acoustic 
modell  consists of a single fluid sediment on top of a fluid homogeneous half-space. The 
unknownn parameters for the sediment are layer thickness, sound speed at the top and bottom 
off  the sediment, density and attenuation. It is hereby assumed that the sound speed profile in 

AA Published in the Journal of Computational Acoustics, Volume 6 (1&2), pp. 135-150 (1998). 
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thee sediment is linear. For the half-space the unknown geo-acoustic parameters are sound 
speed,, density and attenuation. 

Forr the sixth test case the geo-acoustic model is a multiple fluid layer sediment. Each layer 
iss homogeneous and the number of layers is unknown. The geo-acoustic model of the seventh 
testt case again consists of a single sediment and half-space, but now the layers are supposed 
too be elastic. 

Forr each test case there are three realizations (denoted by a, b, and c), i.e., field data were 
generatedd for three sets of parameter values. 

Thee bounds from which the values for each parameter were selected, i.e., the search 
ranges,, were known to the participants, whereas the specific values were unknown (except for 
thee calibration test case). 

Thee acoustic field data were provided as the complex pressure at specific vertical and 
horizontall  slices in the water column, so that participants could design their own 'exper-
iments'' to invert the data (e.g. using either vertical or horizontal line arrays). At the ranges 1, 
2,, 3, 4, and 5 km the data were provided at 1 m depth intervals from 1-m to 100 m throughout 
thee water column. At depths of 75 m and 100 m the data were provided at 50-m range 
intervalss from 50 m to 5000 m. Further, at each grid point the complex pressure was provided 
fromm 25 to 199 Hz in 1-Hz intervals, and from 200 to 500 Hz in 5-Hz intervals. 

Forr a selected number of test cases, we have applied matched field inversion (MFI) to 
determinee the unknown parameters. In MFI the unknown parameters are determined by 
minimizingg an energy function E. In this study E should provide a measure for the difference 
betweenn the pressure field calculated by SAFARI and the pressure field calculated by a model 
(thee replica field) for a set of values for the unknown parameters. As such, the unknown 
parameterss are determined through an optimization procedure, which involves finding a set of 
parameterr values that minimizes the discrepancy between the two pressure fields. The number 
off  possible parameter value combinations is extremely large, as the number of unknown 
parameterss is in the order of ten. In addition, the parameter search space can have a large 
numberr of local minima. Finding the global minimum of the energy function requires modern 
globall  optimization methods, such as simulated annealing' or genetic algorithms.2 

Thee replica pressure fields in the inversion were calculated using a standard normal-mode 
model.. A brief description of this model is given in Section 4.2. For the calibration test case a 
directt comparison of the pressure fields generated by SAFARI and those generated by our 
normal-modee code has been performed, the results of which are also presented in Section 4.2. 

Thee test cases for which inversion was performed are described in Section 4.3. The choice 
forr the test cases taken in consideration is partly based on the specific capabilities of the 
normal-modee model that has been used. 

Wee have used a genetic algorithm as the global search method. Section 4.4 provides a 
descriptionn of the basic principles of a genetic algorithm. It also provides the specific setting 
off  the algorithm for the current inversion, including the type of energy function used. 

Resultss are presented and discussed in Section 4.5. 

4.22 The forwar d acousti c model 

Thee model used for the forward replica calculations is a standard normal-mode model, which 
hass been developed in our group in MATLAB. 3 For this model the ocean environment is 
assumedd to consist of three layers: water column, sediment layer and homogenous half-space. 
Densitiess and attenuation constants in all layers are assumed to be independent of depth. The 
densityy in the water column is 1 g/cm3. Of course, the attenuation can be dependent on 
frequency.. The sound speed in the water column and in the sediment is allowed to vary with 
depth,, whereas it is supposed to be constant in the half-space. 
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Thee numerical technique for solving the depth-dependent Helmholtz or modal equation 
andd its boundary conditions is a finite-difference discretization. The resulting algebraic 
eigenvaluee problem is solved using routines of the well-known EISPACK package to 
computee the eigenvalues and eigenvectors of a real symmetric tridiagonal matrix in a 
specifiedd interval.4 This eigenvalue interval is chosen such that only the modes corresponding 
too the discrete eigenvalue spectrum are calculated, thereby omitting the continuous spectrum. 
Losss effects due to volume attenuation in the water column, sediment and half-space are taken 
intoo account by first order perturbation theory. Shear in the bottom layers is not accounted 
for. . 

Range-dependentt ocean environments are handled by using the adiabatic approximation.6 

Thiss is, however, not needed for the present study, as all test cases are range-independent. 
Forr the calibration test case (see Fig. 1) the pressure fields generated by SAFARI have 

beenn compared directly with the fields calculated using our normal-mode model. 

Fig.. 1 The calibration test case. 

Thiss has been done in the following way: let p0t,s (obs = observed, or true), and pra;c (calc = 
calculated)) be the pressure fields calculated using SAFARI and the normal-mode model, 
respectively.. When using the data at the fixed ranges (vertical line arrays consisting of 100 
hydrophoness with 1 -m spacing), both p0^ and pca/c are complex vectors of length 100. Now, 
ass a measure of the agreement between the two models, we have used an energy function E 
basedd on the single-frequency linear or Bartlett processor7, which is given by 

EE=i-kta-p=i-kta-pc c (1) ) 

withh the suffix * denoting the complex conjugate. Here it is assumed that p0£S and pra/c are 
normalized,, i.e., ||p0/,s|| and ||pra/c|| = 1- The difference in propagation convention between 

SAFARII  (e+l0 ) ) and the normal-mode code (e~l (o t) is accounted for. 
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EE has been calculated as a function of frequency for the data provided at the fixed ranges. 
Thee results for the 1-km and 5-km data are presented in Fig. 2. (The curves for the 2, 3 and 4 
kmm data lie in between these two curves). 

IQ"1 1 

io-2 2 

HI I 

1CT3 3 

'"2 00 5 0 10 0 20 0 30 0 40 0 50 0 
frequenc yy  (Hz ) 

Fig.. 2 Agreement between the two models for the calibration test case for the data at 1 and 5 km. 

Itt is observed that the model outputs agree very well as the energy function is quite low for 
alll  frequencies and all ranges. For the 1-km data this agreement is slightly worse than that for 
thee data at all other ranges. This is due to the fact that the leaky modes (continuous spectrum), 
whichh become more important at shorter ranges, are not taken into account by the normal-
modee model. 

Thee generally excellent agreement between the two models for the calibration test case 
givess much confidence for the inversion work. 

4.33 The test cases selected for inversion 

Thee normal-mode model used precludes inversion of the data for test case 6 (more than one 
sedimentt layer) and test case 7 (elastic layers). For the inversion we have selected the test 
casess that were denoted AT and WA. From the remaining four test cases that can be handled 
byy our acoustic model these two cases are the most difficult as the number of unknown 
parameterss is largest. Moreover, the two cases selected are quite different: for AT all 
unknownn parameters are geo-acoustic parameters, whereas for WA also geometrical 
parameterss (source location and water depth) are unknown. The selected test cases are 
depictedd schematically in Fig. 3. In this figure the unknown parameters are indicated by 
squares. . 

TT I ' I 

dataa at 1 km 
- -- dataatökm 
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aaraar SPACE 
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Fig.. 3 The test cases called AT and WA. The unknown parameters are those in boxes. 

Thee search bounds for the unknown parameters are given in Table I. The data for all test 
casess were generated under the constraints 

<C <C <c\ <c\ (2) ) 

and d 

P*tP*t  < Pt (3) ) 

Thesee constraints were accounted for in the optimization procedure. 

Tablee I Unknown parameters and their search bounds for test cases AT and WA. 

Parameter r 
Sedimentt thickness 
Sedimentt density 
Speedd at top of sediment 
Speedd at bottom of sediment 
Densityy of half-space 
Soundd speed of half-space 
Sedimentt attenuation 
Half-spacee attenuation 
Sourcee range (5 km data) 
Sourcee depth 
Waterr depth 

Testt case 
AT,, WA 
AT,, WA 
AT,, WA 
AT,, WA 
AT,, WA 
AT.WA A 
AT T 
AT T 
WA A 
WA A 
WA A 

Symbol l 
hsed hsed 

psed psed 

Ctsed Ctsed 

C2,sed C2,sed 

Pb Pb 

c„ c„ 

«feed d 

Ot, Ot, 

rrs s 

z. z. 
H, H, 

Searchh interval 
[10,50] ] 
[1.4,1.7] ] 
[1500,1600] ] 
[1550,1750] ] 
[16,2.0] ] 

[1600,1800] ] 
[0.05,, 0.5J 
[0.05,, 0.5] 
[5.0,, 5.4] 
[10,, 30] 
[100,, 120] 

Unit t 
m m 
g/cmJ J 

m/s s 
m/s s 
g/cmJ J 

m/s s 

dBA. . 

dBA A 
km m 
m m 
m m 

4.44 The genetic algorithm 

Ass mentioned in the introduction we have used a genetic algorithm (GA) as the global search 
method.. The algorithm, which has been developed at TNO-FEL in MATLAB 8, is described 
below.. Gerstoft was the first to apply GAs to inverse problems in underwater acoustics.2 

Thee first step in a genetic algorithm is to create an initial population consisting of q 
members.. Each member represents a possible parameter value combination, i.e., a possible 
solutionn to the optimization problem. This first generation is created randomly. The 
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populationn size q should be large enough to ensure that the problem space can be searched 
thoroughly.. On the other hand the population size should be not too large, thereby limiting the 
amountt of energy function evaluations (i.e., the number of forward acoustic model 
calculations). . 

Att this creation stage the members are in their binary encoded form, i.e., the parameter 
valuee combinations are represented by a string of zeros and ones. In the following these 
stringss are denoted as chromosomes. Each parameter is represented by a certain part of the 
chromosome.. These parts are called genes. The encoded form of the parameter value 
combinationss is needed when applying certain operators as will be explained later. 

Afterr decoding, the values for the energy function E can be calculated for all members of 
thiss first population. This is also referred to as assigning a fitness value to each member. 
Whenn the energy function is normalized (0 < E < \), the fitness <p is given by 

(p(p = \-E (4) 

i.e.,, a low value for the energy function means a high value for the fitness. 
Thee energy function we have selected is based on the incoherent multi-frequency linear or 

Bartlettt processor7 and is given by 

1 * 11 * I2 

E(m)E(m) = l-—XPo*,(/*)-P«rfc (ƒ*."») ( 5) 

with h 

mm the vector containing the parameters for which the inversion is performed 
KK the number of frequencies 
Pobsifk)Pobsifk) the (normalized) pressure field at frequency ft calculated by SAFARI 
pca/c(/jt,m)) the (normalized) pressure field at frequency fk calculated by the normal-mode 

model l 

Wee have used the data provided at fixed ranges, thereby inverting the pressure field across 
aa vertical line array consisting of 100 hydrophones with 1-m spacing. From these vertical 
arrayy data, we have selected the 5-km data. This is a somewhat arbitrary choice as the models 
agreee very well at all ranges, although it is somewhat worse at 1 km (see Fig. 2). 

Forr the creation of the next generation, first a parental population is selected from the 
initiall  population. This selection is based on the fitness values obtained for the different 
chromosomes:: a higher fitness implies a larger probability of being selected, thus resulting in 
aa parental population with a higher proportion of fit members. The selection criterion should 
bee such that, on the whole, more opportunities to reproduce are given to the population 
memberss that are the most fit. However, at the beginning the selection criterion should not be 
chosenn too strict, as that would force the algorithm to converge to a local minimum. On the 
otherr hand a criterion that allows nearly all members to reproduce will result in slow 
convergence.. In our application the probability pj for the member m7 to be selected is taken 
as2 2 

-E(mj) -E(mj) 
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Thee temperature T is chosen equal to the lowest value of the energy function found in the 
entiree current population. This choice results in a flat probability distribution at the beginning, 
butt as the optimization process continues, the temperature will decrease, resulting in a more 
peakedd probability distribution and therefore more emphasis will be put on the most fit 
memberss in later generations. 

Thee following step is to create a population of q children. This is done by applying 
differentt operators to the members of the parental population. These operators are crossover 
andd mutation, and they are applied to the members when they are in encoded form. In order to 
applyy crossover the members of the parental population are paired randomly. Crossover 
resultss in the exchange of corresponding chromosome parts between the two chromosomes of 
eachh set of parents. We have applied multiple point crossover: a crossover point is selected at 
eachh gene, i.e., the number of crossover points is equal to the number of parameters for which 
thee optimization is performed. 

Considerr for example the following two genes, representing different values for the same 
parameterr (encoded using AT bits): 

(fl 0,a,,...,aw_i)) and (fc0,Z>„...,Vi) (7) 

withh a, and bj = 0,1. Applying crossover at location / results in the creation of the following 
twoo genes: 

(<20,...,flj_„6,...,Vi)) ^ (b0,...,bi_l,ai,..jalf_x) (8) 

Crossoverr is applied with crossover probability pc. Using a value of pc less than one will 
alloww genes to be passed on to the next generation without the disruption of crossover 
(usuallyy 0.6 <pc < 1.0). The crossover point, i.e., the location on the gene at which it is cut, is 
selectedd at random. 

Afterr crossover another operator called mutation is applied to the chromosomes. Mutation 
changess each bit of the chromosome with a certain probability p„. 

Crossoverr is considered to be a mechanism for rapid exploration of the search space. More 
crossoverr points or a higher crossover probability imply a more thorough search, but also 
moree disruption. On the other hand, mutation is a process that provides a small amount of 
randomm search, ensuring that no point in the search space has zero probability of being 
explored.. However, the mutation probability should not be chosen too high as then the search 
becomess effectively random (in general pm < 0.1). At the start of the algorithm (i.e., for the 
firstfirst generations) crossover is the more productive operator, but as the population converges, 
mutationn becomes increasingly important. 

AA new population (again consisting of q members) is established by taking at random fr q 
(0(0 <fr < 1) members of the children population and the (1- )̂ q most fit  members of the 
originall  population. fr is called the reproduction size. The choice for fr is an important 
researchh item. For values of fr close to one, or even equal to one (generational replacement), 
convergencee of the algorithm to the global minimum might be slow. On the other hand, low 
valuess of/, might promote the algorithm to converge rapidly to a local minimum. In a recent 
study88 we have investigated the performance of a GA for different values for^. It should be 
noted,, however, that such a study is very time consuming and that the performance of a 
certainn value for a GA parameter can be very dependent on the particular values chosen for 
otherr GA parameters. 

Thee new population is used as the next generation onto which the same procedure is 
appliedd as described above. This process is continued for a certain amount of generations, 
whichh should be chosen large enough to allow convergence of the optimization process. 

Mostt of the values for the GA parameters were taken equal to those used in (Gerstoft2): 
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 population size q = 64 
 crossover probability/?c = 0.8 
 mutation probability pm = 0.05 
 reproduction size fr = 0.5 

Thee number of generations is taken to be 400, hence the number of forward model 
calculationss per GA run amounts to approximately 13000 per frequency. 

AA diagram summarizing the different steps in the optimization process using a GA is given 
inn Fig. 4. 

Initializee a population of chromosomes (q members) 

Evaluatee fitness of each chromosome 

Selectt parent chromosomes based on 
thee fitnesses 

_L L 
Encodee chromosomes of population to binary strings 

i. . Createe children chromosomes by mating 
parentt chromosomes applying: 

-- crossover 
-- mutation 

I I 
Formm a new population consisting of 

(11 -f )q members of original population and 
fqq members of the children 

I I 
Decodee population 

Fig.. 4 Flowchart of the optimization process in a genetic algorithm. 

4.5 5 Result s s 

Fromm experience we know that broadband processing outperforms single-frequency pro-
cessing.. For this reason we have selected the (incoherent) multi-frequency Bartlett processor 
(seee Section 4.4). It is difficult to know in advance the set of frequencies needed for a 
successfull  inversion of shallow water environments in general. For instance, the frequencies 
requiredd to successfully estimate the half-space parameters will definitely depend on sediment 
thicknesss and sediment attenuation. However, in general, one can argue that the high 
frequenciess are useful for the sediment properties near the water/sediment interface, whereas 
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lowerr frequencies will be better for probing deeper into the bottom. We have selected the 
frequenciess 25, 30, 50, 100,200,400 Hz, thereby exploiting the full frequency band available, 
stilll  using the data at a limited number of frequencies. 

Ass mentioned previously we have chosen the widely used experimental configuration of a 
verticall  array that spans the whole water column, i.e., the classical approach. We have 
selectedd the data at the vertical line array at 5 km using the data provided at all depths. 

Forr the choices made concerning frequencies and experimental configuration, we have 
performedd the inversion for all three realizations of the two test cases selected. 

Estimatess for the values of the parameters for which the optimization is performed have to 
bee derived from the members of the final GA population. Increasing the probability of finding 
thee global optimum, the GA has been run five times independently for each of the six 
inversionss (two test cases times three realizations). At the same time, the parameter space 
closee to the global optimum is explored more thoroughly, thereby improving the accuracy of 
thee parameter estimates. 

Ass an example, the energy function values for the parameter values in the final populations 
aree shown in Fig. 5 for test case WA, realization (b). The dashed lines denote die true 
parameterr values. The total number of parameter combinations shown in this figure amounts 
too 5 x 64 = 320. 

Estimatess for the unknown parameters can be obtained by simply taking the parameter 
combinationn with the lowest energy function value. This solution to the inverse problem is 
referredd to as GAbest-

Ann alternative method to obtain estimates for the unknown parameters from the final 
populationss is to calculate the so-called a posteriori mean values.2 These are given by 

2>;<T(m;)) (9) 
7=1 1 

with h 

ffff ">»'">»'  -«,.» < l0> 
e e 

nq nq 

i=\ i=\ 

E(mj) E(mj) 

T T 

-E(m-E(mtt) ) 

r r 

withh n the number of independent GA runs for each inversion (being 5). Following 
(Gerstoft2),, the temperature parameter T is taken equal to the average value of E of the 50 
bestt members. This solution to the inverse problem is referred to as GAmean-

Generally,, it is useful to calculate both the GAbest and GAmean solution, since a significant 
differencee between the two solutions for a particular parameter indicates that the acoustic field 
iss hardly sensitive to corresponding changes in that parameter. This corresponds to a flat or at 
leastt ambiguous distribution of energy function values for this parameter, see Fig. 5. (This is 
onlyy valid for a temperature T' that is not too low as then both solutions will coincide 
automatically). . 

Fromm the final populations it is also possible to calculate the so-called a posteriori covari-
ance2,, which is usually used as an estimate of the uncertainty on the solutions. However, this 
covariancee is not an objective measure for the uncertainty as it will depend on the weighting 
appliedd (in this case the value for 7") and the type of energy function used. 

Forr all six inversions the GA estimates are compared with the true values in Figs. 6 and 7. 
Bothh the GAbest and the GAmean results are displayed in these figures. It is observed that the 
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invertedd values for the geometric parameters (source location and water depth), the sediment 
parameterss (ci,sed, psed and ow) and the half-space sound speed ct, are in excellent agreement 
withh the true values. The agreement between the estimated and true values for the remaining 
parameterss is somewhat worse, but still very good: even for the least sensitive parameter ph 
thee estimated and true values are highly correlated. Note that for p\, significant differences in 
thee GAbest and GAmean solution occur indicating that this parameter is less well determined. 
Thiss is clearly observed from the flat energy function distribution for pb (see Fig. 5). 

10

10-1 1 

KT2 2 

io-3 3 

Psed(9/cmJ) ) 

++ **++t#1 

1 1 
1 1 

22 160 0 170 0 180 0 
cc  (m/s ) 

100 2 0 3 0 500 0 520 0 540 0 10 0 11 0 12 0 
zz  (m )  r  (m )  H  (m ) 

Fig.. 5 Energy versus parameter values in the final populations for test case WA, realization (b). The 
dashedd lines indicate the true parameter values. 
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AT(a)) (b) (c) WA(a) (b) (c) AT(a) (b) (c) WA(a) (b) (c) 

50 0 

I I 

40 0 
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Fig.. 6 GA estimates and true parameter values for all six inverted environments. The GAbest and GAmean 
solutionss are denoted by stars and crosses, respectively, whereas the circles denote the true 
parameterr values. 
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Fig.. 7 GA estimates and true parameter values for all six inverted environments. The GAbesi and GAmean 
solutionss are denoted by stars and crosses, respectively, whereas the circles denote the true 
parameterr values. 

Wee also investigated the correlation between the different parameters. According to 
(Gerstoft9),, correlations can cause problems in finding the global optimum when using search 
algorithmss that are based on perturbing one parameter at a time. This is especially true when 
inn the energy function a long valley exists that is orientated obliquely to the parameter axes. 
However,, our experience is that despite of correlation a genetic algorithm still manages to 
findfind the global optimum, probably because it changes all parameters at the same time. Further, 
wee have observed that, in general, the use of multiple frequencies results in much sharper 
peakss in the energy function, i.e., the parameters are better determined, and hence a 
considerablee reduction in the correlation. 

Finally,, we have investigated the inversion performance for array configurations with 
fewerr hydrophones than that for the full array (100 hydrophones with a spacing of 1 m). For 
thiss investigation we used the 5-km data of test case WA(b). Conventional beamforming 
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requiress the sampling to be done at half-wavelength for the highest frequency, i.e., about 2 m 
att 400 Hz. Using multiple frequencies probably allows for a larger spacing. 

Figuree 8 presents the GAbest and GAmean solutions as a function of hydrophone spacing. 
Onee observes that the inversion performance does not degrade up to hydrophone spacings of 
att least 20 m (corresponding to only five hydrophones). Note that the estimates for the 
geometricc parameters (zs, rs and //w) do not deviate from the true values for hydrophone 
spacingss as high as 38 m (corresponding to only 2 hydrophones at depths of 37 and 75 m, 
respectively). . 

Thee minimum required hydrophone spacing when using a broadband processor (coherent 
orr incoherent) is subject to further research. 
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00 20 40 
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Fig.. 8 GA estimates as a function of hydrophone spacing for the test case WA(b). The GAbest and GAmean 
solutionss are denoted by stars and crosses, respectively, whereas the horizontal dashed lines 
denotee the true parameter values. 

4.66 Summary and conclusions 

Matchedd field inversion has been applied to part of the broadband data of the benchmark 
exercisee to determine geo-acoustic bottom parameters, water depth and source location. Use 
hass been made of a genetic algorithm as optimization method and a standard normal-mode 
codee as forward acoustic model. The geo-acoustic model of the test cases selected consisted 
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off  a single fluid sediment on top of a fluid homogeneous half-space. For these type of range-
independentt shallow water environments we have clearly demonstrated that all unknown 
parameterss can successfully be inverted when use is made of a vertical line array 
configurationn and a broadband processor. For the latter we have selected the incoherent multi-
frequencyy Bartlett processor using only a few frequencies that are more or less evenly 
distributedd over the band 25-500 Hz. 
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Chapterr 5 

Ann environmental assessment in the Strait of Sicily: 

Measurementt and analysis techniques for 

determiningg bottom and oceanographic properties5 

Abstract t 

Inn October 1997, the EnVerse 97 shallow-water acoustic experiments were jointly conducted 
byy SACLANT Centre, TNO-FEL and DERA off the coast of Sicily, Italy. The primary goal 
off  the experiments was to determine the seabed properties through inversion of acoustic data. 
Usingg a towed source, the inversion method is tested at different source/receiver separations 
inn an area with a range-dependent bottom. The sources transmitted over a broad band of fre-
quenciess (90-600 Hz) and the signals were measured on a vertical array of hydrophones. The 
acousticc data were continuously collected as the range between the source and receiving array 
variedd from 0.5 to 6 km. An extensive seismic survey was conducted along the track 
providingg supporting information about the layered structure of the bottom as well as layer 
compressionall  sound speeds. The oceanic conditions were assessed using current meters, 
satellitee remote sensing, wave height measurements, and casts for determining conductivity 
andd temperature as a function of water depth. Geo-acoustic inversion results taken at different 
source/receiverr ranges show seabed properties consistent with the range-dependent features 
observedd in the seismic survey data. These results indicate that shallow-water bottom 
propertiess may be estimated over large areas using a towed source fixed receiver 
configuration. . 

Publishedd in the IEEE Journal of Oceanic Engineering, Volume 25 (3), pp. 364-385 (2000). 
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5.11 Introductio n 

Thee strong dependence of shallow-water ocean acoustic propagation on seabed type has led to 
thee development of inversion methods that use measured acoustic transmissions to determine 
propertiess of the bottom such as its sound speed, density and attenuation constant. Ocean 
acousticc inversion methods have been developed based on the technique of matched field 
processingg (MFP).1'5 For MFP inversions, a propagation code is implemented on a computer 
too numerically simulate the acoustic field for many hypothetical ocean environments. A 
searchh is then performed for the environment that produces the best agreement between 
measuredd and simulated data. These inversions assume a geo-acoustic model of the 
experimentall  site, which is made up of a number of environmental parameters. The agreement 
betweenn measured and simulated data, for a particular parameter set, is quantified by an 
objectivee (energy) function. Generally the parameter search space is enormous with many 
locall  optima. Hence, efficient techniques for solving MFP inversions have been developed, 
whichh use global optimization methods such as genetic algorithms and simulated 
annealing.. ' ' Full-field acoustic inversion results, using experimental data, have 
demonstratedd that measurements over a broad band of frequencies improve the bottom 
parameterr estimates. " A collection of papers describing various full-field inversion methods 
aree presented in (Diachok10). The purpose of MFP inversion here is to determine a geo-
acousticc model for the Adventure Bank (Strait of Sicily, Mediterranean Sea) experimental 
site.. This geo-acoustic model should be suitable as input to propagation codes which can then 
predict,, for example, acoustic transmission loss, multipath arrival structures and reverberation 
levels. . 

Experimentall  validation of MFP inversion methods have been applied to areas where the 
seabedd was assumed to vary only with depth.9'11,12 For a practical system, capabilities are 
neededd for estimating seabed properties over large areas which are likely to have range and 
depthh variability. Recently, range- and depth-dependent features of the seabed were 
determinedd from transmission loss measurements using a fixed sound source and receivers at 
fivee ranges between 8-40 km.13 Properties of a range- and depth-dependent bottom may also 
bee estimated using fixed receivers and a towed sound source. In this paper, MFP inversion is 
extendedd to estimate seabed properties that vary both in range and depth by using 
measurementss from a towed source on a stationary vertical receiving array. In principle, 
towedd source measurements could be used for seabed identification over large shallow-water 
areass and the research presented in this paper describes the first steps in developing such a 
system.. An added level of complexity is introduced into a towed source MFP inversion as the 
exactt experimental geometry (i.e., relative source and receiver positions) are known with 
muchh less precision than for a fixed geometry. Since the source is moving, it is not possible to 
ensemblee average many acoustic realizations to improve data quality (i.e., remove acoustic 
fluctuationss due to changing water volume, changing surface roughness, or ambient noise). 
Also,, to validate the results, 'ground-truth' for the type of seabed needs to be established 
acrosss the entire acoustic track. Some of the issues which will be addressed are: the feasibility 
off  MFP inversions using a source towed over 3-h periods on two different days, applying the 
methodd to determine range-dependent seabed properties, and the dependence of the inversions 
onn frequency band and changing water volume. 

Sectionn 5.2 gives an explanation of the acoustic, oceanographic, and seismic data collected. 
Thee water sound speed is one of the measured oceanographic quantities that is directly 
incorporatedd into the geo-acoustic inversion. The presented ocean current data are important 
ass they have a strong influence on the vertical array position, which indirectly affects the geo-
acousticc inversion. Other oceanographic quantities like sea surface temperature and wave 
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heightt are presented mainly to provide a full description of the environmental conditions 
underr which the acoustic measurements were made. The seismic data presented in Section 5.2 
offerr a set of alternative measurements, which help validate the MFP inversion results. The 
MFPP inversion method is outlined in Section 5.3; also in this section, the forward propagation 
modell  is described along with the objective function and genetic algorithm optimization 
routine.. In Section 5.4 the results of the MFP geo-acoustic inversion are shown which 
includess an estimation of the inversion quality. 

5.22 The EnVerse 97 experiments 

Thee EnVerse 97 experiments considered in this paper were conducted on the south end of 
Adventuree Bank.14 The location of the measurement systems are indicated in Fig. 1. On 
Octoberr 22-23, 1997, both acoustic and oceanographic measurements were taken and the 
followingg sub-sections present the collected data. Details of the acoustic data collection and 
processingg are presented, as these are directly relevant to the MFP inversion. Although most 
off  the oceanographic and seismic data analysis are not required for MFP inversion, they are 
presentedd here to fully document the experimental conditions and, where applicable, to 
providee ground truth for some of the inverted parameters. 

U'50'' 12'00' 12-10' 12"20' 12"30' 

Longitude e 

Fig.. 1 EnVerse 97 experimental region on Adventure Bank. Acoustic transmissions were made from a 
soundd source towed by HNLMS Tydeman between points F and E and received on a moored 
verticall array of hydrophones (VA, shown as the square). The location of NRV Alliance (circle) and 
thee current meter chain (triangle) are also indicated. The seabed types and bottom contours are 
takenn from the SACLANT Centre geographical information system (GIS).15 

5.2.11 Acoustic propagation measurements 

Acousticc transmissions were made from a source, towed near 50 m depth by HNLMS 
TydemanTydeman of the Dutch Navy, with speed of * 2.5 m/s. The experiments considered here are 
takenn from transmissions between point F and the vertical array (VA) where the range 
betweenn the source and VA was 0.5-6 km (Fig. 1). The VA was bottom moored close to NRV 
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Alliance;Alliance; it contained 64 receiving elements, spanned 62 m and was centered near mid-water 
depth.. On October 22, transmissions were made using a 200-800 Hz sound projector, and on 
Octoberr 23, a 50-300 Hz projector was used. These will be referred to as the high-frequency 
(HF)) and low-frequency (LF) sources, respectively. Due to a low signal-to-noise ratio (SNR), 
onlyy frequencies of 200-600 Hz will be considered for the HF source and 90-300 Hz for the 
LFF source. The received pressure fields were first divided into snapshots of length 0.5 s for 
thee HF data and 1 s for the LF data before fast Fourier transforming into the frequency 
domain.. The length of the snapshots is determined by balancing the requirements of a high 
SNRR and, for inversion modeling, the need to assume a fixed source position. For the inverse 
modelingg described in Section 5.3, many of these snapshots are used which allows for 
estimatingg bottom properties and their uncertainty. The transmission sequences are 
summarizedd in Table I. These 10-min sequences contained continuous-wave, multi-tone and 
linearlyy frequency modulated signals and were repeated as the towed sources moved towards 
andd away from the VA. In this paper, only 1-min multi-tone transmissions, which occurred 
oncee in each 10-min sequence, are considered (inversion results using LFM transmissions are, 
inn general, consistent with those using multi-tone data16). A total of four of these 1-min 
transmissions,, two LF (at distances of 1.5 and 3.5 km from VA) and two HF (at distances of 
0.77 and 2.1 km from VA), are used in the geo-acoustic inversion. During the time it took to 
completee these 1-min transmissions, the ship had sailed a total distance of about 150 m. 

Tablee I Acoustic transmission sequences for October 22-23, 1997. Each continuous wave (CW) signal at 
thee indicated frequencies was transmitted for 1 min. The multi-tone (MT) signals were transmitted 
simultaneouslyy at the indicated frequencies for 1 min. Three linear frequency modulated (LFM) 
signalss each of 1-s duration were swept over the indicated band of frequencies within the 1 min 
interval.. The period of no transmission was used to monitor ambient noise. 

Date e 
Octoberr 22 

Octoberr 23 

Sequencee time (min) 

0-6 6 
7-8 8 
8-9 9 
9-10 0 

0-6 6 
7-8 8 
8-9 9 
9-10 0 

Signall type 

CW W 
MT T 
LFM M 
Noo transmission 

CW W 
MT T 
LFM M 
Noo transmission 

Frequencyy (Hz) 

200/300/400/500/600/800 0 
200,300,400,500,600,800 0 
200-800 0 

40/55/90/130/200/300 0 
40,55,90,130,200,300 0 
40-300 0 

5.2.22 Oceanographi c measurement s 
AA series of oceanographic measurements were taken at the test site area. In addition to the 
inherentt value of assessing the oceanographic conditions, these measurements and analyses 
aree useful to determine the effects on both equipment (e.g., array tilt) and acoustic 
propagation.. In the following sub-sections, these measurements are analyzed in conjunction 
withh previous knowledge of this area. 

5.2.2.11 CTD, XBT and XSV measurement s 
Ass changes in the water column (both spatial and temporal) can, in some cases, have a large 
influencee on the sound propagation, as many sound speed measurements as possible were 
taken.. On October 22, from 14:00 to 19:00 the NRV Alliance made conductivity, temperature 
andd depth (CTD) casts every 30-50 min while positioned near the VA to receive the radio 
telemetry.. The next day, CTD casts were made at 7:02, 12:41 and 21:17 in approximately the 
samee location. From these, the sound speeds were computed and are presented in Fig. 2. The 
sparsee temporal resolution of these CTD casts does not permit conclusions to be drawn about 



thee physical processes contributing to the variations; however, the overall structure of the 
soundd speed profiles is clearly represented. The top layer (< 20 m) is homogeneous due to 
verticall  mixing of the water caused by surface wave motion and wind. Below the mixed layer 
too about 60 m. there is a strong sound speed gradient which is primarily due to the water 
beingg warmed in the upper layers and is typical for summer and early fall. For comparison, a 
soundd speed profile measured at a nearby location in October 198617 and another one taken 
fromm climatology archive (NAVOCEANO GDEM18) are also displayed in Fig. 2. In 1986 the 
soundd speed gradient was stronger and the sound speed was about 5 m/s higher in the top 40 
m.. These differences are primarily due to a higher temperature in 1986. The climatology 
profilee represents averages of temperature and salinity taken over 70 years (all in October). In 
comparisonn to both 1986 and 1997, the averaging process has weakened the gradient in the 
thermocline.. Although the climatology sound speed captures the main features, the reduced 
gradientt can have a strong effect on acoustic propagation. The impact of the different sound 
speedd structure shown in Fig. 2 on acoustic propagation and geo-acoustic inversion will be 
investigatedd in Section 5.4.2. 

15200 152 5 
soun dd spee d (m/s ) 

Fig.. 2. Sound speed profiles for Adventure Bank. CTD measurements taken from the NRV Alliance are 
shown.. Solid lines indicate profiles taken every 30-50 min from 14:00 to 19:00 on October 22. 
Dottedd lines are the profiles taken at 7:02, 12:41 and 21:17 on October 23. The dashed line is 
takenn from the climatology database for October and the dashed-dotted line is a measured profile 
takenn at a location near the experimental site in October 1986. 

Betweenn points F and E (Fig. 1), expendable bathythermograph (XBT) probes were 
deployedd from HNLMS Tydeman every 5-10 min to determine water temperature, and 
expendablee sound velocity (XSV) probes were cast every 10 min, while the acoustic source 
wass being towed. Using the salinity inferred from the conductivity measurements, taken by 
Alliance,Alliance, the sound speed was calculated for the XBT casts. In Fig. 3 the sound speed 
structuree along the F-E track is shown with the main feature being the variable structure 
betweenn the surface and about 40 m depth. 

Inn general, it is unlikely that detailed sound speed profiles will always be available for 
acousticc forward and inverse modeling. Although useful for determining the extremes at this 
experimentall  site, the ocean sound speed was not a large factor in the outcome or quality of 
thee geo-acoustic inversions. This is discussed further in Section 5.4.2. 
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Fig.. 3 Sound speed structure along F-E track taken from XBT and XSV probes deployed from HNLMS 
Tydeman.Tydeman. The XSV measurements are indicated with an 'X' on the most shallow point of the 
profile.. The bathymetry is also shown as the solid line with tick marks indicating the location of the 
XSVV or XBT cast. The inset scale for the sound speeds can be applied to all profiles by aligning the 
leftt edge with the tick marks on the bathymetry line. The vertical array (VA) position for October 22 
iss also indicated. 

5.2.2.22 Current meter and sea surface temperature measurements 
Informationn on temporal changes of the vertical structure of currents and temperature in the 
immediatee vicinity of the vertical array is gained from a current meter mooring, which was 
deployedd about 500 m west of the array (Fig. 1). The mooring was equipped with four current 
meterss at nominal depths of 24, 40, 55, and 70 m, recording the magnitude and direction of 
currentss and temperature in 5-min intervals from 13:30 on October 22 to 22:30 on October 23. 
Thee time series of currents (Fig. 4) show that at the upper three levels, the meridional 
componentt of the current is always negative, i.e., directed to the south. The mean heading at 
thee 70-m level (-192°) is also nearly south, but here the fluctuations are stronger than above. 
Thee mean speed is steadily decreasing with depth, from 27 cm/s at the 24-m level to 6 cm/s at 
200 m. At all levels, both the direction and the current speed are subject to fluctuations 
exhibitingg a high degree of vertical coherence. It is conjectured that these fluctuations are 
causedd by tides, but they could also be due to other physical processes, such as inertial 
oscillationss or traveling meanders. The temperature (bottom panel of Fig. 4) is decreasing 
withh depth and fluctuating at all levels. The fluctuations may either be caused by horizontal 
advectionn of different temperature, tides, internal waves, or vertical displacements of the 
temperaturee sensors, which cannot be decided here. The fact that the amplitude of the 
fluctuationsfluctuations at the most shallow level is about three to five times greater than below is due to 
thee larger vertical temperature gradients. 

Figuree 5 displays the horizontal distribution of currents in an area located about 70 km 
northh of the current meter mooring. Those currents were measured by a ship-mounted 
Acousticc Doppler Current Profiler (ADCP) on-board the Alliance over the period of time from 
17:50,, October 21, to 20:00, October 25, in 10-min intervals with a vertical resolution of 8 m. 
Inn order to reduce the amount of data, the measured profiles were first vertically averaged 
betweenn 18 and 90 m depth, and then the irregularly spaced data were mapped on a regular 
horizontall  grid with mesh size 0.01° x 0.01° using two-dimensional (2-D) objective analysis. 
Thiss technique is widely used in meteorology and oceanography to perform a linear 
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estimationn of a scalar or vector field on a geographical grid from observational data using a 
minimumm error variance method.19 Figure 5 shows a coherent pattern of strong southward 
flowflow extending at least over 10 km in the zonal and about 30 km in meridional direction, and 
theree is good reason to assume that both the currents measured by ADCP and by the mooring 
fartherr south are part of a large-scale persistent pattern of southward flow. 

Thee latter is supported by an infrared image of sea surface temperature (SST) taken by the 
satellitee NOAA14 on October 22. Figure 6 shows that SST lies between 22 °C and 23 °C over 
largee parts of the area; however, it is up to 4°C lower off the southwest coast of Sicily. The 
coldd water is found in a stripe parallel to the coast about 20 km wide, a lobe of approximately 
thee same width extending 80 km south from the western tip of Sicily, and in a circular patch 
off  roughly 40 km in diameter centered at about 37.4° N, 12.5° E on the eastern slope of 
Adventuree Bank. Although it is generally impossible to draw conclusions on the horizontal 
floww field from the SST alone, it is legitimate in this special case, because the situation is 
similarr to those found in previous surveys. According to (Onken20) and (Robinson21), the 
easternn slope of Adventure Bank is the favorite site of a quasi-stationary cyclonic 
(counterclockwisee rotating) vortex, which appears as a cold circular patch in SST due to the 
upwardd bending of isotherms. Frequently, this cold patch is connected to the western tip of 
Sicilyy by a cold ribbon of SST as in the present case. The associated flow pattern is such that 
thee currents are to first order aligned parallel to the iso-lines of SST. Hence, from the SST 
pattern,, one should expect a regime of southward flow between about the Egidian Island 
archipelagoo and the site of the vertical array. This is consistent with the measurements. 
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Fig.. 4. Time series of currents (top panel) and temperature (bottom) of the current meter mooring 
positionedd in the immediate vicinity of the acoustic vertical array. The nominal instrument depths of 
24,, 40, 55, and 70 m are indicated in each panel. 7" and v denote the mean direction and speed of 
thee current averaged of the measurement period. The lower and upper limits of the time axis are 
Octoberr 22, 12:00, and October 23, 24:00, respectively. Measurements were taken in 5-min 
intervals.. The shaded bar on the left indicates the time windows of the HF acoustic transmissions 
andd the shaded bar in the center for the LF transmissions (data taken during the time window 
indicatedd by the shaded bar on the right are not considered here). 
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Fig.. 5 Vertically averaged currents measured by a ship-mounted ADCP. 
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Fig.. 6 Sea Surface Temperature near the southwest tip of Sicily. The line on the figure denotes the 
acousticc transmission track at points F and E with VA showing the vertical receiving array position. 
Notee the circular region of cold temperatures to the northeast of track F-E. 

5.2.2.3 3 Waveriderr measurements 
AA waverider buoy for recording surface wave heights was positioned about 35 km northwest 
off  the VA where the water depth varies from 80-120 m. Figure 7 shows the spectra obtained 
usingg 20 min of data recorded on October 22, 23 and 25. For comparison, the JONS WAP 
spectrum,, typical for shallow waters22, and the Pierson-Moskowitz spectrum, typical for deep 
waterss , have been determined from the prevailing wind speeds. Notice, for October 22, there 
iss very good agreement between the spectrum determined from the data and the Pierson-
Moskowitzz spectrum. The spectrum on October 23 shows several peaks, indicating the 
presencee of different surface wave fields. The high-frequency part of the October 23 spectrum 
iss also well fitted by the Pierson-Moskowitz spectrum. The agreement between these data 
takenn in shallow water and the Pierson-Moskowitz spectrum may be caused by the wave 
heightt fields being generated in deeper water off Adventure Bank and propagating toward the 
measurementt area. Other data are well fitted by the JONSWAP spectrum, e.g., the data shown 
forr October 25. 
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Fig.. 7 Sea surface wave spectra (solid lines) as determined from 20 min of data recorded on October 22 
(prevailingg wind speed of 8 m/s), October 23 (5 m/s) and October 25 (8.5 m/s). Also shown are the 
JONSWAPP spectrum (dotted line) and the Pierson-Moskowitz spectrum (dashed line), calculated 
fromm the prevailing wind speeds. 

Thee significant wave height is calculated by taking four times the standard deviation of the 
waveriderr time series. The mean wave period T„,  is determined according to 

\P{fW \P{fW 

\fP(J)df \fP(J)df 
(1) ) 

wheree P(J) is the corresponding wave height temporal-frequency spectrum. Figure 8 shows 
thee resulting significant wave heights and the mean wave periods. 

Sincee the significant wave heights are much less than the acoustic wavelengths used during 
thee experiments, this is not expected to greatly impact the acoustic signals. The evolution of 
thee acoustic signals with time on the VA are consistent with the type of changes expected for 
aa towed source and there were no large sudden changes as might be expected if a time-
variablee sea surface was greatly influencing the acoustic signals or instrumentation. It is also 
likelyy that the downward refracting sound speed profile reduced sea surface effects on the 
acoustics. . 
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Fig.. 8 Significant wave heights Hs and mean wave periods Tm, calculated for each 20 min of data on 
Octoberr 22-23. Indicated with vertical dashed lines are the times during which tracks FE (HF 
transmissions)) and EF (LF transmissions) were sailed. 

5.2.33 Seismic analysis 

Seismicc profiling was conducted along the acoustic track between points F and E. An 
impulsivee broad-band signal (Uniboom type source, 300 Hz-12 kHz) was transmitted and 
receivedd on a ten-channel horizontal towed array. The beam-formed output signal was used to 
producee Fig. 9, which shows the bathymetry and, in colored lines, the strong reflectors due to 
thee layers in the bottom. The layers have variable thickness ranging from 0 to 10 m (assuming 
aa sediment sound speed of 1600 m/s). The squares in Fig. 9 indicate the transmission 
positionss for the two HF multi-tones considered here (0.7 km and 2.1 km from VA) and the 
locationss of LF transmissions are indicated by circles (1.5 km and 3.5 km from VA). 

 o

Fig.. 9 Thee results of the seismic analysis up to 4 km northwest of the VA (toward F). The squares indicate 
thee transmission positions for the two HF multi-tone transmissions considered here (0.7 km and 2.1 
kmm from the VA). The locations of LF multi-tone transmissions are indicated by circles (1.5 km and 
3.55 km from VA). The vertical line on the right side of the diagram shows the VA position. 
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5.2.3.11 Wide angl e reflectio n analysi s 
Inn May 1999, a repeat seismic survey was performed over exactly the same track between 
pointss F and E (Fig. 1). A Uniboom-type sound source was used and the signals were received 
onn a multi-channel streamer. This streamer consisted of eight groups of hydrophones, i.e., 
eightt channels, and had a total length of 32 m, a group interval of 4 m, and a group length of 
3.88 m. Using a multi-channel streamer not only gives information on the layering in the 
seabed,, but also gives information on the sound speeds of the different layers, as will be 
explainedd in the following (see (Hatton24) for a more detailed explanation). Consider 
reflectionn at a certain layer. The subsurface point at which the signal, from a particular shot 
andd received by a particular streamer channel, is reflected lies at half the horizontal distance 
betweenn the source position and the position of the channel. Such points are called Common 
Depthh Points (CDP). The source shot interval can be selected such that each CDP is shot more 
thann once, with a maximum of n shots for a «-channel streamer. Here, « is called the fold of 
thee data. From Fig, 10, it is clear that for a «-fold coverage, the firing interval should 
correspondd to half of the distance between adjacent channels in the streamer. 

Orderingg the returned signals to CDP, i.e., selecting all returned signals that correspond to 
aa particular CDP (eight in this case), results in reflections that line up along hyperbolae. This 
hyperbolaa can be described using an analytical expression, which depends on the differences 
inn travel time from the source to the different receiver groups for the bottom reflected paths. 
Ann estimate for layer thickness and velocity is made using the analytical expression for the 
hyperbola,, which relates these quantities to the travel time. 

Figuree 11 shows the results of this multi-channel seismic analysis. A first reflector is 
identifiedd over the entire track (at a depth ranging from 5 to 15 m). Comparing Fig. 11 from 0 
too 4 km with Fig. 9, it can be seen that the top layers do not vary in thickness as much as 
indicatedd with the wide-angle data. This is a consequence of the processing and analysis 
techniquess used to generate these two figures. For Fig. 9, the layers are more easily identified 
byy continuity (and then indicated with lines) once the data are lined up in range. However, 
withh the wide-angle reflection data in Fig. 11, each ping is processed to find a strong reflector 
andd estimate this layer velocity. Unfortunately, this allows for the possibility of a strong lower 
reflectorr to sometimes be chosen instead of an upper layer. Although this gives a false 
impressionn of the layering, the sound speed estimates are still valid and should be applied as 
thee average sound speed in the layer (in the region above the reflector) as defined by the wide-
anglee reflection. The mean sound speed in this first sediment layer is 1591 m/s, with a 
standardd deviation of 32 m/s. At the second part of the track, towards point F, a second 
reflectorr is found at an average depth of 40 m (but with quite a large standard deviation of 

00 m). The second identified layer has an average sound speed of 1710 m/s  70 m/s. 
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Fig.. 10 Multi-channel seismic analysis. S(tl) and S(t2) are the source positions at times tl and t2, 
respectively.. The different channels are denoted by chl, ch2, etc., at times tl and t2. 
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Fig.. 11 Multi-channel seismic analysis results: layer speeds and layer thicknesses. The VA is at range 0, 
positivee range values correspond to the northwest of the vertical array (toward point F), and 
negativee range values correspond to the southeast of the vertical array (toward point E). The top 
panell gives the estimated layer speed in the first and second layers, and the lower panel gives the 
estimatedd thickness of the first and second layers. 
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5.33 Acousti c inversio n metho d 

Thee process of estimating the acoustic properties of the seabed by way of matched field 
inversionn can be broken down into the following components: 

 Measure the acoustic field in a given area. 
 Choose a suitable forward propagation code to simulate the acoustic field. 
 Parameterize the experimental site with a geo-acoustic model, which can be implemented 

inn the forward propagation code. 
 Determine an objective function to quantify the agreement between measured and 

simulatedd data. 
 Select an efficient algorithm to search for the set of environmental parameters (e.g., 

seabedd sound speed, density and attenuation), which produces the lowest objective 
functionn value. 

 After determining the environment giving the lowest objective function value, estimate 
thee quality of the inversion (error analysis). 

Thee previous section described the experimental measurements and the following sub-
sectionss give details on the rest of the inversion process. 

5.3.11 The forwar d acousti c propagatio n 

Assumee a time-harmonic e~ia)t point source in a cylindrical geometry positioned at range r 
== 0 and depth z = zs. The pressure field p(r^z) satisfies the Helmholtz equation and, if the 
mediumm varies only with depth, the down-range solution can be found by separation of 
variables.. In this case, the normal modes (eigenfunctions), y/„{z), with corresponding 
horizontall  wavenumbers (eigenvalues), km, satisfy the depth equation 

dz dz 
I d . . . 

p(z)p(z) dz c(zy c(zy 

, 2 2 

-k' -k' (Q(Q , 2 y HO00 = O (2) 

wheree dz) is the density and c(z) the total sound speed profile in the water and bottom 
layers.. ^ The normal-mode functions and horizontal wavenumbers which satisfy Eq. (2) can 
bee approximated by finite-difference solution techniques. Taking the outgoing solution to the 
range-separatedd equation and using the asymptotic approximation for the zeroth-order Hankel 
functionn of the first kind, the pressure field reduces to 

/. . p(r,z)=p(r,z)= £-=y,t(0,Oyr,,(r,zV»'- (3) 
p(zp(zssysm-ysm- „=, vr„ 

Here,, the near-field is not of interest, so the summation in Eq. (3) is taken over a finite 
numberr of L discrete modes and the highly lossy continuous spectrum is neglected. To allow 
forr propagation over mildly range-dependent oceanic waveguides, the normal modes in Eq. 
(3)) have been extended to functions of range and depth and y„  represents the integration of the 
horizontall  wavenumber over range between the source and receiver.25 This is the so-called 
adiabaticc approximation which asserts that the modes travel independently of each other but 
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aree allowed to modify their shape and phase as they propagate to accommodate changes in the 
waveguide.. When applying the adiabatic approximation, the environment needs to be divided 
inn range sections, each with an appropriate water depth and set of environmental parameters. 
Forr this analysis, only the variation of water depth with range is taken into account. A change 
inn water depth of 3 m is the criteria used for introducing a new range section. To account for 
slightt bottom loss, first-order perturbation theory is used; in this case, y/„( z) remains real 
whilee a small imaginary term is added to the wavenumbers, km=k'rn+ian. 

5.3.22 The geo-acousti c model for Adventur e Bank 

Althoughh the seismic profiling discussed in Section 5.2.3 shows a complicated bottom 
structure,, a simple two-layer model is often sufficient to acoustically describe the bottom. 
Somee justification for the two-layer approach can be obtained from solutions to a geo-acoustic 
benchmarkingg workshop case.2 In that benchmark case, MFP inversions of simulated data, 
usingg a two-layer model, reasonably fit the properties of a multi-layer bottom in a least-
squaredd sense. Therefore, the geo-acoustic model used here for the inversions is that of a 
singlee sediment layer overlying a sub-bottom (Fig. 12). The sound speed in the sediment is 
assumedd to vary linearly with depth, whereas it is taken to be depth-independent in the sub-
bottom.. The density and attenuation are assumed depth-independent through both the 
sedimentt and sub-bottom. Some preliminary modeling of this site as well as previous acoustic 
measurementss at a nearby location show shear effects to be small at the frequencies 
consideredd here, and it is therefore not included in the geo-acoustic model.29 Table II lists 
eachh inversion parameter and the span of values in the search space. 

Tablee II Inversio n parameters , label s and searc h interval s of the geo-acousti c model . The top six are geo-
acousti cc  parameter s and the botto m fiv e are geometrica l parameters . Speeds refer to 
compressiona ll  acousti c waves and attenuatio n is give n in unit s of decibel s per wavelength . The 
distanc ee betwee n the VA and soun d sourc e change d for each inversion ; therefor e an offse t 
distancedistance  is require d to giv e the tru e searc h interva l for rs. The HF and LF sourc e rang e position s at 
0.7-HF,, 1.5-LF, 2.1-HF and 3.5-LF have correspondin g rang e offset s of 0.0,0.5,1.5, and 3 km. 

Parameterr Description 
Sedimentt speed at water interface (m/s) 
Sedimentt speed at sub-bottom interface (m/s) 
Sedimentt thickness (m) 
Sedimentt and sub-bottom attenuation (dBfk) 
Sedimentt and sub-bottom density (g/cmJ) 
Sub-bottomm speed (m/s) 
Depthh of sound source (m) 
Rangee for sound source-VA separation (+offset m) 
Waterr depth change from assumed value (  m) 
VAA tilt (  degrees) 
VAA vertical translation (  m) 

Label l 
Ci.sed Ci.sed 

C2.seO C2.seO 

hsea hsea 

a a 
P P 
Cb Cb 
ZZs s 

rrs s 

AHAHW W 

0 0 
hi hi 

Searchh Bounds 
1500-1750 0 
1500-1800 0 
1-50 0 
0.0-1.0 0 
1.0-2.3 3 
1515-1900 0 
20-80 0 
0-2000 0 
10 0 
10 0 
5 5 

AA single water sound speed profile was chosen for each of the inversions. After some 
preliminaryy investigation, it was determined that the outcome of the geo-acoustic inversion 
wass not greatly dependent on the particular sound speed profile chosen for me water column. 
Therefore,, water sound speed profiles taken at times closest to the acoustic transmissions 
weree used for the inversions. 
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Fig.. 12 The Adventure Bank geo-acoustic model and experimental configuration. Thick lines indicate, 
schematically,, the sound speed distribution in the water, in the sediment, and in the sub-bottom. 
Forr the nomenclature, see Table II. 

5.3.33 Matched field objective function 

Thee objective (or energy) function quantifies the agreement between the simulated and 
measuredd acoustic fields. The objective function chosen here is based on the incoherent multi-
frequencyy Bartlett processor 

1 1 
£(m)) = 1 - — £ \pobs C/i)  pcak'  (fk, m) (4) ) 

where,, "'" indicates an inner product of the pressure vectors (over depth), m is the vector 
containingg the parameters over which the inversion is performed, K is the number of 
frequencies,, p0bs(fk) is the measured pressure field vector at frequency,̂ and pca/c (fl,,m) is the 
conjugated,, simulated pressure field for parameter set m. Here, K= 4 (90, 130, 200 and 300 
Hz)) for the LF band and K = 5 (200, 300, 400, 500 and 600 Hz) for the HF band. To obtain 
objectivee function values between 0 and 1, the inner product in (4) is divided by the 

normalizationn factor ^\\pohs(fk )|
2|p«,,c (A ,m ) |2  Minimizing this energy function will lead to 

thee parameter set corresponding to a simulated pressure field pcak(fk,m) having a maximum 
correlationn with the measured pressure field p0bs(fk)-

5.3.44 The Genetic Algorithm 

Thee objective function given by Eq. (4) typically has many local minima. Global search 
methodss such as genetic algorithms or simulated annealing are useful to find the optimum set 
off  parameters corresponding to the true minimum value of Eq. (4).5' The basic principle of 
aa genetic algorithm is as follows. First, an initial population of parameter combinations m is 
createdd randomly: the first generation. Out of the initial population, the most fit  members (i.e., 
thosee with the lowest objective function value) have the highest probability to be selected as 
'parents'.. From the parents, 'children' are obtained by the operations of crossover and 
mutation.. The crossover operation can, with probability \-pc, duplicate one of the parent's 
parameterss in m and perform crossover. That is, using bit string representations of the 
parameterr values, form the child's string by taking part from one parent and part from the 
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other.. The mutation operation makes a change, with probability pm, of a single bit in the 
parameterr value string to allow for better exploration of the parameter space. Part of the 
childrenn is then used to replace the least fit  members of the initial population creating the next 
generation.. Successive generations become increasingly fit and the process is continued until 
thee optimization process has converged. 

5.3.55 Qualit y of the inversio n result s 

Estimatess for the optimum values of the parameters can be derived from the members of the 
finall  genetic algorithm population. This can be done by taking the parameter combination 
withh the lowest energy function value. This solution to the inverse problem will be referred to 
ass GAbest- An alternative method is to calculate the so-called a posteriori mean values.5 These 
aree given by 

G4™,=i>/K™y )) (5) 

7=1 1 

with h 

-E(mj) -E(mj) 

*-/>=7^b -- (6) 

i=\ i=\ 

Thee summations in Eqs. (5) and (6) are over J solutions from the final GA populations, 
where,, J is the product of the population size with the number of independent GA runs (here, 
J=J= 64 x 5 = 320). Following Ref. (Gerstoft5), T' is set equal to the average of £ over the 50 
bestt members. Generally, it is useful to calculate both GAbest and GAmean, since a significant 
differencee between these two indicates either a flat or ambiguous distribution, and the 
parameterr value is not well determined. 

Ann estimation of the errors can also be obtained by evaluating inversions for several 
snapshotss of the one-minute multi-tone data sets. Although the source was moving during the 
transmissions,, it is assumed that changes in the bottom properties are negligible over this 
shortt distance. Therefore, by inverting many snapshots, an estimate of the uncertainty in the 
resultss can be made. The mean of the GAbest solutions taken over snapshots of data is used to 
estimatee the parameter value and the standard deviation to estimate the error. At least nine 
snapshotss were used for each inversion to make these estimates. 

5.44 Result s and analysi s 

Matchedd field inversion, using the method outlined in Section 5.3, was used to determine the 
bottomm properties for the Adventure Bank site at the four range positions. Figure 13 shows the 
invertedd geometrical parameter results for the different snapshots of high frequency data (HF) 
att the 0.7-km range position and Fig. 14 shows the inverted geo-acoustic parameter results. At 
eachh of the four range positions (HF-0.7 km, LF-1.5 km, HF-2.1 km, LF-3.5 km), similar sets 
off  inversion results were produced for all the snapshots of data. These results are put in 
summaryy form in Table III for the geometrical parameters and Table IV for the geo-acoustic 
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parameters.. Presented in these tables are the average and standard deviation for GAbest values 
takenn over all inverted snapshots of data at each range. 

Tablee III Geometrical parameter estimates for inversions at 0.7, 1.5, 2.1 and 3.5 km. The results are the 
averagee and standard deviation for GAbest values taken over all inverted snapshots of data at each 
range.. Differences from the direct measurements of source range (rs), source depth (zs), water 
depthh (Hw), array tilt (0), and array translation (hi) are indicated as Ars, Azs, AHW„ Ad, and Ahi. 

Range-Band d 
0.77 km-HF 
1.5km-LF F 
2.11 km-HF 
3.55 km-LF 

Arss (m) 
-2.99 6 
588 2 
400 1 
1055 0 

Azss (m) 
-2.55 1 
1.88 9 
-4.88  0.4 
-4.22 3 

AHwAHw (m) 
4 4 

0.55 1 
2.88 8 
1.77 5 

Aö(deg) ) 
-0.44 2 
0.55 1 
-1.88 1 
0.11 0 

A/7,, (m) 
1.22 6 
33 8 
0.55 0 
2.22 3 

Tablee IV Geo-acoustic parameter estimates for inversions at 0.7, 1.5, 2.1, and 3.5 km. The results are the 
averagee and standard deviation for GAbest values taken over all inverted snapshots of data at each 
range. . 

Range-Band d 
0.77 km-HF 
1.55 km-LF 
2.11 km-HF 
3.55 km-LF 

C/.Sedd (m/S) 
15800 2 
16411 6 
15722 3 
15766 3 

C2,sedd (m/s) 
17322  36 
17466  46 
17333  44 
17499  47 

CbCb (m/s) 
17977 9 
18133 1 
18055 5 
18400 2 

hsedhsed (m) 
255 6 
311 2 
5.77 2 
111 5 

a(dBA) ) 
0.688  0.26 
0.433 6 
0.922 1 
0.911 8 

PP (g/cm3) 
1.922 9 
1.466 8 
1.622 3 
1.288 7 
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Fig.. 13 The inverted geometrical parameter values for the high frequency source (HF) at the 0.7-km range 
position.. Each of the circle/star values represents the result of inverting 0.5 s of data. The circles 
denotee the GAbest solutions, and the stars denote GAmean results. The solid thin black lines are the 
meann values of GAbest and the dashed lines indicate the GAbest standard deviation. The solid thick 
liness show the estimated 'true' values. The y-axes indicate the search bounds, which are listed 
alongg with the nomenclature used in Table II. 
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Fig.. 14 The inverted geo-acoustic parameter values for the high frequency source (HF) at the 0.7 km range 
position.. Each of the circle/star values represents the result of inverting 0.5 s of data. The circles 
denotee the GAbest solutions, and the stars denote GAmean results. The solid lines are the mean 
valuess of GAbest and the dashed lines indicate the GAbest standard deviation. The y-axes indicate 
thee search bounds, which are listed along with the nomenclature used in Table II. 

5.4.1 1 Assessmentt of the inversion results 

AA comparison between GAbest and GAmean, for any single snapshot of data, gives insight into 
thee quality of the inversion. For a given parameter, a large difference between these two 
indicatess a flat or ambiguous distribution of values (i.e., several peaks all with low objective 
functionn values), whereas agreement is an indication that there is one sharply peaked 
minimum.. With this criterion, it was ascertained that the geometrical parameters and Cised 
weree well determined for nearly all snapshots. Parameters c2.sed and cb are not as well resolved 
andd hse(t, or and p even less so. This essentially gives an indication of the sensitivity of each of 
thee inverted parameters. Lower sensitivity indicates that the parameter value is more difficult 
too extract and therefore is less significant with respect to acoustic propagation. The standard 
deviationss in Tables III and IV give a more quantitative estimate of the errors associated with 
eachh inverted parameter value. 

5.4.1.11 Analysis of the geometrical parameter estimates 
Inn general, for all inversions, the geometrical parameters (rs, zs, Hw, 6 and hi) are well 
determinedd as indicated by the agreement between GAbest, GAmean, and their relatively low 
standardd deviations. This is not a surprising result since, typically, altering the geometry 
causess large changes in the down-range pressure field which consequently impacts Eq. (4). 
Forr this reason, the geometrical parameters usually converge quickly. Since the geometry of 
thee experiment is known from direct measurements, comparing this with the inverted 
geometryy is a valuable sanity check of the entire inversion process. For convenience, the 
differencess between measured and inverted geometry values Ars, Azs, AHU,, A0, and A/?/ are 
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listedd in Table III . The source range has been estimated using a Differential Global 
Positioningg System (DGPS) on-board HNLMS Tydeman (plus offset for the tow cable 
distance),, and the value is in good agreement with the inversion results. The source depth was 
approximatedd by a pressure sensor on the tow body and, on October 22, was 47  2 m and on 
Octoberr 23, 50  2 m. These zs values are also consistent with the inversion results. The VA 
positionn (i.e., depth of the hydrophones) from the inversion agrees well with that measured 
beforee deployment on October 22 and 23. The bathymetry taken from echosoundings and 
presentedd in Fig. 3 is range-dependent with a water depth of about 100 m near the VA. The 
inversionn results for AH*, are within acceptable limits of the known bathymetry (i.e., < 5 m). 
Thee estimated 'true' values are indicated by the solid thick lines on the plots in Fig. 13. 

5.4.1.22 Analysi s of the array til t estimate s 
Twoo methods were used to estimate the VA tilt {$). The first method uses the matched filtered 
outputt of linear frequency-modulated (FM) signals transmitted within one min of the multi-
toness used for inversion. The FM signal was one s in duration and swept the band 200-800 Hz 
(Tablee I). On October 22, 1997, in total nine FM sweeps were transmitted at distances of = 
0.5,, 2, and 3.6 km from the VA. Figure 15 shows, for these three distances, the received 
signalss after matched filtering. The x-axis represents the lag time of the matched filter output 
andd not absolute arrival times. These figures show the time dispersion between different 
arrivals.. Also, from these matched filter outputs, an estimate for array tilt is obtained by 
consideringg relative delays in the first arrivals along the VA. From these figures, it was 
estimatedd that the top of the VA was tilted -7°  1° away from the source. This corresponds 
too about a 7.6 m displacement in range between the top and bottom hydrophones. A similar 
analysiss of the FM data for October 23, 1997, was performed, resulting in an estimate for the 
til tt of about 3°  1° in the same direction, which corresponds to about a 3.2 m displacement in 
rangee between the top and bottom hydrophones. These tilt values agree in both magnitude and 
directionn with the inverted values. 

Thee second method for estimating tilt was by inference of the measured ocean current 
magnitudee and direction near the VA (currents shown in Fig. 4). Here, a hydrostatic model of 
thee VA system is used, considering, among other factors, the VA drag and the buoyancy of 
thee subsurface float.32 In Fig. 16, the estimated VA shape is shown using measured ocean 
currentss data from October 22-23. These values are slightly lower than those found using the 
matchedd filter response and MFP inverted values. The reason could be underestimation of the 
dragg of the VA and mooring. However, the hydrostatic model correctly predicts the direction 
off  tilt and shows the approximate change in tilt between October 22 and 23. The model also 
givess an impression of the VA shape. The acoustic propagation model always assumes a 
straightt VA even if it is tilted, and, from Fig. 16 it seems a reasonable approximation. 
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Fig.. 15 The matched filter outputs for FM signals transmitted on October 22, 1997, at three different 
ranges,, which are indicated inside each of the panels. 
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Fig.. 16 Estimated VA displacement as a function of depth for October 22 (top) and October 23 (bottom). 
Starr 0 indicates depth of the subsurface buoy and directly below, the + mark indicates the depth of 
thee shallowest hydrophone and the next + mark indicates the depth of the deepest hydrophone. 
Thee lower four + marks indicate link points for VA electronics modules and cables. Note that the x-
axiss scales differ between top and bottom plot. 

5.4.1.33 Analysis of the geo-acoustic parameter estimates 
Thee geo-acoustic inversion results (Table IV) taken from data at different ranges and 
frequenciess are not entirely in agreement with each other. Complete agreement between the 
fourr inversion results would be inconsistent with the known range-dependence of the track. 
Notee the value for c/.sej taken from the LF multi-tone signal at 1.5-km range. A much higher 
soundd speed value was found compared with the other inversions. The probable cause is 
foundd in the layering of the bottom (refer back to Fig. 9). Near the VA, the first significant 
layerr has a thickness of about 6 m (shown as a gray line in Fig. 9). Moving from the VA along 
thee acoustic track, this surface layer decreases in thickness and then increases again. At about 
1.55 km from the VA, the layer nearly disappears. At this point, the inversion results show a 
markedd increase for c/-jej. Note, however, for the nearby 2.1-km HF inversion the value Ci,sed = 
15800 m/s along with hsej = 5.7 m. It is likely that the higher frequency acoustic data inversion 
iss capable of resolving the thin surface layer whereas the low frequency inversion is not. 
Sincee the shortest wavelength in the LF inversion is 5 m, it is unlikely that this layer has a 
greatt influence on acoustic fields at these frequencies. That is, the surface layer is much 
thicker,, with respect to wavelength, for the high frequency signals compared to the LF. At 3.5 
km,, this surface layer becomes thicker, to nearly 10 m, and the value found from the LF 
inversionn there is ci,sed = 1576 m/s, which is in much better agreement with the 0.7-km HF 
resultt of 1580 m/s and the 2.1-km result of 1572 m/s. 

Additionall  support for the inverted values of ci,„d  is given by the wide-angle reflection 
resultss in Section 5.2.3.1. With wide-angle reflection, the average sound speed in the top 
layerss is estimated at points where a strong reflector is identified below. Figure 11 identifies 
twoo reflectors at the depths indicated and the corresponding velocities within those layers. 
Thee values show variability along the track with an average sound speed of 1591 m/s with 32 
m/ss standard deviation, which is in keeping with the MFP inversions. There are notable points 
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alongg the track where the sound speed is as low as 1540 m/s and as high as 1650 m/s. The 
wide-anglee reflection analysis gives the average speed within the layer, which compares well 
withh the MFP results. It is important to note that the wide angle seismic analysis gives layer 
soundd speeds at points along the track. The MFP inversion data may be weighted by the 
bottomm properties near the sound source or the VA, but, because the propagation is over long 
rangess in comparison to the wide-angle data, it gives a more (range) integrated prediction for 
thee bottom properties. 

Thee inverted values of hsed should be interpreted carefully. The multi-layer structure of the 
bottomm (and the range-dependence) is not included in the geo-acoustic model. Therefore, hsed 
representss a break point, setting a depth in the bottom below which it is considered 
homogeneouss and above which its fit with the sound speed gradient determined by cjiSed and 
ci,sect-ci,sect- At 0.7 km (HF), and at 1.5 km (LF), deeper values are found for h^d compared to 2.1 
kmm (HF) and 3.5 km (LF). There is evidence from the seismic analysis that the top layer is 
thinnerr and there are fewer lower layers at the longer ranges. The regions beyond about 2 km 
mayy be adequately approximated by setting the 'basement' at a lower hsed value. Further 
analysiss of the HF and LF inversion results and the relationship with sediment sound speed 
andd thickness is provided with numerical simulations in Section 5.4.3. 

Thee attenuation is not extremely well resolved in the inversions here, but the results set 
boundss within 0.4-0.9 dB/X. Like the sound speeds, the attenuation indicates range-dependent 
propertiess of the bottom. The 0.7-km and 3.5-km inversion results tend toward an attenuation 
constantt similar to sand materials which has a typical value of 0.8 dB/A,.25 The lower 
attenuationn value found at 1.5 km is consistent with harder (faster) materials in accordance 
withh the inversion values for c/,w. 

Thee density values do not seem consistent with the range-dependent seismic profiles or the 
materiall  types. This parameter was not well determined in the inversion. The density has a 
smalll  influence on the acoustic field and is therefore difficult to determine to high precision 
withh this MFP inversion method. For the same reasons, it usually has littl e importance for 
acousticc prediction. 

Thee overall agreement between the direct measurements and MFP inverted parameter 
valuess indicates that the inversion is of good quality. It is difficult to establish ground-truth 
valuess for all the bottom properties, but the seismic analysis provides supporting evidence that 
thee inverted geo-acoustic parameters are reasonable and consistent. The results indicate 
bottomm properties, which are similar to sand materials over rock. These are in agreement with 
thee results expected from looking at archived data (Fig. 1) and other analyses in the 
Adventuree Bank area.33 

5.4.1.44 Measure d and simulate d acousti c fiel d compariso n 
Anotherr check of the quality of the inversion is the direct comparison of the simulated and 
measuredd acoustic fields. Fig. 17 shows measured and simulated transmission loss {TL) for 
onee snapshot from each of the 0.7-km and 2.1-km HF multi-tone signals. The simulated TL is 
takenn using the GAbest environment determined through inversion. Even though the objective 
functionn given by Eq. (4) uses normalized complex pressure fields, which is not sensitive to 
absolutee level, the simulated fields compare well with the measured TL. Presented in Fig. 18 
aree the measured and simulated pressure fields (normalized magnitudes) taken from LF 
snapshotss at 1.5-km and 3.5-km source ranges. These simulated fields also use the 
environmentt determined from the GAbest for that snapshot of data. The LF source did not have 
adequatee calibration data and these fields are therefore normalized and not on an absolute 
pressuree scale (or TL). 
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5.4.1.55 Backpropagation ambiguity surfaces 
Ass a final check of the inversion results, matched field ambiguity surfaces are generated.30 

Thesee surfaces are generated by taking hypothetical source positions at all points within a 
regionn of the waveguide and simulating the resulting acoustic field on the VA. Each of the 
fieldsfields are correlated with the measured pressure field according to 1 - £(maVe) where E is 
takenn from Eq. (4) and mave is the averaged environment given in Table IV. This is equivalent 
too a normalized 'backpropagation' of the measured pressure field from the VA back into the 
waveguidee using the environment found by inversion. Each pixel in the images can take a 
valuee between 0 and 1. If the field refocuses at the true source location, i.e., have a region 
withh high pixel values with littl e or no ambiguity, it is an indication that the environment is 
welll  characterized for acoustic propagation at those frequencies. The ambiguity surfaces are 
shownn in Fig. 19. There are extremely well focused fields near the true transmission locations. 
Theree is a slightly lower objective function value for the 2.1-km HF transmission but with a 
maximumm near the true source location. There is also more ambiguity (or side lobes) for the 
1.5-kmm and 3.5-km transmissions, which is typical for low frequency data. 

400 6 0 8 0 4 0 6 0 8 0 4 0 6 0 8 0 4 0 6 0 8 0 4 0 6 0 8 0 
TLL (dB ) 

Fig.. 17 Experimental (solid lines) and simulated (dashed lines) HF transmission loss data along the VA at 
thee indicated frequencies. Top graph shows results for the 0.7-km source range, bottom graph 
showss results for the 2.1-km source range. 
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Fig.. 19 Ambiguity ('backpropagation') surfaces for one snapshot from each of the four source range 
positions.. Range and depth windows are indicated on the x- and y-axes. Top left: 0.7-km range 
positionn HF transmission. Top right: 2.1-km range position HF transmission. Bottom left: 1.5-km 
rangee position LF transmission. Bottom right: 3.5-km range position LF transmission 

5.4.22 Effect of sound speed variability on inversion 

Studyingg all the effects of temporal and spatial sound speed variability on propagation and 
inversionn is beyond the scope of this paper. However, some basic analysis is required to make 
aa conclusion about the importance of sound speed on the inversion results. To make this 
judgment,, a simple test was made. First, the sound speed labeled Reference CTD#1 in Fig. 20 
wass used to simulate acoustic propagation from a source at 0.7 km and generate reference 
acousticc data (HF frequencies only). Next, each of the CTD casts taken at different times on 
thatt day, and shown with dashed lines in Fig. 20, were used as the input to the normal-mode 
forwardd propagation code as part of a complete inversion using the same method as outlined 
inn Section 5.3. 

Figuree 21 shows the final GADest values from these inversions. The top panel gives the final 
objectivee function value, Eq. (4), and the lower panels give the errors in the final estimation of 
ArArss,, Azs, and Ac/seii. The solid lines in Fig. 21 are for the simulated inversion results for rs = 
0.77 km and the dashed line is the same for rs = 2.1 km. 

Considerr the first seven profiles, which are all taken within 4 h of the Reference sound 
speed.. These inversion results give final parameter estimates that are within acceptable limits 
off  the known true value. This holds even for the inverted parameters not shown in this figure. 
Ass expected, the first inversion, which uses the correct sound speed, finds all parameters with 
littl ee error and the objective function is near zero. For subsequent inversions (2-7), there is a 
slightt degradation of the objective function value but the inverted parameters are found near 
theirr true values. Consider now the results of the inversions using the climatology and the 
Octoberr 1986 profiles (numbers 8 and 9 in Fig. 21). The final parameter estimates are 
significantlyy worse. Note that the final objective function value is nearly the same for the 2.1-
kmm inversion using profile 7, in comparison with the 0.7-km inversion using the climatology 
profilee 8. Even with almost identical objective function values, the inversion results are, for 
ci,sed,ci,sed, much worse when the climatology profile is used. This suggests how difficult it can be 
too only use the objective function value for estimating the quality of the inversion results. 



101 1 

Referencee CTD #1 

Timee = l4:07h T ime== 14:07h+54m Timee = 14:07h+83m 

Timee = 14:07h+133m 

££ 50 

CTDD #7 

(^ (^ 
ft ft 

ƒƒ Time = 

11 1 

--

4:07h+263m m 

CTDD #5 

ƒƒ Time = 

-^-J J 

14:07h+175m m 

15055 1515 1525 1535 
soundd Speed (m/s) 

Octoberr average Octoberr 1986 

Fig.. 20 Sound speeds for Adventure Bank. Top left: the reference profile taken at 14:07 on October 22, 
19977 and is shown as a solid line in each of the 9 panels. Sound speeds taken from subsequent 
CTDD casts are shown as dashed lines with times given as minutes after the reference. The 
archivedd sound speed taken from the climatology database and profile from October 1986 are also 
shownn as dashed lines in the two right panels in the bottom row. 
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Fig.. 21 Final (GAbest) values from the inversion. The x-axis indicates the sound speed profile Reference 
numberr (from Fig. 20) used in the inversion. The top panel gives the final objective function values 
andd below are the errors in estimating rs, zs, and Ci,Sed- The solid line is taken from simulated 
inversionn results taken for rs = 0.7 km and the dashed line for rs = 2.1 km. 
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5.4.33 Layer speed and thicknes s sensitivit y 
Thee differences found between some of the inversion results have been conjectured here as 
primarilyy due to the range-dependence of the seabed. Consider again the differences in the 
inversionn results for parameter ciiSe(j taken from the 0.7-km HF and 1.5-km LF data sets. As a 
sedimentt layer becomes thin, the acoustic inversion is less sensitive to it. This is exaggerated 
att lower frequencies, as the ratio between layer thickness and acoustic wavelength becomes 
smaller.. A simulated HF and LF inversion was made using the geo-acoustic model of 
Adventuree Bank and the same search bounds and method outlined in Section 5.3. In this case, 
forr comparison, the LF and HF source-receiver ranges were both 0.7 km. Table V gives the 
inversionn results. Only the geo-acoustic parameters are listed, as the geometrical parameters 
weree very well determined and are of less interest here. 

Tablee V Geo-acousti c paramete r value s taken fro m GAbest for simulate d HF and LF inversion s at 0.7 km. 

Range-Band d 
Ground-truth h 
0.77 km, HF 
0.77 km, LF 

ci,seaci,sea (m/s) 
1572 2 
1595 5 
1675 5 

C2,sedC2,sed  (m/S) 

1790 0 
1771 1 
1752 2 

ccbb (m/s) 
1812 2 
1799 9 
1864 4 

hsed(m) hsed(m) 

8.0 0 
8.3 3 
9.1 1 

a(dBfk) a(dBfk) 
0.74 4 
0.74 4 
0.98 8 

PP (g/cm3) 
1.43 3 
1.44 4 
1.42 2 

Somee observations can be made from these simulations. If the sediment layer becomes 
thin,, especially when there is a large sound speed gradient, there can be significant differences 
inn sound speed estimates between HF and LF inversions. However, significant differences 
betweenn HF and LF inversions as shown in Table V were eliminated when hXd was increased 
too 20 m (not shown in Table V). It is likely that, with the measured data inversions, something 
similarr to these simulations is occurring. Recall in Fig. 9 at range near 1.5 km from the VA 
thee top sediment layer thins to a few meters, and the reported value for citSea and hsed seem to 
indicatee the LF inversion does not sense the top layer. The 2.1-km inversion, however, shows 
aa 5.7-m layer with a strong sound speed gradient. Although the exact parameter values differ 
betweenn these simulations and the values found by inverting the measured data, the behavior 
iss similar. 

5.55 Conclusion s 

Thee EnVerse 97 towed source experiments demonstrated the technique of using acoustic data 
takenn at various source/receiver separations to estimate properties of the seabed. These 
estimatess change as the distance between source and receiver changes in a way consistent 
withh the actual geo-acoustic properties. Both high-(HF 200-600 Hz) and low-frequency (LF 
90-3000 Hz) bands were used in the inversion. Although the HF and LF data sets were 
collectedd on separate days and there was a variable bathymetry, which required range-
dependentt forward propagation modeling, these did not pose problems for the inversion. The 
measuredd acoustic signals down-range are from propagation over a range-dependent bottom, 
butt the MFP inverted bottom properties are range-independent and represent the result of this 
averagingg process. The results are consistent with the bottom layering and sound speeds 
estimatedd using standard geophysical measurements and existing knowledge of the area. A 
wide-anglee seismic reflection experiment was conducted using a towed horizontal array to 
estimatee sediment sound speed along the acoustic track. These values agreed with the MFP 
inversionn results. A striking feature in the MFP inversion results was cLsed, the sediment 
soundd speed at the water-sediment interface. This parameter changed along the track 
accordingg to the appearance and disappearance of the surface sediment layer. The jump from 
15800 m/s for the HF inversion at 0.7 km to 1641 m/s for the LF inversion at 1.5 km was 
probablyy due to a combination of effects. Likely causes are both the thinning layer and the 
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reducedd ability to extract the sediment properties due to the lower frequency signals. The 
combinationn would act together to increase the sound speed estimate. This calls attention to an 
importantt issue in the geo-acoustic inversion: the parameters found which make up the geo-
acousticc model are those, which can be sensed at the frequencies transmitted. Applying the 
geo-acousticc parameters to other frequencies may result in erroneous results. Ideally, inverted 
acousticc data would contain the entire frequency band of interest. 

Thee inverted parameters for the Adventure Bank site were used to simulate acoustic fields, 
whichh were in excellent agreement with the measured fields. Using the averaged inverted geo-
acousticc model, the 'backpropagated' fields correctly localized the position of the source. The 
geneticc algorithm converged and the parameter estimates are reasonably consistent over many 
snapshots.. Also, the final inverted geo-acoustic model is consistent with the seismic survey 
data.. Together this indicates that die towed source MFP inversion is a promising method for 
determiningg geo-acoustic properties over large areas. It was asserted that a relatively recent 
soundd speed profile taken in the vicinity of the experiment should be adequate for the MFP 
inversion.. This likely would not hold for longer range propagation or higher frequency 
signals.. In addition, it was shown that archived sound speed profiles did not perform well for 
eitherr localization or geo-acoustic inversion. Determining the effects on MFP inversion of 
strongerr range-dependence in the water volume and seabed are important areas of future 
research. . 
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Chapterr 6 

Ann evaluation of the accuracy of shallow water 

matchedd field inversion resultsc 

Abstract t 

Inn this paper the accuracy of geo-acoustic and geometric parameter estimates obtained 
throughh matched field inversion (MFI) was assessed. Multi-frequency MFI was applied to 
multi-tonee data (200-600 Hz) received at a 2 km source/receiver range. The acoustic source 
wass fixed and the signals were received at a vertical array. Simultaneously with the acoustic 
transmissions,, a CTD (conductivity, temperature and depth) -chain was towed along the 
acousticc track. A genetic algorithm was used for the global optimization, whereas a normal-
modee model was applied for the forward acoustic calculations. Acoustic data received at 
consecutivee times were inverted and the stability of the inverted parameters was determined. 
Also,, the parameter estimates were compared with independent measurements, such as multi-
channell  seismic surveys (for geo-acoustic parameters). The obtained uncertainty in the 
inversionn results was assumed to have two distinct origins. The first origin is the inversion 
methodd itself, since each optimization will come up with some solution close to the exact 
optimum.. Parameter coupling and the fact that some parameters hardly influence the acoustic 
propagationn further contribute to this uncertainty. The second is due to oceanographic 
variability.. Both contributions were evaluated through simulation. The contribution of 
oceanographicc variability was evaluated through synthetic inversions that account for the 
actuall  sound speed variations as measured by the towed CTD-chain. 

cc Published in the Journal of the Acoustical Society of America, Volume 109 (2), pp. 514-527 (2001). 
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6.11 Introductio n 

Matchedd field inversion (MFI) is a technique for obtaining information on unknown 
parameterss that influence the propagation of sound underwater. When employing MFI, a 
measuredd acoustic field is compared with acoustic fields that are calculated by a propagation 
modell  for many sets of unknown parameters. Since the number of possible parameter 
combinationss is huge and there are many local optima, global optimization methods are 
neededd for guiding the search for the set of unknown parameters that gives the optimum 
matchh between measured and calculated acoustic fields. An important application of MFI is 
geo-acousticc seabed parameter estimation. 

Ann important issue to be addressed is the accuracy of the parameter estimates. In general, 
performingg several independent inversions for the same acoustic field can result in different 
estimatess for the unknown parameters. This uncertainty in parameter estimates is partly due to 
thee optimization method, as global optimization methods often do not determine the exact 
optimum,, but a solution close to it. The resulting variation in parameter estimates is 
dependentt on their influence on the acoustic propagation. For the parameters that hardly 
influencee the acoustic propagation the variation in parameter estimates will comprise a large 
partt of the parameter search space, whereas for the parameters that have a strong influence on 
thee acoustic propagation the variation will be small. Also the fact that there can be 
correlationss between the unknown parameters contributes to the uncertainty. These two 
above-mentionedd factors can result in optimized parameter values that deviate from the actual 
parameterr values. However, the agreement between optimized and measured acoustic fields 
cann still be high. By adapting the optimization method the uncertainties due to the above-
mentionedd factors can be reduced. For example, a local search method can be applied after 
convergencee of the global search.1 In the following we will denote the uncertainties in 
parameterr estimates that result from these two mechanisms as the uncertainties caused by the 
methodd itself. 

Whenn inverting for unknown parameters and using experimental acoustic fields that were 
measuredd at different times, the temporal variability of the oceanographic conditions can 
resultt in additional uncertainties in parameter estimates.2 If the sound speed profile in the 
waterr column varies with time and if one does not account for these variations in the inverse 
modeling,, this can result in parameter estimates that also vary with time. In this case, the 
optimizedd parameter value is such that it corrects for the difference between the actual sound 
speedd profile and the sound speed profile that is used for the forward model calculations. The 
effectss of the varying oceanographic conditions can directly be seen in the acoustic data, as 
thesee variations result in changes in the propagation conditions and consequently varying (in 
time)) received signals. This contribution to the uncertainty can, at least in principle, be 
eliminatedd when the sound speed structure between source and receiver is known exactly at 
thee time of each transmission. However, under practical experimental conditions this is rather 
cumbersome. . 

Matchedd field inversion results are presented for experimental data that are obtained during 
thee ADVENT99 sea trial. This sea trial was conducted by SACLANT Centre and TNO-FEL 
onn the Adventure Bank, south of Sicily, in April/May 1999.3 Several experiments were 
carriedd out during ADVENT99. The analysis presented in this paper deals with data that were 
acquiredd during experiments with both the source and the receiver at a fixed position. The 
goall  of these experiments was to obtain data for a fixed geometry over an extensive period of 
time.. During these experiments also many measurements were carried out to obtain 
informationn on the ocean environment. These environmental measurements included 
conductivity,, temperature and depth (CTD) casts and waverider measurements. Further, a 
CTD-chainn was towed along the acoustic track, giving more detailed information on the 
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soundd speed structure. Also, an extensive seismic survey was carried out, thereby obtaining 
independentt geophysical information on the seabed. For the survey use was made of a multi-
channell  streamer, which allows for the estimation of, in addition to the ocean bottom layering, 
thee sound speeds of the layers. 

Thee main goal of this paper is to assess the uncertainties in parameter estimates obtained 
throughh MFI using experimental data. The uncertainty that is due to the method itself is 
estimatedd by simulation, i.e., by performing inversions of synthetic data, and it is 
demonstratedd that for some parameters the uncertainty can thus largely be explained. The 
CTD-chainn data are used to show that the remaining uncertainties originate from 
oceanographicc variations in the water column. 

Thiss paper is organized as follows: in Section 6.2 the ADVENT99 sea trial is presented 
andd an overview of the acoustic and environmental data is provided. The inversion problem, 
comprisingg the forward acoustic model and the optimization method, is described in Section 
6.3.. In Section 6.4 the inversion results are presented and the parameter estimates and their 
uncertaintiess assessed. 

6.22 The ADVENT99 experimen t 

6.2.11 Acousti c measurement s 

AA large part of the ADVENT99 sea trial comprised acoustic experiments with both the source 
andd the receiver at a fixed position. These fixed geometry experiments were conducted for 
source/receiverr ranges of 2, 5 and 10 km. 

Inn this paper we only consider data of the 2 km experiment. The position of the source 
duringg this experiment was 37° 17.966' N, 12° 15.588' E. The receiving system was 
positionedd at 37° 17.883' N, 12° 14.207' E. This experiment took place on May 2 1999 from 
12:377 to 20:17 UTC time. 

Thee source used for the acoustic transmissions was mounted on a tower that was moored 
onn the sea bottom for keeping it at a fixed position. The Nato Research Vessel (NRV) 
AllianceAlliance was connected to the source by a power supply cable and therefore had to remain 
closee to the source, but at a sufficient distance (a few hundred meters) to reduce risk of 
damage.. Consequently, CTD casts could not be carried out very close to the source. The 
receivingg system consisted of a vertical array (VA), containing 64 elements and spanning 62 
meterss of the water column. The signals received on the VA were sent directly to the data 
acquisitionn system on board NRV Alliance by radio link. In Fig. 1 a schematic of the 
experimentall  configuration is shown. 
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Fig.. 1 The configuration of the fixed geometry experiments. 

Bothh low-frequency (200-700 Hz) and high-frequency (800-1600 Hz) multi-tones and 
LFMM sweeps were transmitted. In this paper only the low-frequency multi-tones are 
considered.. Snapshots of 2 seconds were selected from the received time series and were fast 
Fourierr transformed into the frequency domain. The resulting complex pressures as a function 
off  depth are further referred to as 'pressure fields'. The magnitudes of 41 pressure fields are 
displayedd in Fig. 2 for the frequencies 200, 300, 400 and 600 Hz. These 41 pressure fields 
weree used in the inversions. The corresponding data were transmitted at 15 minutes interval, 
spanningg the total duration of the 2 km experiment (about 8 hours). The figure clearly shows 
thee variability in the received acoustic fields. The set of data considered in this paper is thus 
suitablee for the purpose of investigating the contribution of water column variability to 
uncertaintiess in the parameter estimates. Note that the variability in the received signals 
increasess with increasing frequency. 

2000 H z 30 0 H z 40 0 H z 60 0 H z 

Fig.. 2 Absolute values of the measured pressure fields as a function of UTC time for the frequencies 200, 
300,4000 and 600 Hz. 
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Alsoo illustrative is to determine a quantitative measure for the variability in the received 
signals.. For this quantitative measure My we have used the correlation between pressure fields 
p,, and p, 

MM„„  =P , -P, (1) ) 

withh " indicating the inner product and "* " denoting the complex conjugate. The pressure 
fieldsfields pj and p, are normalized such that their norm equals one, i.e., ||p,|| = p; = 1. Figure 3 

shows,, for the four frequencies, the correlation for all possible combinations of received 
pressuree fields. Note that along the diagonal a pressure field is correlated with itself, resulting 
inn a value of one for the correlation. Moving away from the diagonal shows, on the whole, a 
decreasee in correlation, as moving away from the diagonal corresponds to an increase in time 
spann between two transmissions. As with Fig. 2, also Fig. 3 clearly shows increasing 
variabilityy with increasing frequency. Since the signal to noise ratio was high (at least 20 dB), 
thee structure seen in Fig. 3 at 300 Hz and higher must be due to variations in oceanographic 
conditionss and possible variations in the tilt of the vertical array (see Section 6.4.1.3). 
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Fig.. 3 The quantitative measure M,; (Eq. (1)) for the variability in received signals for the 4 frequencies. 

6.2.2 2 Oceann environmental measurements 

6.2.2.11 CTD measurements 
Fromm the NRV Alliance a few CTD casts were taken. Figure 4 shows the corresponding sound 
speedd profiles (ssp). From this figure it can be seen that there is a minor sound speed variation 
overr the water depth (1509-1513 m/s). The ssp plotted as a solid line corresponds to the CTD 
takenn 17 minutes prior to the 2 km fixed geometry experiment. No further CTD casts were 
carriedd out from Alliance during this experiment. 
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Fig.. 4 Sound speed profiles as derived from the CTD casts from NRV Alliance. 

6.2.2.22 CTD-chain measurements 
Duringg the acoustic experiments a CTD-chain was towed back and forth over the acoustic 
trackk by the Italian Navy Ship (INS) Ciclope, see Fig. 1. From the CTD-chain measurements 
thee sound speed as a function of depth in the water column was determined along the acoustic 
track.. The tracks along which the CTD-chain measurements were done have a length of about 
8.88 km. Figure 5 presents the water sound speeds, calculated from the CTD-chain 
measurementss that were carried out during the time slot of the 2 km fixed geometry 
experiment.. In order to provide a complete impression of the oceanographic variability 
encounteredd during the experiment, we present the CTD-chain data for the full 8.8 km track. 
Thee 2 km acoustic track is indicated in the figures by the vertical solid lines. As the tow ship 
iss moving, both time and position are different for succeeding CTD-chain measurements. 
Hence,, these figures do not represent time frozen sound speed structures that can be used 
directlyy as input to a (range-dependent) acoustic model. They are indicative of the amount of 
soundd speed variability in the water column. Sound speed realizations will be selected from 
thesee CTD-chain data to simulate the effect of this oceanographic variability on inversion 
resultss (see Section 6.4.2). 
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Fig.. 5 Sound speed (in m/s) as a function of longitude and time as derived from the CTD-chain 
measurementss made during the 2 km fixed geometry experiment. The vertical lines indicate the 
positionn of the source (S) and the vertical array (VA) for this experiment. The total horizontal axis 
correspondss to about 8.8 km. 

6.2.2.33 Seismic measurements 
AA seismic survey was carried out at the experimental site. In total 5 tracks were covered in the 
areaa around the acoustic track. Figure 6 shows the tracks that were sailed during the survey. 
Ass can be seen, the seismic survey covers the full acoustic track (up to 10 km source/receiver 
distance).. The survey was carried out prior to the acoustic measurements and covers an area 
off  12 by 2 km. Within this area we have selected the acoustic track such that the range-
dependencee in both bathymetry and bottom properties (as derived from the seismic 
measurements)) is minimal. This is because the main scientific issue of this paper is to assess 
thee influence of variability in the water column on the geo-acoustic parameter estimates. In 
thee figure also the position of the VA for the different experiments, the source position and 
thee position of the waverider are indicated. 
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Fig.. 6 The tracks sailed during the seismic survey. Note that the vertical distance between the five legs is 
onlyy 0.5 km. The positions of the vertical array (VA) are denoted by squares, the source tower (S) 
positionn by a circle and a star denotes the waverider (WR) position. 

Usee was made of a boomer type sound source and the signals were received on a multi-
channell  seismic streamer. The streamer comprised eight groups of hydrophones, i.e., eight 
channels,, and had a total length of 32 m, a group interval of 4 m and a group length of 3.8 m. 
Usingg a multi-channel receiving array allows for estimating both the layering of the seabed 
andd the sound speeds of the layers. This is a classical seismic technique, which is based on 
differencess in travel time from reflectors in the bottom towards the various channels in the 
streamer. . 

Figuree 7 shows the layering on parts of leg 3 and leg 4 as obtained from the seismic 
measurements.. Some internal structures within the sedimentary cover can be seen. This 
structuree consists of a series of sub-horizontally layers, i.e., the sedimentary deposits are at a 
smalll  angle with the horizontal. In these seismic data there is no clear definition of the 
basement. . 
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Fig.. 7 Bottom layering as derived from seismic measurements on part of leg 3 (upper plot) and part of leg 
44 (lower plot). The variable along the y-axis is depth in meters, whereas position is along the /-axis. 
Forr reference also the longitudes of the source (S) and vertical array (VA) positions are indicated. 

Whenn estimating sound speeds from the seismic data use is made of reflections that 
correspondd to a strong reflector. If there are several strong reflectors in the bottom, then the 
soundd speed as a function of depth can be estimated.' However, with the seismic data 
presentedd here, only one strong reflector could be identified for the majority of the data. 
Therefore,, we only consider layer thicknesses and sound speeds that are estimated for this one 
reflector.. This reflector does not necessarily correspond to the upper layer. Note that the 
estimatedd sound speeds represent a value averaged over the layer thickness. 

Figuress 8 and 9 show the thin layer thicknesses and corresponding thin layer sound speeds 
ass a function of geographical position for the full area of the seismic survey. The results for 
thee full area are presented here as then possible systematic changes in bottom properties can 
bee seen. However, no trends in thin layer thickness are visible. In the area surrounding the 
sourcee and the vertical array, the thin layer thickness ranges from ~2 m to -10 m, i.e., (6  4) 
m/s. . 
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Fig.. 8 Thin layer thickness as a function of geographical position. Stars are used for indicating the source 
(S)) and vertical array (VA) position. 

Ass with the thin layer thickness, no trends can be identified in the thin layer sound speeds 
(seee Fig. 9), except for the somewhat higher sound speeds (> 1620 m/s) at the right side of the 
plot.. Ignoring these high sound speeds, the values range from -1500 m/s to -1600 m/s. Since 
theree is no trend in these sound speeds, we have concluded that this variation is due to errors 
thatt are inherent to the seismic method. A histogram of the sound speed estimates is given in 
Fig.. 10, thereby treating the sound speeds as independent observations of the same quantity. 
Thee histogram contains all sound speed estimates except those higher than 1620 m/s. A 
Gaussiann fit is applied to these data. The mean and standard deviation of the Gaussian curve is 
15522 and 31 m/s, respectively. 
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Fig.. 9 Thin layer sound speed as a function of geographical position. Stars are used for indicating source 
(S)) and vertical array (VA) positions. 
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Fig.. 10 A histogram of the thin layer sound speeds as estimated from the multi-channel seismic analysis. 
Thee black line indicates a Gaussian fit to the histogram. 

6.2.2.4 4 Additionall ocean environmental measurements 
Inn addition to the environmental measurements described above, also bathymetry 
measurements,, waverider measurements and Acoustic Doppler Current Profiler (ADCP) 
measurementss were carried out. 

Thee bathymetry of the trial area was measured with the echosounder of Alliance. There 
wass virtually no variation in water depth along the 2 km track with a depth of 77 m at the 
sourcee position and 79 m at the VA position. 

Thee sea surface wave height spectrum was measured by a waverider. The root-mean-
squaredd wave height during the 2 km experiment was 0.15 m. 

Thee ADCP measurements were collected by two bottom-moored ADCP's and a ship 
mountedd ADCP. The bottom-moored ADCP's were put close to the positions of the VA. 
Tidall  oscillations are found to be the dominant current signals. The ADCP current data are 
usedd for validation of the VA tilt estimates (see Section 6.4.1.3). 

6.3 3 Acousti cc  inversio n metho d 

Forr the forward acoustic model we have applied the standard normal-mode technique.7'8 The 
sedimentt layer and the sub-bottom are treated as fluid layers and the high loss continuous 
eigenvaluee spectrum is ignored. In Section 6.3.1 the objective function to be minimized is 
described.. In Section 6.3.2 we present details on the applied global optimization method, and 
inn Section 6.3.3 we describe the acoustic problem. 

6.3.11 The objective function 

Thee objective (or energy) function gives a quantitative measure for the agreement between the 
calculatedd and measured acoustic fields. We have selected the following objective function E. 
whichh is based on the incoherent multi-frequency Bartlett processor ' 

11 r I  I2 

E{m)E{m) = \-—Y\VobAfk)-Vca,c (/*>m) 
AA  /t=l 

(2) ) 
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withh m the vector containing the unknown parameters, K the number of frequencies, " 
indicatingg the inner product of the vectors p0bs(fk), the measured pressure field at 
frequencyy fk, and pCalc(fk>m)>  m e pressure field calculated for parameter set m and 
frequencyy y*. Both pressure vectors are normalized such that their norm equals one, i.e., 
IIPo&sl== |Pca/c|= 1 * Fr o m previous experience8,10 it is known that using multiple frequencies 
forr the inversion results in more accurate and more realistic parameter estimates compared to 
single-frequencyy inversion. In order to limit the computation time, which increases quadratic 
withh frequency, we have selected a subset of frequencies (200, 300, 400 and 600 Hz) to be 
usedd for the inversions, i.e., K is 4. This covers sufficiently the frequency band transmitted: 
forr a water sound speed of 1500 m/s, the wavelengths corresponding to the frequency subset 
rangee from 7.5 m to 2.5 m. Including 700 Hz would give a shortest wavelength of 2.1 m, 
whichh is only slightly smaller than 2.5 m, but would result in a large increase in computation 
time. . 

Minimizingg the energy function will lead to the parameter set that corresponds to a 

simulatedd pressure field \>calc(fk>m) having maximum similarity with the measured 

pressuree field p0bs(fk)

6.3.22 The geneti c algorith m 

Thee objective function given in the previous section is a function of many unknown variables, 
usuallyy in the order of 10, and with many local optima. Finding the global optimum of such a 
functionn requires global optimization methods such as simulated annealing and genetic 
algorithms.. We have applied a genetic algorithm (GA) for finding the minimum of the 
objectivee function. The application of a GA in underwater acoustics was introduced by 
Gerstoft.111 Specifics about the GA applied here can be found in previous work.8 The basic 
principlee of a GA is summarized below. 

Firstt an initial population, consisting of q possible solutions to the problem, is created 
randomly.. This population is the so-called first generation. Out of this initial population 
elementss are selected for establishing a parental population. The selection is such that the 
mostt fit members of the initial population, i.e., those with the lowest value for the objective 
function,, have the highest probability of being selected. The elements of the parental 
populationn are converted to encoded form such that the numerical values are represented by a 
stringg of zeros and ones (bits). This string is called a chromosome and the different parts on 
thee chromosome, that all represent a particular parameter, are called the genes. By applying 
thee operators crossover and mutation to the elements of the parental population, a new 
population,, denoted by children population, is created. The crossover operator results, for 
eachh gene, in an exchange between two parents of a (random) fragment of the gene. Crossover 
occurss with crossover probability pc. Mutation results in a change of a single bit and occurs 
withh mutation probability pm. 

AA next generation is created by replacing t h e /^ least fit  members of the first generation 
byy fr q members of the children population. The latter are selected at random. fr is called the 
reproductionn size (0<fr <1) and is an important parameter of the GA to be set.8 We have taken 
qq = 64, fr = 0.5,pc = 0.8 andpm = 0.05. 

Byy repeating the above-described process, the successive generations become increasingly 
fit.fit.  This process is continued until the optimization process has converged. Convergence is 
establishedd by taking at least 400 generations, resulting in 12832 forward acoustic model runs 
perr frequency. For better exploitation of the search space around the global optimum and for 
diminishingg the risk of ending up in a local minimum, 5 independent GA runs are carried out 
(i.e.,, 12832x5x4 = 256640 forward runs per pressure field). As we have selected a population 
sizee q of 64, each set of 5 GA runs ends up with 320 parameter sets. From these parameter 
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sets,, the one that corresponds to the lowest energy function value is selected. This parameter 
sett is denoted by GAbest and is taken to be the solution of the optimization. 

6.3.33 The acoustic problem 

Ass mentioned in the introduction an important application of MFI is geo-acoustic parameter 
estimation.. However, in general, other parameters also need to be optimized as they have an 
importantt influence on the propagation, but are not known accurately enough. In this section 
thee parameters included in the inversion are discussed. 

Sincee the bathymetry along the 2 km acoustic track was found to be fairly range-
independentt (Section 6.2.2.4) we assume a constant water depth. Due to slight variations in 
waterr depth and offsets in the echosounder measurements the water depth Hw is not known 
exactlyy and has to be included in the optimization. 

Thee geo-acoustic model selected consists of a single sediment layer with thickness hxel/, 
overlyingg a homogeneous sub-bottom. Justification for the single sediment layer assumption 
iss obtained from literature.1 Here it was found that inversions of synthetic data, calculated for 
aa multi-layer bottom, and using a two-layer model for the forward calculations, resulted in 
propertiess of the two-layer bottom that fitted the properties of the actual multi-layer model 
reasonablyy well. 

Thee sediment compressional wave speed is assumed to vary linearly with depth from C/..«?tf 
att the top of the sediment to C2.sed at the bottom of the sediment, and to have a constant value 
CbCb in the sub-bottom. The attenuation constant a and density p are taken depth-independent 
throughh both the sediment and the sub-bottom. Shear is not taken into account. Shear speed 
effectss and the justification for not including it in the inversion are discussed in Section 
6.4.1.1. . 

Duee to irregularities at the sea bottom the depth of the array is not known precisely. 
Further,, currents can result in a tilt of the array in some direction. Assuming that the effect of 
aa tilt in the azimuth direction can be accounted for by an effective tilt 0 in the plane of 
propagation,, the array configuration is completely defined by estimating hi, which is the 
distancee of the deepest hydrophone to the bottom, and the array tilt 6. 

Thee source range, rs, and the source depth, here defined by the distance from the source to 
thee bottom A, have a large influence on the acoustic propagation and are not known to the 
requiredd accuracy. The baseline values of rs, A and hi are 2040, 4 and 9.5 m, respectively. 

Inn Fig. 11 the resulting parameterization for the ocean environment and the 11 unknown 
parameterss are shown. The sound speed profile used for the inversions is the sound speed 
profilee that corresponds to the CTD taken from the NRV Alliance on May 2, 12:20 UTC, i.e., 
177 minutes prior to the execution of the experiment (see Fig. 4). 
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hi i 
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Fig.. 11 The parameters to be optimized. 
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Tablee I lists the unknown parameters and their search bounds. 

Tablee I The unknown parameters, their symbols and search bounds. 

Parameter r 
Upperr sediment sound speed (m/s) 
Sedimentt thickness (m) 
Lowerr sediment sound speed (m/s) 
Sub-bottomm sound speed (m/s) 

Symbol l 
Cj.se d d 

hged hged 

C2,sed C2,sed 

Q> > 
Densityy (g/cm") p 
Attenuationn constant (dBfl.) 
Sourcee range (m) 
Distancee source to bottom (m) 
Tiltt (degr) 
Waterr depth (m) 
Distancee lowest hydrophone to bottom (m) 

a a 
rrs s 

A A 

e e 
hi» hi» 
hi hi 

Searchh bounds 
[14755 17001 
[11 251 
[14755 1800] 
[15155 1900] 
[11 2.3] 
[00 1] 
[17000 2500] 
[00 10] 
[-100 10] 
[755 85] 
[7.55 12.5] 

6.4 4 Result ss  and discussio n 

Thee inversion was carried out for 41 pressure fields. These pressure fields were determined 
fromm 2-second snapshots of acoustic data differing in transmission time by approximately 15 
minutess and spanning the entire 2 km experiment (about 8 hours). The absolute values of the 
selectedd pressure fields are plotted in Fig. 2. 

Figuree 12 presents the results of the inversions. For each parameter a plot of the 41 
succeedingg GAbest estimates is given. The lower right subplot shows the corresponding energy 
functionn values. The^-axes ranges of the plots are equal to the search bounds for the unknown 
parameters.. The variable along the x-axes is UTC time. Note the behavior of the GAbest 
energyy function £ as a function of time. This must be due to temporal oceanographic 
variations,, which are not taken into account in the inversions as we use a single sound speed 
profilee for the forward calculations in all inversions. 

Sincee the experimental configuration is stationary, all unknown parameters (except for the 
tilt ,, which might vary due to varying currents) should be constant with time. Therefore, the 
inversionn results can be used for determining the mean and standard deviations for each 
parameter.. Assuming statistically independent observations, also the uncertainty (or error) on 
thee mean (<7m(?a„) and the uncertainty (or error) on the standard deviation {<Jstd) can be 
determinedd by 

std std 

4N 4N 
(3) ) 

0\,ww = 
std std 

withh TV the number of observations (here equal to 41), and std the standard deviation of the N 
observations.. The errors on the mean and standard deviation must be accounted for, since the 
numberr of observations N is quite small (see Section 6.4.1.1). 

Inn Table II the values for the means and standard deviations, and their uncertainties, are 
listed.. Hereafter we further assess the estimates for the different parameters. 
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Fig.. 12 Parameter estimates (GAbest) and corresponding energy function values as obtained from 
inversionss of the experimental data. The horizontal solid lines in 4 of the subplots indicate 
measuredd values, where for the water depth the depth at the vertical array position (79 m) is used. 

Tablee II The means and standard deviations (and their uncertainties) of the inversion results of Fig. 12. The 
lastt column lists for the geometrical parameters the true measured values. 

Parameter r 

Cf.seoo (m/s) 
hsedhsed (m) 
C2,sedd (m/s) 
c66 (m/s) 
PP (g/cm3) 
a(dBIX) a(dBIX) 
Mm) ) 
A(m) A(m) 
H„„ (m) 
Mm) ) 

Meann  (Omean) 

1556.33 (2.3) 
16.499 (0.99) 
1663.11 (7.6) 
1734.66 (11.9) 
1.4055 (0.016) 
0.4822 (0.021) 
21866 (10) 
3.7722 (0.034) 
79.899 (0.18) 
10.000 (0.10) 

Stdd (ostd) 

14.88 (1.6) 
6.366 (0.70) 
48.88 (5.4) 
75.99 (8.4) 
0.1011 (0.011) 
0.1344 (0.015) 
65.33 (7.2) 
0.2155 (0.024) 
1.166 (0.13) 
0.6466 (0.071) 

Truee measured 
values s 

2040 0 
4.0 0 
77-79 9 
9.5 5 
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6.4.11 Assessmen t of the paramete r estimate s 

Fromm the results presented in Fig. 12 and Table II it can be concluded that some parameters 
aree estimated very accurately. The standard deviation of the upper sediment sound speed is 
onlyy 15 m/s, the density is determined with a standard deviation of only 0.1 g/cm3 and the 
distancee of the source to the bottom within 0.2 m. Considering the til t estimates it can be 
concludedd that the tilt is estimated accurately enough to resolve for a trend. In the following 
wee examine the estimates for the different parameters in detail. 

6.4.1.11 Geo-acousti c paramete r estimate s 
Ass mentioned in Section 6.2.2.3 a seismic survey was carried out for obtaining independent 
informationn on bottom layering and bottom sound speeds. According to the seismic analysis 
thee mean sound speed in the upper 6 m of the sediment is (1552  31) m/s. The inverted 
valuess for cised (1556 m/s), hsed (16m) and C2,sed (1663 m/s) give a mean sound speed value of 
15766 m/s over the upper 6 m of sediment. It can thus be concluded that this inversion result is 
inn very good agreement with the seismic measurements. 

Consideringg its large search interval (1.0-2.3 g/cm3), the density is reasonably well 
resolvedd within 0.1 g/cm3 (in agreement with other findings1'11,12). In Fig. 13 sediment sound 
speedd and density values are plotted for different types of continental shelf sediment. In this 
figuree also an empirical curve is shown, giving the relation between (compressional) sediment 
soundd speed cp and density p 

ccpp==  2330.4-1257 p + 487.7p2 3 mis (4) 

Thiss expression has been derived as a fit through a large amount of measurements.13 The 
expressionn is valid for 1520 < cp < 1840 m/s and 1.25 < p < 2.10 g/cm3. 

Thee inverted sediment density (1.41  0.10 g/cm ) and upper sediment sound speed 
(1556.33 m/s) values satisfy the above expression, but it is at the very low end of the brackets 
(seee star in Fig. 13). We feel confident about our estimation of sediment sound speed as it is 
inn agreement with independent seismic measurements and therefore we think the error is on 
thee density. From the expression given above, and taking into account the error of 33 m/s, the 
invertedd sediment sound speed should correspond to a density of 1.56 + 0.12 g/cm , instead of 
thee optimized density of 1.41 g/cm3. 
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Fig.. 13 Sound speeds and densities for continental shelf sediments. Also plotted is an empirical curve that 
givess the relation between sediment sound speed and density.13 The star indicates the inversion 
result. . 

Thiss deviation can be an indication for the presence of shear waves, as neglecting the effect 
off  shear is accounted for by an effective density.14'15 This is expressed through the following 
relationn between actual density p, shear speed cs and an effective density pejj 

1-2 2 
(( \ 

c c (5) ) 

withh cw the sound speed in the water. Employing this expression, a sediment density of 1.56
0.122 g/cm and an effective sediment density of 1.405+ 0.101 g/cm3 are found to correspond 
too a shear speed of 241  121 m/s. This basically means that shear cannot be inverted for as 
thee presence of shear results in an effective density. This is illustrated in Figs. 14-15 where 
thee complex reflection coefficient7 is plotted as a function of incident grazing angle for 
homogeneouss bottoms with a compressional wave speed of 1556.3 m/s and attenuation 
constantt of 0.5 dB/A, and with values for the density and the shear speed as listed below. 

BOTTOMM 1: p = 1.56 g/cm3, cs 

BOTTOM2:: p = 1.56 g/cm3, cs 

BOTTOM3:: p = 1.41 g/cm3, cs 

== 0m/s 
== 241 m/s 
== 0m/s 

BOTTOMM 1 is included for illustration: comparing the results for BOTTOM 1 and 
BOTTOM22 shows the influence of shear speeds. The reflection coefficient for BOTTOM2 
andd BOTTOM3 (both the absolute value and the phase shift) virtually coincide, which 
demonstratess that the effect of shear is compensated by a decrease in density as given by Eq. 
(5). . 
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Fig.. 14 Magnitude of the reflection coefficient versus angle for B0TT0M1, B0TT0M2 and B0TT0M3. 
Notee that the curves for BOTTOM2 and BOTTOM3 virtually coincide. 
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Fig.. 15 Phase shift of the reflection coefficient versus angle for B0TT0M1, B0TT0M2 and B0TT0M3. 
Notee that the curves for B0TT0M2 and B0TT0M3 virtually coincide. 

Anotherr method for estimating shear speeds is to apply the following regression 
equation16,, relating shear speed cs (in m/s) to compressional wave speed cp (also in m/s) 

1.137-cc -1485 (6) ) 

Thiss equation is valid for 1555 < cp <1650 m/s. 
Fromm this equation a shear speed value of 285  17 m/s is calculated for a compressional 

wavee speed of (1556.3  14.8) m/s. The two derived values for the shear speed, viz. 241  121 
m/ss and 285 + 17 m/s, are in agreement and are therefore considered to be reliable indicative 
estimatess for the sediment shear speed. Note that due to their similar effects on the reflection 
coefficient,, it will not be possible to unambiguously estimate both the density and the shear 
speedd simultaneously through inversion. 

Thee sediment attenuation constant is not well resolved, but remains within the bounds of 
0.255 dB/A. and 0.81 dB/A., corresponding roughly to the values for clay and sand.7 
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Parameterr hxd should be Interpreted carefully. The multi-layer structure of the bottom is 
nott included in the geo-acoustic model. However, from the seismic data analysis we know 
that,, in reality, the sediment has some internal layering and is not made up of a single layer 
(seee Fig. 7). Also, the layer's thicknesses are not independent of range (as assumed in the 
inversions).. hsed represents a breakpoint, setting a depth in the bottom below which the bottom 
iss considered homogeneous and above which it fits the sound speed gradient determined by 
ci,sedci,sed and C2.sed- No independent measurements are available for the sediment thickness hsed 
sincee from the seismic data no clear reflector that marks the boundary between sediment and 
sub-bottomm could be identified. The parameter is highly undetermined, as the optimized 
valuess for hsej comprise nearly the entire search space. From the inversion results we found 
thee two parameters hsed and C2,sed to be strongly correlated. This indicates that these parameters 
doo have an influence on the propagation, but that they cannot be estimated separately. 
Parameterr correlation is illustrated in Fig. 16 in which the 41 final parameter estimates are 
plottedd against each other. Ten parameter combinations with strong coupling are shown here. 

1800 0 

1600 0 

Fig.. 16 Final parameter estimates plotted against each other for 10 parameter combinations with strong 
coupling. . 

Itt is clearly observed from this figure that some parameters, such as hsej and c2,Sed, are 
highlyy correlated. Avoiding parameter coupling possibly requires a completely different 
parameterizationn of the environment11'17'18'1 (e.g. inverting for the sediment sound speed 
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gradientt and hsej, instead of hsed and C2,sed)- The full parameter coupling of the inversion 
problemm is illustrated in Fig. 17, which shows the magnitude of the linear correlation 
coefficientt calculated for all combinations of parameter estimates. It is emphasized that these 
calculatedd values for the linear correlation coefficient are based on a fairly limited number of 
dataa pairs (41), i.e., also the statistical significance of each of the correlation coefficient 
valuess was determined. The stars in Fig. 17 indicate for which parameter combination the 
confidencee of the calculated correlation coefficient exceeds 95%. For instance, the 
correlationn coefficient between A and /ƒ„  is 0.34 with a confidence of 96.9%, i.e.. there is a 
probabilityy of 3.1% that the observed correlation can occur between two random 
(uncorrelated)) data sequences of length 41. Correlation coefficients greater than 0.5 have a 
confidencee of at least 99.98%. The advantage of re-parameterization of the environment in 
thiss specific inversion problem is subject to further research. 

C1,sedd hsed C2,sed cb P a 's A 9 H w ^ 

Fig.. 17 The correlation coefficient for all parameter combinations. 

6.4.1.22 Array tilt estimates 
Fromm the parameter estimates as a function of time as shown in Fig. 12 it can be seen that 
theree is a trend in the estimates for the VA tilt. This trend should correspond to some similar 
trendd in the currents close to the VA. The VA and the source are at nearly equal latitudes and 
wee consider array tilt along the acoustic track. Therefore we consider only the east/westwards 
directedd currents. In Fig. 18 we have plotted both the estimates for the tilt and the eastward 
componentt of the currents as measured by the bottom moored ADCP at a depth of 27 m. The 
til tt is positive in eastward direction (towards the tower source) and negative westwards (away 
fromm the tower source). This also holds for the currents. It is clear that the current and the tilt 
aree in excellent agreement as they show a very similar trend. This indicates that the inverted 
til tt estimates are reliable. 
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Fig.. 18 Eastward current (thin solid line) and tilt estimates (thick solid line) as a function of UTC time. 

6.4.1.33 Geometrical parameter estimates 
Fromm Fig. 12 and Table II it can be seen that for the geometrical parameters, i.e., rs, A, ƒƒ„, and 
hi,hi, the inverted values are in good agreement with the true values, especially when 
consideringg the uncertainty (standard deviation) in these parameter estimates. The true range, 
beingg 2040 m as calculated from the navigation data, slightly deviates from the mean 
inversionn result. This can be partly ascribed to a difference between the DGPS positions of the 
shipp at the time of source and VA deployment and the final source and VA position. 

Thee water depth, the source range and the distance of the deepest hydrophone to the 
bottomm are strongly correlated (see Fig. 17). This can explain the minor differences between 
truee and inverted values. Neglecting the variations in water depth over the acoustic track in 
thee inversions will result in an effective water depth. It is known that there is a small variation 
inn water depth over the 2 km acoustic track (from 77 at the source to 79 m at the VA). 
Therefore,, the estimates for the geometrical parameters that correspond to the resulting 
effectivee water depth might deviate from their actual values. In the next section it is shown 
thatt also oceanographic variability can result in a shift of geometrical parameter values. 

6.4.22 Assessment of the parameter uncertainties 

Ass mentioned before, there are two main origins for the variations in the parameter estimates. 
Thee first origin is the method itself. The second is oceanographic variability. The contribution 
off  both is determined through simulation and is presented and discussed in this section. Other 
contributionss to the uncertainty can be due to a low signal to noise ratio, e.g. due to noise of 
passingg ships, and wrong parameterization. As the signal to noise ratio was very high its 
contributionn to the uncertainty is negligible. We will demonstrate that the above-mentioned 
twoo main origins can fully explain the obtained parameter uncertainties. Wrong 
parameterizationn will not be considered here. 

Thee contribution of the method to the parameter uncertainty was determined through the 
repetitivee inversion (41 times) of a simulated pressure field, i.e., 41 optimization runs were 
performedd on the same synthetic pressure field. As a genetic algorithm is a Monte Carlo 
searchh method, this approach requires the use of a different random seed for each of these 41 
optimizationn runs. The parameters used for creating this synthetic field are values close to the 
meann parameter values obtained from inversion of the experimental data. This simulation is 
furtherr denoted as SIM1. The results of these inversions can be found in Fig. 19. Also shown 
aree the true values (solid horizontal lines) and the means of the inversion results (dashed 
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horizontall  lines). For all parameters, except for hsed, C2,sed and Cb, the mean values virtually 
coincidee with the true values. In Table III the deviation 8mean of the mean values from the true 
valuess is listed together with the standard deviations. 
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Fig.. 19 Parameter estimates and corresponding values for the energy function (lowest, most right subplot) 
ass obtained from inversions of synthetic data (SIM1). The dashed horizontal lines are the mean 
values,, whereas the solid horizontal lines indicate the true values. 

Inn Fig. 20 the standard deviations of the parameter estimates (std) are plotted, both for the 
experimentall  data inversion results and the simulation. The uncertainties in the standard 
deviationn (as,d), representing the statistical error, are also plotted in the figure as error bars. By 
dividingg both by the appropriate search bounds a direct comparison between parameter 
uncertaintiess can be made. The parameter tilt is not considered as in the experimental 
configurationn the tilt varies, whereas it is constant in the simulation. In the figure also the 
relativee standard deviation for uniformly distributed parameter values (being equal to \Nl2) 
iss plotted (horizontal dashed line). Parameters whose standard deviation divided by the search 
boundd approach this value are badly determined: they have a uniform distribution over the 
entiree search area. From Fig. 20 it can be seen that this is the case for the sediment thickness 
ass determined from the experimental data. It can be concluded that for c2.sed, cb, rs and A, //„ 
andd hi, the uncertainties in the inversion results for the experimental and the synthetic data 
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coincidee within the statistical error. Hence, for these parameters the uncertainties can be 
completelyy ascribed to the method itself. For the remaining parameters the additional 
uncertaintyy should be caused by oceanographic variability. Note, however, that also for these 
parameterss a significant part of the uncertainty stems from the method itself. 

C1,sedd sed C2,sed 

Fig.. 20 The standard deviations and their statistical errors divided by the appropriate search bounds, for all 
parameterss except for the tilt, for both the experimental data and simulated data. The horizontal 
dashedd line indicates the relative standard deviation for a uniform distribution (1/V12). 

Fromm the CTD-chain measurements it is known that the sound speed profile varies with 
timee (and range). For investigating the effect of these variations on the inversion results we 
havee proceeded as follows: 41 sound speed profiles measured by the CTD-chain were selected 
onn the 2 km acoustic track, i.e., in between 12° 15.588' E (source position) and 12° 14.207' E 
(VAA position). The selected profiles, plotted in Fig. 21, represent realistic oceanographic 
variationss on the 2-km acoustic track. For these 41 sound speed profiles, the corresponding 
pressuree fields were calculated (for the 4 frequencies). For the unknown parameters we have 
takenn the same values as those for SIM1. The spatial structure of the sound velocity field 
betweenn source and receiver is not exactly accounted for in these calculations, as each of the 
411 calculations is still range-independent. 
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soundd speed (m/s) profile number 

Fig.. 21 The sound speed profiles for which synthetic pressure fields were calculated. The data are 
obtainedd from the CTD-chain measurements on the 2-km acoustic track. The most left plot shows 
thee mean sound speed profile. 

Thee resulting pressure fields were subsequently inverted. The sound speed profile used for 
thee forward calculations is the mean of all profiles from the CTD-chain data as given in Fig. 
5.. This mean profile, also shown in Fig. 21, is obtained by simply taking the mean of all 
soundd speeds at each depth. This simulation is further denoted as SIM2. 

Inn Fig. 22 the resulting parameter estimates can be found. Also plotted are the true values 
(solidd lines) and the means of all 41 estimates (dashed lines). The bottom, most right subplot 
showss the corresponding lowest energy function values. As for SIM1, Table III lists the 
deviationn 8mean of the mean parameter estimates from the true values. Also given are the 
standardd deviations. 

Fromm the results presented in Fig. 22 and Table III several conclusions can be drawn. 
Introducingg oceanographic variability can result in a shift of parameter estimates. A more 
importantt effect of the oceanographic variability is an increase in the standard deviation for 
somee parameters. This is illustrated in Fig. 23. Variability in the water column has resulted in 
aa statistically significant increase of the standard deviation for the parameters cj,sed, p and A 
(comparee with Fig. 20). From this figure it can also be seen that now we have almost 
completelyy explained the uncertainty for all parameters. For hsed and p the experimental data 
stilll  show a statistically significant larger standard deviation compared to the simulations. 
Thiss might be due to mismatch: in SIM2 the geo-acoustic model assumed is per definition 
correct.. This is not true for the inversions of experimental data as, for example, we have 
assumedd a single layer sediment. Further we have assumed the density and attenuation to be 
constantt throughout the bottom, which is probably not true in reality. 
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Fig.. 22 SIM2 results: Parameter estimates and corresponding values for the energy function (lowest, most 
rightt subplot). Plotted as dashed lines are the means of the parameter values. The solid lines 
indicatee the true values. 
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Fig.. 23 The standard deviations and their statistical errors divided by the appropriate search bounds, for all 
parameterss except for the tilt, for both the experimental data and for simulation SIM2. The 
horizontall dashed line indicates the relative standard deviation for a uniform distribution (1/V12). 

Tablee III The deviation of the mean values from the true values (5mean) and the standard deviation (Std) 
obtainedd for the two simulations. The last column lists the standard deviation for the experimental 
dataa inversions. The statistical errors on Smean and Std are given in parentheses. 

Parameter r 

Ol,sedOl,sed ( m / S ) 

hsedhsed (m) 

C2,sedC2,sed (mlS) 

ccbb (mis) 

P P 

aa (dB/A.) 

r8(m) ) 

A(m) A(m) 

ö(degr) ) 

H„(m) ) 

M m ) ) 

True e 

1588.9 9 

15.2 2 

1650.4 4 

1698 8 

1.292 2 

0.724 4 

2168 8 

4.63 3 

0.024 4 

80.35 5 

10.42 2 

SIM1 1 

Ömeann (<?mean) 

-2.8 8 
(1.7) ) 
2.88 8 
(0.70) ) 
24.9 9 
(6.5) ) 
84 4 
(13) ) 
-0.0154 4 
(0.0065) ) 
-0.018 8 
(0.016) ) 
-7.4 4 
(9.5) ) 
-0.004 4 
(0.028) ) 
-0.0250 0 
(0.0062) ) 
-0.16 6 
(0.17) ) 
-0.104 4 
(0.091) ) 

Stdd (astd) 

10.7 7 
(1.2) ) 
4.46 6 
(0.49) ) 
41.8 8 
(4.6) ) 
81.4 4 
(9.0) ) 
0.0418 8 
(0.0046) ) 
0.105 5 
(0.012) ) 
60.7 7 
(6-7) ) 
0.177 7 
(0.020) ) 
0.0397 7 
(0.0044) ) 
1.12 2 
(0.12) ) 
0.585 5 
(0.065) ) 

SIM2 2 

Omeann (Gmean) 

-12.9 9 
(2.5) ) 
2.49 9 
(0.80) ) 
36.9 9 
(7.2) ) 
75 5 
(13) ) 
0.004 4 
(0.012) ) 
-0.123 3 
(0.020) ) 
-11.3 3 
(9.3) ) 
-0.190 0 
(0.041) ) 
-0.0192 2 
(0.0078) ) 
-0.36 6 
(0.18) ) 
-0.39 9 
(0.11) ) 

Stdd (cstd) 

16.0 0 
(1.8) ) 
5.09 9 
(0.56) ) 
46.4 4 
(5.1) ) 
81.2 2 
(9.0) ) 
0.0777 7 
(0.0086) ) 
0.128 8 
(0.014) ) 
59.3 3 
(6.6) ) 
0.260 0 
(0.029) ) 
0.0498 8 
(0.0055) ) 
1.15 5 
(013) ) 
0.693 3 
(0.077) ) 

EXP P 

Stdd (Cstd) 

14.8 8 
(1.6) ) 
6.36 6 
(0.70) ) 
48.8 8 
(5.4) ) 
75.9 9 
(8.4) ) 
0.101 1 
(0.011) ) 
0.134 4 
(0.015) ) 
65.3 3 
(7.2) ) 
0.215 5 
(0.024) ) 
0.419 9 
(0.046) ) 
1.16 6 
(013) ) 
0.646 6 
(0.071) ) 
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6.55 Summar y and conclusion s 

Inn this paper we reported matched field inversion (MFI) results of multi-tone shallow water 
acousticc data that were obtained during the ADVENT99 sea trial. The multi-tone data were 
collectedd during an experiment with both the source and the receiver at a fixed position. The 
rangee between source and receiver was 2 km. In order to be able to assess the influence of 
oceanographicc variability, the experiment was continued for as long as 8 hours. A genetic 
algorithmm was applied as the global optimization method, whereas a normal-mode model was 
usedd for the forward propagation calculations. The parameters to be inverted, i.e., the 
unknownn parameters, comprise both geo-acoustic and geometric parameters. 

Manyy measurements were carried out for determining parameters of the ocean 
environment.. These parameters are needed as input for the forward acoustic model and to 
obtainn independent information about the unknown parameters (e.g. multi-channel seismic 
measurementss for obtaining estimates of sediment thickness and sediment speed). The third 
objectivee of these environmental measurements is to monitor oceanographic variability. For 
this,, a CTD-chain was towed back and forth over the acoustic track, thereby measuring sound 
speedss as a function of time and position. It was found that many of the unknown parameters 
couldd be estimated very accurately through inversion and that they are in good agreement 
withh the independent measurements. 

Ann important item addressed in this paper is the uncertainty of the parameter estimates. It 
iss shown through simulation that the main part of this uncertainty stems from the method 
itself,, as the optimization does not locate the exact global optimum and many of the 
parameterss are correlated. Simulations including the water column variability, as determined 
formm the CTD-chain measurements, show that for nearly all parameters the remaining 
uncertaintiess can be ascribed to this oceanographic variability. 
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Chapterr 7 

Applicationn of the downhill simplex algorithm to 

reducee the uncertainly in matched field inversion 

results0 0 

Abstract t 

Inn this paper an assessment of the accuracy of unknown geo-acoustic and geometric parameter 
estimates,, obtained through matched field inversion, is presented. This work is a sequel of 
workk presented earlier [J. Acoust. Soc. Am. 109 (2), 514-527 (2001)], where use was made of 
aa genetic algorithm for the inversion of multi-frequency experimental data. The inverted 
signalss were transmitted by a fixed source and received on a vertical array at a distance of 2 
kmm from the source. The parameter uncertainties are assumed to originate from several 
distinctt causes, i.e., the imperfect optimization method, temporal oceanographic variability, 
andd noise in the data. The influence of the first two causes is evaluated through simulations 
comprisingg sets of synthetic data. It is shown that through the additional use of the downhill 
simplexx method as a local optimization method, the parameter uncertainties are reduced 
significantlyy compared to that when applying a genetic algorithm only. At the same time, 
applyingg the downhill simplex method reveals that the temporal oceanographic variability 
cannott account for all uncertainty. The Cramer-Rao lower bounds are calculated in order to 
determinee the theoretical lower bounds on the parameter uncertainty. 

7.11 Introductio n 

Matchedd field inversion (MFI) is a technique for determining unknown parameters of the 
oceann environment. The unknown parameters are estimated by minimizing an energy function 
thatt provides a measure for the differences between a measured acoustic field and acoustic 

DD Submitted to the Journal of the Acoustical Society of America. 
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fieldss that are calculated by a propagation model. One important application of MFI is geo-
acousticc seabed parameter estimation. 

Sincee the number of possible parameter combinations is huge, and since there are many 
locall  optima, global optimization methods are needed for guiding the search for the set of 
unknownn parameters that gives the optimum match between measured and calculated acoustic 
fields.. The two most widely used global inversion methods are genetic algorithms (GA) and 
simulatedd annealing (SA). The drawback of using global optimization methods for matched 
fieldd inversion problems is that these methods are not suited for determining the exact global 
optimum.. They provide a solution in the neighborhood of the global optimum, resulting in an 
uncertaintyy in parameter estimates. This uncertainty can be reduced, or even eliminated, 
throughh the additional use of a local optimization method. The optimization method itself, 
however,, is not the only cause for the uncertainty in the parameter estimates. Variability in the 
oceann environment and noise in the data further contribute to the uncertainty. 

Inn this paper the accuracy of the parameter estimates is quantitatively assessed by 
consideringg the contributions of each of the above-mentioned causes. Use is made of acoustic 
dataa that have been obtained during the ADVENT99 sea trial.1'2 In (Snellen1) results of 
inversionss of these data are presented. The inverted parameter values were found to be in very 
goodd agreement with independent measurements, which comprise DGPS measurements for 
thee source/receiver range, and current meter measurements for the array tilt . A seismic survey 
wass carried out for obtaining information on the sediment layer thicknesses and layer sound 
speeds.. In this paper we will extent the analysis of (Snellen1). 

Inn general, when using a global optimization method for finding the optimum, and 
performingg several independent inversions for the same acoustic data, each inversion will 
resultt in (slightly) different estimates for the unknown parameters. As already mentioned 
above,, this stems from the fact that global optimization methods are suitable methods for 
locatingg the global optimum, but are inefficient in finding the exact global optimum. Local 
methodss are usually able to more efficiently descend towards a local minimum. However, 
theyy easily get trapped in local minima. Therefore, a logical approach seems to use a 
combinationn of a global and a local optimization method. In the literature several approaches 
aree presented.3"8 We combined a GA with the downhill simplex (DHS) method as a local 
method,, in such a way that GA and DHS were applied sequentially, i.e., DHS was applied 
afterr the GA has converged. 

Thee way the variability in the ocean environment influences the accuracy of parameter 
estimatess is illustrated in the following. Consider inversions of experimental acoustic fields 
thatt were measured at different times, which is the situation here. In practical situations the 
soundd speed profile in the water column will vary with time to a certain extent. If one does not 
accountt for this variability in the inverse modeling, this can result in mismatch between the 
actuall  sound speed structure between source and receiver and the sound speed structure that is 
usedd for the forward model calculations. Therefore, the parameter estimates will also vary 
withh time in such a way that it corrects for this mismatch. The corresponding contribution to 
thee uncertainty can, at least in principle, be eliminated when the sound speed structure is 
knownn exactly at the time of each transmission. Under practical experimental circumstances, 
however,, this is virtually impossible. In (Snellen1) and in this work we assess the influence of 
thee oceanographic variability by performing inversions for synthetic data that account for the 
mismatchh due to this variability. 

Noisee in the data results in a contamination of the energy function. Minima can get less 
pronounced,, or might even disappear.3 This also contributes to the uncertainty in the 
parameterr estimates. 

Thee results presented here provide an additional analysis of that given in (Snellen1). This 
paperr differs from (Snellen1) in the following: to reduce the uncertainty due to the method, the 
DHSS method is applied after the GA. Also, the Cramer-Rao lower bounds are calculated in 
orderr to estimate the maximally attainable accuracy. 
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Thee paper is organized as follows: 
Inn Section 7.2 the ADVENT99 experiment is briefly summarized. In Section 7.3 details on 

thee acoustic inversion method are presented. In Section 7.4 results of the inversions are given, 
illustratingg the effect of the additional application of the local optimization method. Section 
7.55 presents the Cramer-Rao lower bounds for the acoustic problem. 

7.22 The ADVENT99 experimen t 

AA detailed description of the ADVENT99 experiments, jointly conducted by SACLANT 
Centree and TNO-FEL, is given in (Snellen1) and (Siderius2). A large part of the ADVENT99 
seaa trial comprised acoustic experiments with both the source and the receiver at a fixed 
position.. These fixed geometry experiments were conducted in a shallow water area on the 
Adventuree Bank (water depth 80 m) for source/receiver ranges of 2, 5 and 10 km. As in 
(Snellenn ) we only consider data of the 2-km experiment. The 2-km experiment took place on 
Mayy 2 1999 from 12:37 to 20:17 UTC time. The source used for the acoustic transmissions 
wass mounted on a tower that was moored on the sea bottom for keeping it at a fixed position. 
Thee receiving system consisted of a vertical array (VA), containing 64 elements and spanning 
622 meters of the water column. As in (Snellen1) we consider the multi-tone signals 
transmittedd in the band (200-700 Hz). 41 snapshots of 2-s data were selected from the 
receivedd time series and were fast Fourier transformed into the frequency domain. We have 
selectedd the frequencies 200, 300, 400 and 600 Hz. The resulting complex pressures as a 
functionn of depth are further referred to as 'pressure fields'. These 41 pressure fields were 
usedd in the inversions, and correspond to data transmitted at 15 minutes interval, spanning the 
totall  duration of the 2-km experiment (about 8 hours). A CTD-chain was towed by INS 
CiclopeCiclope back and forth along the acoustic track, providing information on the sound speed 
structuree of the water column. These data are used for simulating the effect of oceanographic 
variabilityy on the parameter uncertainty. 

7.33 Acousti c inversio n metho d 

Forr the forward acoustic model we have applied the standard normal-mode technique.10 The 
sedimentt layer and the sub-bottom are treated as fluid layers and the high loss continuous 
eigenvaluee spectrum is ignored. 

Inn Section 7.3.1 the objective function to be minimized is described. In Section 7.3.2 we 
presentt details on the applied global optimization method, whereas in Section 7.3.3 the 
appliedd local optimization method is presented. In Section 7.3.4 the acoustic problem is 
brieflyy described. 

7.3.11 The objectiv e functio n 
Thee objective (or energy) function gives a quantitative measure for the agreement between the 
calculatedd and measured acoustic fields. We have selected the following objective function £, 
whichh is based on the incoherent multi-frequency Bartlett processor11'12 

£(m)) = l - l | ; | po A j (A ) -p r a /; ( / i ,m ) |2 (1) 

withh m the vector containing the unknown parameters, the " " denoting the complex 
conjugatee transposed, " indicating the inner product of the vectors p ^ (fk), the measured 



138 8 

pressuree field at frequency fk, and pcaU.(fk, m), the pressure field calculated for parameter set 
mm and frequency fk. Both pressure vectors are normalized such that their norm equals one, i.e., 
IPOAJII

 = \\Pcau\\= 1  The number of frequencies K is 4, see previous section. 

7.3.22 Globa l optimization : the geneti c algorith m 

Wee have applied a genetic algorithm (GA)IJ for finding the minimum of the objective 
function,, Eq. (1). A description of the GA applied can be found in previous work.12 The 
settingss of the GA are: population size q = 64, reproduction sizê  = 0.5, crossover probability 
ppcc = 0.8 and mutation probability pm = 0.05. Convergence of the GA is established by taking 
4000 generations, resulting in 12832 forward acoustic model runs per frequency. For better 
exploitationn of the search space around the global optimum and for diminishing the risk of 
endingg up in a local minimum, 5 independent GA runs are carried out for each pressure field. 
Thiss results in 12832x5x4 = 256640 forward runs per pressure field. As we have selected a 
populationn size q of 64, each set of 5 GA runs results in 320 estimates for each parameter. 
Fromm these parameter sets, the one that corresponds to the lowest energy function value was 
selected.'' This parameter set is denoted by GAbest and is taken to be the solution of the 
optimization. . 

7.3.33 Local optimization : The downhil l simple x metho d 

Inn the literature a variety of combinations of global and local methods is presented.3"8 Since in 
thiss paper the goal is to assess uncertainties in parameter estimates, and since for this use is 
madee of the results presented in (Snellen1), we select the following straightforward approach. 
Thee results presented in (Snellen1) were obtained using a GA. Here we assume that the global 
optimumm has been correctly located, and that all solutions are somewhere in the neighborhood 
off  the global optimum. To reduce the inherent uncertainty in parameter estimates, we apply a 
locall  method after the global GA search using the GAbest parameter set as a starting point. The 
chosenn local method is the downhill simplex (DHS) method.5"8 In Appendix D another local 
optimizationn method, being the Levenberg-Marquardt method, is considered and its 
performancee is compared to that of the DHS method for the acoustic problem. 

DHSS is not very efficient in the amount of function evaluations that it requires, but has the 
importantt advantage that it does not require the calculation of derivatives. It is based on an 
intuitivee geometric scheme for minimizing the energy function in the parameter search space, 
suchh that it makes its way downhill through the complexity of an M-dimensional topography, 
untill  it ends up in a (local) minimum. For M unknowns, DHS works with M+\ parameter sets. 
Thee geometrical figure that consists of these M+\ parameter sets and all interconnecting line 
segmentss is called the simplex. In two dimensions (M = 2), the simplex is a triangle; in three 
dimensionss it is a tetrahedron (M =3). For finding parameter sets with lower values of the 
energyy function the simplex undergoes a series of transformations, illustrated in Fig. 1 for M 
==  3. One of these transformations is reflection, where the point of the simplex with the highest 
energyy is moved through the opposite face of the simplex, with the intention to thereby obtain 
aa solution with a lower energy. In case the new point has an energy function value lower than 
thatt of any of the simplex points, the simplex is expanded in this direction for further 
exploringg this new area. If reflection (and expansion) do no result in a decrease of the energy, 
contractionn away from the point with the highest energy is carried out. The algorithm is 
repeatedd if it encounters an improvement in the energy function during any of these three 
operations.. If no decrease in the energy function value is obtained, a multiple contraction in 
alll  dimensions towards the parameter set with the lowest value for the energy function is 
performed.. As a consequence of all these operations, DHS has the ability to explore the 
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parameterr space within and around itseii to some extent and eventually contract to a local 
minimumm if allowed to run long enough. 

initiall  simplex 

reflection n 

contraction n 

multiple e 
contraction n 

Fig.. 1 Steps taken during the DHS optimization. 

Wee use the DHS algorithm as described by (Nelder14). An extensive set of test runs 
showedd that the best results are obtained when the DHS algorithm is restarted several times 
untill  this does not result in a further improvement. This is done in such a way that the 
resultingg parameter set of the current DHS run is used as one of the elements of the initial 
simplexx of the next DHS run, while each DHS run is carried out for a limited set of iterations. 
Thiss approach ensures that the simplex keeps a certain volume, thereby providing a better 
explorationn of the area around the minimum. 

7.3.44 The acoustic problem 

Thee 11 parameters included in the inversion are extensively discussed in (Snellen1) and are 
brieflyy summarized below. 

Thee bathymetry along the 2 km acoustic track was found to be fairly range-independent (2-
mm depth variation over the 2 km) and therefore we assume a constant water depth Hw. The 
geo-acousticc model consists of a single sediment layer with thickness hsed, overlying a 
homogeneouss sub-bottom. The sediment compressional wave speed is assumed to vary 
linearlyy with depth from C/selj at the top of the sediment to cy.sed at the bottom of the sediment, 
andd to have a constant value c/, in the sub-bottom. The attenuation constant a and the density 
pp in the sea bottom are taken to be depth independent and are assumed to be equal in the 
sedimentt and the sub-bottom. The array configuration is defined by estimating hi, the distance 
off  the deepest hydrophone to the bottom, and the effective array tilt 9 in the plane of 
propagation.. The source range, rs, and the source depth, here defined by the distance from the 
sourcee to the bottom A, have a large influence on the acoustic propagation and are not known 
too the required accuracy. The baseline values of rs, A and hi are 2040, 4 and 9.5 m, 
respectively. . 



140 0 

Thee sound speed profile used for the inversions is the sound speed profile that corresponds 
too the CTD taken from the NRV Alliance on May 2, 12:20 UTC, i.e., 17 minutes prior to the 
executionn of the experiment. 

Tablee I lists the unknown parameters and their search bounds. 

Tablee i The unknown parameters, their symbols and search bounds. 

Parameter r 
Upperr sediment sound speed (m/s) 
Sedimentt thickness (m) 
Lowerr sediment sound speed (m/s) 
Sub-bottomm sound speed (m/s) 
Densityy (g/cm3) 
Attenuationn constant (dB/X) 
Sourcee range (m) 
Distancee source to bottom (m) 
Tiltt (deg) 
Waterr depth <m) 
Distancee lowest hydrophone to bottom (m) 

Symbol l 
Cl.sed Cl.sed 

hsed hsed 

C2,sed C2,sed 

Cb Cb 

P P 
a a 
rrs s 

A A 

e e 
H„ H„ 
hi hi 

Searchh bounds 
[14755 17001 
f11 251 
[14755 1800] 
[15155 19001 
[11 2.3] 
[00 1] 
[17000 2500] 
[00 10] 
[-100 10] 
[755 85] 
[7.55 12.5] 

7.44 Inversio n result s 

Thee inversion results presented in (Snellen1) were obtained using a GA only. Three sets of 
inversionss were carried out, denoted by EXP, SIM1, and SIM2. EXP comprises 41 inversions 
off  measured data. The 41 snapshots used for these inversions were transmitted at 
approximatelyy 15-min intervals, and span the entire 2-km experiment, which lasted for over 
eightt hours. SIM1 consists of 41 independent inversions, each for the same synthetic pressure 
fields.. The results of the SIM1 inversions can be used for assessing the contribution of the 
optimizationn method itself to the uncertainty in the parameter estimates, and its ability to 
locatee the correct solution. Finally, SIM2 comprises inversions of 41 synthetic pressure fields 
calculatedd using 41 different sound speed profiles. These profiles were measured along the 
acousticc track by the towed CTD-chain, and, therefore, are indicative of the actual temporal 
soundd speed variability as encountered during the experiment. By using a single averaged 
soundd speed profile for all replica pressure fields, SIM2 provides a simulation of the effect of 
temporall  oceanographic variability on the parameter uncertainty. SIM1, SIM2 and EXP are 
alll  multi-frequency inversions using the frequencies (200, 300, 400 and 600 Hz) and assume 
thee environment to be range-independent. 

Fromm the three sets of inversions it was found in (Snellen ) that a large part of the 
uncertaintyy in the inverted parameters is caused by the optimization method itself (SIM 1). In 
thee present work the aim is to get a more accurate optimization by applying DHS as a local 
methodd after the GA. DHS is applied to all results of the three sets of inversions, using the 
GAbestt parameter set as one of the elements of the initial simplexes. 

7.4.11 Applyin g DHS to SIM1 inversion s 

Figuree 2 shows for three of the unknown parameters, cj,sed, A ̂ d r* ' m e values as obtained by 
GAA only, and by GA followed by DHS. (Plots for the remaining parameters can be found in 
Appendixx D, Fig. 12). The solid black horizontal lines indicate the true parameter values, 
whichh are, of course, known exactly for these simulations. The true geo-acoustic parameter 
valuess are chosen such that they correspond to a clayey silt sediment. It can be concluded 
thatt applying DHS after GA is a suitable method for determining the correct solution. 
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C1,sedd  ( m / S ) P ( 9 / C m > 
rr (m) 

energy y 

200 40 

realization n 

Fig.. 2 cised, p, and rs estimates for the SIM1 inversions using the GA only (upper subplots), and GA 
followedd by DHS (lower subplots). The two right-most subplots show the corresponding energy 
values.. The upper plots are from (Snellen1). 

Ass a measure of the parameter uncertainty we present the standard deviations of the 41 
estimatess for each parameter in Table II. Since the number of observations (i.e., 41) is 
relativelyy small we also determined the statistical uncertainty or error on the standard 
deviations.'' These are also given in Table II. It is seen that due to the additional application of 
thee local method, the contribution of the optimization method to the uncertainty is reduced 
significantly,, except for hsed, C2,sed, and Q,. For these three parameters the standard deviation 
actuallyy increases. They are less well determined due to parameter coupling and because some 
off  these parameters have only a minor influence on the acoustic propagation. This is 
illustratedd in Fig. 3 showing energy as a function of C2,sed and hsê  while having the remaining 
99 parameters at their correct values. 
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Fig.. 3 Energy as a function of dsed, and hserf, while keeping the remaining parameters at their correct 
values.. Also shown are the (%& estimates plotted against h&A estimates as obtained from GA 
inversionss only (indicated by circles) and by also applying DHS (indicated by the crosses). The 
dashedd lines indicate the true h^n and czsa* values. 



142 2 

Itt appears that there is a long valley with low energy function values indicating a strong 
parameterr coupling between C2,sed and hse<j, i.e., the acoustic field is only sensitive to the sound 
speedd gradient in the sediment. This explains the large uncertainty on the estimates for these 
twoo parameters. The estimates for C2.sed and hsec/ as obtained from the inversions (GA only and 
GA+DHS)) are also plotted in Fig. 3 and are all on or in the neighborhood of the valley. The 
spreadd in C2,sed and hsed values even increases by applying DHS, due to the fact that for the GA 
optimizationn the search space is bounded, whereas it is unbounded for DHS. However, these 
C2,sedC2,sed and hsed estimates are perfectly aligned along the low energy valley. Based on this 
knowledge,, an approach could be to invert for the sound speed gradient in the sediment (as 
demonstratedd in (Ainslie ')). However, in this approach still either C2,sed or hsed would have to 
bee determined. Both C2,sed and hsed can be determined in theory, since the valley is not equally 
deepp everywhere (see Fig. 4). The minimum of the valley is at the true parameter values 
(16500 m/s and 15 m), but this minimum is very shallow. Hence, it will be difficult to estimate 
hhsesedd when optimizing for gradient and hsed- Although we do not explicitly invert for the 
sedimentt gradient, its value can be inferred from the (hsed,C2.sed) combinations found by the 
DHSS inversions plotted in Fig. 3. The inverted gradient amounts to 4.0 s", which is equal to 
thee true gradient. 

00 5 10 15 20 25 30 35 40 
sedd * ' 

Fig.. 4 Energy as function of hse<i along the low energy valley of Fig. 3. (Note that in this figure a varying 
hsedhsed implies a varying c2sed according to the line through the crosses of Fig. 3). 

Inn Fig. 5 we compare the influence of ct, on the energy with that of hsed and C2,sed- The 
minorr influence of c*  on the energy explains the large spread in its optimized values, see 
Tablee II. 
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.x1 0 0 

16000 165 0 170 0 175 0 180 0 185 0 190 0 195 0 

-x10" 3 3 

17000 175 0 180 0 185 0 190 0 195 0 

Fig.. 5 Energy plotted as function of cisea, / w , and cb. The dashed vertical lines show the true values. The 
plotss for hsed and czsed correspond to cross-sections in the energy surface of Fig. 3 along the 
dashedd lines indicated in this figure. 

7.4.22 Applying DHS to the SIM2 inversion results 

Forr the SIM2 inversions, Fig. 6 shows the estimates for C]lSed, A and rs as obtained by GA 
only,, and by GA followed by DHS. The solid horizontal lines indicate the true parameter 
values.. As can be seen in Table II the standard deviations corresponding to the inversion 
resultss are considerably reduced by the additional application of DHS. The difference between 
SIM22 and SIM1 is that SIM2 includes the effect of temporal oceanographic variability by 
usingg different sound speed profiles for each of the 41 realizations, whereas for SIM1 the 
samee profile is repeated 41 times. Due to this oceanographic variability the parameter 
estimatess show a larger spread then those obtained for the SIM1 inversions. Also shown in 
Fig.. 6 is the optimized energy, both obtained after applying GA only, and obtained after also 
applyingg DHS. The decrease in energy obtained through the additional application of DHS is 
smallerr than that for the SIM1 inversions. 
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Fig.. 6 ci.sed, p, and rs estimates for the SIM2 inversions using the GA only (upper subplots), and GA 
followedd by DHS (lower subplots). The two right-most subplots show the corresponding energy 
values.. The upper plots are from (Snellen1). 

7.4.33 Applying DHS to the EXP results 

Figuree 7 shows the estimates for cy,ie</, p, and rs as obtained by GA only, and by GA followed 
byy DHS for the experimental data. Clearly, the parameter uncertainty is reduced by using the 
DHSS and this can be seen also from Table II. As for the SIM2 inversions, the decrease in 
energyy is less than that obtained for the SIM1 inversions. 
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Fig.. 7 cised, p, and rs, estimates obtained after inversions of the EXP data using the GA only (upper 
subplots),, and GA followed by DHS (lower subplots). The two right-most subplots show the 
correspondingg energy values. The upper plots are from (Snellen1). 
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7.4.44 Discussio n 
Tablee II summarizes the standard deviations of the parameter estimates for the three sets of 
inversions.. Since a limited amount of runs is considered (41), the statistical error on the 
standardd deviation must also be considered in order to judge whether the observed 
improvementt in the accuracy in the parameter estimates is statistically significant.1 It can be 
seenn that the standard deviation for all parameters, except for hxd, C2,sed and Cb, is indeed 
reducedd by the additional application of DHS. 

Tablee II Standar d deviation s for the 41 paramete r estimate s of the SIM1, SIM2 and EXP inversions . Als o 
give nn is the statistica l erro r on each standar d deviation . The last row give s the resul t for the soun d 
speedd gradien t in the sediment , determine d fro m Ci,seo,  c ^ , and n»*. 

Parameter r 
symbol l 
CiCilSlSeded (m/s) 

/ised(m) ) 

C2.sedC2.sed (m/S) 

CbCb (m/s) 

p(g/cm3) ) 

a(dBfk) a(dBfk) 

rs(m) ) 
A(m) A(m) 

H„{m) H„{m) 

Mm) ) 

gradientt (s"T) 

SIM1 1 
GAA only 

1 1 
4.55 5 
422 5 

9 9 
0.042 2 

5 5 
0.11 1 

1 1 
7 7 

0.18 8 
2 2 

1 1 

6 6 

55 0.3 

GAA + DHS 
2 2 

2 2 
8 8 

3 3 
0.011 1 

1 1 
0.020 0 

2 2 
8 8 

0.0056 6 
6 6 

0.017 7 
2 2 

0.009 9 
1 1 

6 6 

SIM2 2 
GAA only 

2 2 
6 6 

5 5 
81+9 9 
0.078 8 

9 9 
0.13 3 

1 1 
7 7 

0.26 6 
3 3 

1 1 

8 8 

4 4 

GAA + DHS 
5 5 

5 5 
2 2 
2 2 

0.054 4 
6 6 

0.061 1 
7 7 

3 3 
0.09 9 

0 0 
6 6 

5 5 

2 2 

EXP P 
GAA only 

2 2 
7 7 

5 5 
8 8 

0.10 0 
1 1 

0.13 3 
1 1 

7 7 
0.22 2 

2 2 
1 1 

7 7 

4 4 

GAA + DHS 
100 1 
8.11 9 
711 8 
1688 9 
0.065 5 

7 7 
0.070 0 

8 8 
5 5 

0.1 1 
2 2 

8 8 

5 5 

3 3 

Figuree 8 shows the standard deviations (and their statistical errors) of the SIM1, SIM2 and 
EXPP inversion results. In order to facilitate inter-parameter comparisons, here the standard 
deviationss are normalized by dividing by the search bounds applied in the GA. The upper plot 
showss the standard deviations of the inversion results obtained by GA only1, whereas the 
lowerr plot shows the effect of the additional application of DHS. The standard deviations on 
hsed,hsed, C2,sed and Cb are not shown, since these parameters estimates are highly uncertain: the 
applicationn of DHS actually degrades the accuracy for these parameters. Also array til t is not 
shown,, since the tilt is known to vary deterministically with time for the experimental data 
(seee Fig. 18 of (Snellen1)). In (Snellen1) it was concluded, based on the results shown in the 
upperr plot of Fig. 8, that oceanographic variability and errors due to the method could 
completelyy explain the uncertainty in the parameter estimates. From the lower plot it is seen 
thatt by applying DHS after GA, the influence of the optimization method on the uncertainty is 
almostt eliminated. At the same time this reveals a gap between the SIM2 and EXP accuracy 
(seee Section 7.6). 
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Fig.. 8 Standard deviations (normalized by the GA search bounds) of the SIM1, SIM2 and EXP inversion 
results.. The upper plot corresponds to results obtained by GA only1, whereas the lower plot 
correspondss to the application of GA followed by DHS. The error bars indicate the statistical errors 
onn the standard deviations. 



147 7 

7.55 Cramer-Rao bound s 

Thee theoretical lower limi t on the parameter uncertainties is assessed by determining the 
Cramer-Raoo bounds (CRB).9,16"18 They are determined by the amount of noise in the data and 
thee sensitivity of the propagation to each of the parameters. Parameters that highly influence 
thee propagation, i.e., those parameters that are well estimated, have a lower susceptibility to 
thee noise (and vice versa). 

Thee Cramer-Rao bounds are calculated from the Fisher information matrix J, the entries of 
whichh are 

JJtjtj=Tr =Tr 
ff -,,_xdK(m)1,_1,_xaK(iii) >l 

K - ( m ) ^ ^ K - , ( m ) --
^^ am1 dm} 

(2) ) 

withh m the vector containing the unknown parameters, K(m) the covariance matrix of the 
receivedd signal, i.e., signal and noise, and 7> denoting the trace of the matrix. The mean 
squaree errors or parameter uncertainties are bounded from below by the diagonal terms of the 
inversee of J, i.e., considering the uncertainty for the /*  parameter a,, the following relation 
applies s 

«^M **  (3) 

Thee covariance matrix K consists of both a noise and a signal contribution: 

K(m)) = K„(m) + K,(m) (4) 

withh K„  the noise covariance matrix, and K5 the signal covariance matrix, which both depend 
onm. . 

Ann approach for calculating the CRB would be to use the real measured data for K, which 
containss both the signal and noise contribution. Acoustic models must then be used for 

calculatingg the partial derivatives ~—1—— and —r2 . However, the difficulty of this 
dm.. ami 

approachh is that the parameter set m used in the calculation of the partial derivatives consists 
off  estimates for the true ocean environmental parameters, whereas K as obtained from the 
measurementss corresponds to the true ocean environmental parameters. Consequently, the 
partiall  derivatives are determined for a parameter set m that wil l in practice differ from the 
parameterr set that corresponds to K. Since there is no way to interpret these results, a different 
approachh is selected as described below. 

First,, the total covariance matrix is normalized by Tr(Ks) 

KK  = - £ * - + — ^ - (5) 
7>(K.)) SNRTr(K„) 

wheree the signal-to-noise ratio SNR is given by 
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SNR-Z3L1SNR-Z3L1 (6) 
7>(K„) ) 

whichh equals the averaged intensity SNR at the hydrophone level. 
Thee signal covariance matrix K^ is determined theoretically according to 

K i (m)) = p£.o/;(m)Ptfl/£.(m) (7) 

withh pcaic a row vector containing the calculated acoustic pressures for parameter set m 
calculatedd by the normal-mode model. 

NoiseNoise is known to originate from several distinct mechanisms, i.e., surface-generated 
ambientt noise, discrete interfering sources, and, equipment noise. Since dedicated noise 
experimentss were also carried out, we have used this measured noise for determining K„ : 

K„„  =< P„*P„  > (8) 

withh p„  the measured pressure field containing noise only, and <> indicating the mean. Since 
thee noise conditions varied with time, noise recorded at relevant times during the experiment 
iss considered. 

AA problem when using measured noise data for determining K„  is that its partial 
,,  , ™ 3K„(m) ., . dK(m) , , 
derivativess are unknown. The —z~- -contribution to ——̂—- is assessed through 

amamii dm, 
simulationss using an ambient noise model based on normal modes.9 It is found that including 
dKn(m) ) 

dm, dm, 
inn Eq. (2) results in a small reduction of the CRB. We neglect the noise contribution 

too ——-—-, and keep in mind that the real CRB are somewhat lower. 
dm, dm, 

Sincee there are no analytical expressions for , these are calculated numerically. 
dm, dm, 

Appropriatee values for the derivatives were obtained by subsequently decreasing the 
incrementss dm,, which assures the CRB to stabilize. 

Equationn (2) is the CRB for a single frequency, for which we select 400 Hz. 
Forr determining the SNR in Eq. (5) we have to account for the fact mat during the 2-km 

experimentt the noise level varied significantly with time due to the presence of INS Ciclope, 
whichh was sailing back and forth along the acoustic track. The SNR was estimated from 41 
noisee data snapshots that were recorded at times close to the 41 data snapshots used for the 
EXPP inversions. The resulting SNR is plotted in Fig. 9 together with the distance of the INS 
CiclopeCiclope to the VA. The strong correlation between SNR and distance shows that noise 
radiatedd by INS Ciclope dominates, i.e., the interfering noise is originating from a discrete 
source.. Note that the SNR always exceeds ~103 (> 30 dB). 
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Fig.. 9 SNR for 400 Hz, and distance of INS Ciclope from the VA. 

Thee influence of INS Ciclope on the noise signal can also be observed from the noise 
covariancee matrices. These are shown in Fig. 10 for INS Ciclope 'far away' from the VA 
(distancee ~7 km), and INS Ciclope very close to the VA (distance few 100 m), respectively. 
Alsoo presented in this figure are noise covariance matrices for a single interfering noise 
sourcee and for sea surface noise. The latter is calculated using the above-mentioned ambient 
noisee model. The structure of the measured covariance matrices strongly resembles that of the 
discretee noise source instead of that of the 'sheet' noise source (i.e., the sea surface). 
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Fig.. 10 Top panels: Absolute values of measured noise covariance matrices (at 400 Hz) for INS Ciclope 
'farr away' (distance to VA 7 km) and 'close by' (distance to VA few 100 m). Lower panels: Absolute 
valuess of modeled noise covariance matrices (at 400 Hz) for a discrete interfering noise source and 
forr sea surface noise (i.e., a 'sheet' source). 
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Figuree 11 shows the resulting CRB for the highest and the lowest SNR encountered. For 
comparison,, also the parameter uncertainty corresponding to EXP inversions using 400-Hz 
dataa only are shown, together with the standard deviations corresponding to the inversions 
usingg the four frequencies. These are somewhat lower than those corresponding to the 400-Hz 
inversions.. The CRB are far below (~ 2 orders of magnitude) the uncertainty in the parameter 
estimates,, and therefore the theoretical lower limit on the parameter uncertainties is by far not 
reached.. The similarity in shape between the uncertainties in the inversion results and in the 
CRB,, however, demonstrates the value of the CRB calculations. 

-- 400 Hz results 

resultss using 4 frequencies 

Fig.. 11 Left plot: Cramer-Rao bounds for 400 Hz (shaded area). For comparison the right plot shows the 
standardd deviations of the corresponding single-frequency inversion results as a solid line. The 
dashedd line indicates the parameter uncertainty of the multi-frequency inversions (i.e., the EXP 
inversions).. Note that contrary to Fig. 8, no normalization is applied to the parameter uncertainty. 

7.6 6 Conclusions s 

Inn this paper we present an assessment of the uncertainty of the parameter estimates obtained 
throughh matched field inversion of real acoustic data. In (Snellen1), we discussed matched 
fieldfield inversion results obtained by applying a genetic algorithm as a global optimization 
method.. In (Snellen1) it was argued that the parameter uncertainty originates from the 
imperfectt optimization method, oceanographic variability, and noise in the data. In the current 
paperr it is definitely shown that through the additional application of the downhill simplex 
methodd as a local optimization method, the parameter uncertainty is reduced considerably. 
Figuree 8 shows that the residual parameter uncertainty due to the imperfect optimization 
methodd alone (SIM1) is negligible. 

Thee observed parameter uncertainty of the multi-frequency EXP inversions can largely be 
explainedd by oceanographic variability (SIM2 inversions, see Fig. 8), although a gap between 
thee EXP and SIM2 accuracy exists. Although the SNR was found to be high, noise is a 
possiblee contributor to the parameter uncertainty. Another possible explanation for the gap 
betweenn the EXP and SIM2 parameter uncertainty can lie in the simplification of the 
environmentall  parameterization, particularly with regard to the geo-acoustic model of the sea 
floor.floor. Other possible sources of temporal variability that can contribute to the parameter 
uncertainty,, and that are not modeled, include sea surface wave interaction, internal wave 
interactions,, the spatial variability in the water column sound speed and tidal effects. 
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Chapterr 8 

Inversionn for geo-acoustic bottom parameters and 

thee water column sound speed profileE 

Abstract t 

Thiss paper discusses estimates for geo-acoustic bottom parameters and sound speeds in the 
waterr column obtained through matched field inversion (MFI) of shallow water acoustic data. 
Inn MFI measured acoustic fields are compared with acoustic fields calculated by a 
propagationn model for many sets of parameter combinations. A genetic algorithm was used 
forr solving this optimization problem. The sound speed profile in the water column was 
representedd using empirical orthogonal functions. MFI was applied to multi-tone data (200-
6000 Hz) received at a vertical hydrophone array. The acoustic source was fixed at a range of 2 
km.. For obtaining independent measurements, a CTD-chain was towed along the acoustic 
trackk simultaneously with the acoustic transmissions to monitor oceanographic variations. 
Manyy snapshots of acoustic data received within a period of 8 hours were inverted. The 
resultingg parameter estimates compare well with the independent measurements, i.e., a 
seismicc survey for the geo-acoustic parameters and the CTD-chain data for the inverted water 
columnn profiles. 

8.11 Introductio n 

Matchedd field inversion (MFI) is a technique for obtaining information on unknown 
parameterss that influence the propagation of sound under water. When employing MFI, a 
measuredd acoustic field is compared with acoustic fields that are calculated by a propagation 
modell  for many sets of unknown parameters. Since the amount of possible parameter 
combinationss is huge and there are many local optima, global optimization methods are 

EE The work described in this chapter was presented in "Inversion for geo-acoustic bottom parameters and the 
waterr column sound speed profile using broadband shallow water data," Proceedings of the Undersea Defence 
Technologyy Conference, Hamburg, 26-28 June, 2001 
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neededd for guiding the search for the set of unknown parameters that results in an optimum 
matchh between both acoustic fields. An important application of MFI is geo-acoustic seabed 
parameterr estimation. Another application of MFI lies in the field of ocean acoustic 
tomography,, where the goal is to obtain information on the sound speeds in the water 
column. . 

Thee analysis presented in this paper deals with acoustic data that were acquired during the 
ADVENT999 MFI sea trial.4,5 This sea trial has been jointly conducted by SACLANT Centre 
andd TNO-FEL on the Adventure Bank, south of Sicily, in April/May 1999. In (Snellen4) 
resultss of inversions of the ADVENT99 acoustic data for both geo-acoustic and geometric 
parameterss are presented. The majority of the unknown parameters could be estimated very 
accuratelyy through inversion and were in good agreement with the independent 
measurements.. The main objective of the analysis presented in this paper is to investigate 
whetherr MFI techniques can also be applied to the ADVENT99 acoustic data for tomographic 
purposes,, i.e., for obtaining information on the sound speeds in the water column. To this end, 
thee sound speed profiles are constructed through the use of empirical orthogonal functions 
(EOFs)) that are efficient basis functions for describing a set of water column sound speed 
profiles.. For investigating how many of the EOFs are needed for a sufficient representation of 
thee water column sound speed profiles, the effect of employing an increasing amount of EOFs 
inn the inversions is investigated. 

8.22 The ADVENT99 experimen t 

Inn this paper we consider data for which the range between source and receiver was about 2 
km.. The position of the source during this experiment was 37° 17.966' N, 12° 15.588' E. The 
receivingg system was positioned at 37° 17.883' N, 12° 14.207' E. This experiment took place 
onn May 2 1999 from 12:37 to 20:17 UTC time. 

Thee source used for the acoustic transmissions was mounted on a tower construction that 
wass moored on the sea bottom for keeping it at a fixed position. The receiving system 
consistedd of a vertical array (VA), containing 64 elements and spanning 62 meters of the 
waterr column. Both low-frequency (200-800 Hz) and high-frequency (800-1600 Hz) multi-
toness and LFM sweeps have been transmitted. In this paper only the low-frequency multi-
toness are considered. 

Duringg the experiment also many non-acoustic measurements have been carried out to 
obtainn information on the ocean environment. These environmental measurements include 
CTDD casts and waverider measurements. The bathymetry of the trial's area was measured 
withh the ship's echosounder, showing virtually no variation in water depth along the 2-km 
trackk (depth 77-79 m). Further, a CTD-chain was towed back and forth along the acoustic 
track.. From the CTD-chain measurements the sound speed as a function of depth in the water 
columnn can be determined along the acoustic track. Since the tow ship was moving, both time 
andd position are different for the succeeding CTD-chain measurements. Also, an extensive 
seismicc survey was carried out, thereby obtaining independent geophysical information on the 
seabed.. Use was made of a boomer type sound source and the signals were received on a 
multi-channell  seismic streamer. Using a multi-channel receiving array allows for estimating, 
besidess the layering of the seabed, also the sound speeds of the different layers. The multi-
channell  seismic data analysis indicated a strong reflector at approximately 6 m depth. The 
soundd speed in this thin layer amounts to (1554  35) m/s.4 
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8.3 3 Empiricall orthogonal functions 

Inn the field of oceanography a technique has been developed for deriving efficient basis 
functionss that completely describe large sets of sound speed profiles.1 These basis functions 
aree called empirical orthogonal functions (EOFs). 

Thee sound speed profiles used for the current EOF analysis are the CTD-chain 
measurements.. Since the tow ship was sailing back and forth along the acoustic track several 
setss (7 in total) of CTD-chain measurements were obtained. For illustration purposes, Fig. 1 
showss the measurements along six of these tracks. 

timee = 14:26-14:41 

12.2555 12.25 12.245 
longitudee (degrees E) 

12.2555 12.25 12245 
longitudee (degrees E) 

Fig.. 1 Sound speed (in m/s) as a function of longitude and depth and time (UTC) as derived from the 
CTD-chainn measurements. The horizontal axes range from the source position to the vertical array 
position. . 

Thee EOFs are the eigenvectors v*  of the covariance matrix R of N sound speed profiles c„ 
(«« = 1 : N), calculated through 

11 A' 
Ac„(z,)2 2 

_Ac„(zA.)Ac„(z,))

 Ac„( zi)Acn(
z
K) 

Ac„(zJ2 2 

(1) ) 

withh [c„  - c] a column vector. K is the amount of depth points in the sound speed profiles and 

Zk(k=Zk(k= 1: K) denotes the depth in the water. Superscript Tindicates the transposed, c is the 
meann water column sound speed profile, obtained by taking the mean of all sound speeds at 
eachh depth. Ac„  {zk) is the deviation from the mean of sound speed profile c„  at depth zk. 
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Thee first subplot of Fig. 2 shows the eigenvalues of R (divided by the largest eigenvalue). 
Sincee the mean sound speed profile was subtracted from the measured profiles in the 
calculationn of R, its eigenvalues are measures for the amount of variability that is accounted 
forr by the corresponding EOFs. It is seen that the first three eigenvalues are large compared to 
thee remaining eigenvalues. To further investigate this, the cumulative sum of eigenvalues is 
calculated.. The result is shown in the second subplot of Fig. 2 as the cumulative percentage of 
thee total sum of eigenvalues. For the CTD-chain data, the first three eigenvalues are seen to 
accountt for 90 % of the variability. This means that 90 % of the variability in the sound speed 
profiless is represented by the first three EOFs, thereby clearly demonstrating the efficiency of 
thee EOFs as basis functions. 
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300 40 
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Fig.. 2 Eigenvalues of the covariance matrix R, divided by the largest eigenvalue (upper subplot). The 
lowerr subplot shows the cumulative percentage of the total sum for increasing amount of 
eigenvalues. . 

Figuree 3 shows the EOFs corresponding to the four highest eigenvalues. The EOFs are 
normalizedd such that their norm equals 1. 
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Fig.. 3 The EOFs corresponding to the four highest eigenvalues. The EOFs are normalized such that their 
normm equals 1. 

Eachh of the measured sound speed profiles can be written as a sum over the EOFs v* 

(2) ) 
*=1 1 

Thiss can also be written as 

c„„  = c +Van (3) ) 

withh a„  the n column of the (KxN) matrix that contains the EOF coefficients c&.„, and V the 
(KxK)(KxK) matrix containing the EOFs v*  as columns. The EOF coefficients can then be found 
accordingg to 

oo = V - ' c - c (4) ) 

Inn Eqs. (3) and (4) we have used all EOFs, thereby completely reproducing the original 
soundd speed profiles. However, from Fig. 2 it was concluded that the major part of the 
variabilityy is contained in only a few EOFs. It is therefore legitimate to approximate the sound 
speedd profiles by accounting only for the EOFs that correspond to the large eigenvalues. The 
nn profile is then estimated according to 

cc + 2X" v* * (5) ) 

c„„  is the approximation for the n sound speed profile c„  and v*  (k - 1 : G) are the EOFs 
thatt correspond to the G largest eigenvalues. 

Byy accounting only for the EOFs that correspond to the large eigenvalues, we can optimize 
forr only a few EOF coefficients, instead of having to optimize for all depth points of the 
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soundd speed profile. Since the amount of depth points usually is in the order of a hundred, this 
impliess a significant decrease in the amount of unknown parameters. For the forward acoustic 
calculationss in the inversions we will represent the sound speed profile employing only 1, 2, 
andd 3 EOFs, i.e., G = 1,2 and 3, respectively. 

8.44 The inversion method 

Forr the forward acoustic model calculations a normal-mode model has been applied. Range-
independentt calculations are performed since the water depth along the 2-km acoustic track is 
virtuallyy constant, and we further assumed that both the geo-acoustic parameters and the 
soundd speed profile can be taken constant along the acoustic track. 

AA genetic algorithm is used for the global optimization. The data used for the inversions 
weree transmitted at 15-min intervals and spanned the total duration of the experiment (8 h). 
Thee resulting 41 snapshots of 2 seconds of acoustic data were selected from the received time 
seriess and were fast Fourier transformed into the frequency domain. The energy function to be 
minimizedd is based on the incoherent multi-frequency Bartlett processor , employing the data 
att the frequencies 200, 300, 400 and 600 Hz. 

Inn (Snellen4) results of inversions of the same acoustic data are presented. These inversions 
havee been carried out for in total 11 unknown geo-acoustic and geometric parameters. Figure 
44 shows the model for the ocean environment and the 11 unknown parameters. 

ff  \ WATER 

; ; 
f f 

hsed d 

i,sed d 

P P 

P P 

a a 

a a 

N N 
11 e 

^2,scd d 

% % 

((( ( 

SEDIMENT SEDIMENT 

SUBBOTTOM SUBBOTTOM 

( f 0 | * * 

Fig.. 4 The unknown parameters to be inverted. 

Forr the current analysis we have inverted for the same 11 unknown parameters, plus the 
unknownn parameters of the water column sound speed profile. As mentioned in the previous 
section,, the sound speed profile used for the forward acoustic calculations is represented using 
1,, 2 and 3 EOFs, respectively. These are the EOFs corresponding to the three highest 
eigenvaluess and together they account for 90 % of the variation in the sound speed profiles. 
Thee coefficients of these EOFs are the unknowns that have to be determined through 
inversion.. This gives a total of 12, 13, and 14 unknown parameters, respectively. In the 
followingg we will denote the unknown EOF coefficients as a\, a2 and «3. For example, when 
representingg the water column sound speed profile by 3 EOFs, the water column sound speed 
profilee c is then calculated as 

cc = c + a,v, +a2\2 +a,v (6) ) 
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8.55 Result s 

Ass mentioned in the previous section we have done inversions for 11 geo-acoustic and 
geometricc parameters, and up to three EOF coefficients. 

Figuree 5 shows for 8 of the geo-acoustic and geometric parameters the inversion results as 
aa function of geo-time. We have not shown the results for the remaining 3 geo-acoustic 
parameters,, viz., lower sediment sound speed (c2,sed), sub-bottom sound speed (cf,) and 
sedimentt thickness (hxd), since these could not be determined (see (Snellen ) for details). 
Figuree 6 shows the estimates for ct\ as a function of time, employing 1, 2 and 3 EOF 
coefficientss as unknowns, respectively. Figure 7 shows the estimates for a-i and a^. The ranges 
off  the y-axis of these 3 figures correspond to the parameter search bounds. 

Thee results shown in Fig. 5 are obtained from inversions where only the first EOF 
coefficientt was used as the unknown water column sound speed parameter, i.e., the sound 
speedd profile used for the forward calculations is represented only by the EOF that 
correspondss to the highest eigenvalue. The results of the inversions where the sound speed 
profilee was represented using 2 and 3 EOFs are similar and are therefore not shown. 

Sincee the experimental configuration is stationary, all unknown parameters (except for the 
EOFF coefficients and the array tilt 6, which might vary due to varying currents) should be 
constantt with time. Therefore the inversion results can be used for determining the mean and 
standardd deviation of the 41 estimates for each parameter. Assuming statistically independent 
observations,, also the standard deviation of the mean (ow^) can be determined according to 

std std 
aa-~is-~is  (7) 

withh M the number of observations (here equal to 41), and std the standard deviation of the M 
observations.. In Table I at the end of this section, the means of the 41 inversion results and 
theirr corresponding uncertainties are presented. This uncertainty is taken as 2 times Gmean. In 
Tablee I also the means and their uncertainties obtained from the inversions presented in 
(Snellen4)) are presented for each parameter. Since these results were found to be in good 
agreementt with independent measurements, such as the seismic measurements, we will use 
themm for comparison with the current results. For all parameters, except for the density, the 
meanss obtained from inversions with and without including EOF coefficients fall together 
withinn the uncertainty. The estimates for the array tilt obtained from the 2 sets of inversions 
coincide.. It can be concluded that the inclusion of water column sound speed parameters in 
thee inversion does not have a statistically significant influence on the estimates for the geo-
acousticc and geometric parameters, except for the bottom density for which a somewhat 
higher,, though significant, value is obtained. Simulations show that this is not caused by the 
changee in sound speed profile in a direct way. The increase in density must therefore be 
causedd by a shift in the optimum values of the other parameters. However, as mentioned 
above,, the inclusion of water column sound speed parameters in the inversion did not have a 
statisticallyy significant influence on the estimates for the other parameters. Therefore, the shift 
inn the value for the bottom density must be due to a significant shift in a certain combination 
off  parameters. We have not identified the particular combination of parameters that causes the 
shift. . 
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Fig.. 5 Parameter estimates as a function of time obtained from inversions employing 11 geo-acoustic and 
geometricc parameters and 1 EOF coefficient as unknowns. 
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Fig.. 6 Estimates for the coefficient of the first EOF (ai) as a function of time, representing the sound 
speedd profile using 1, 2 and 3 EOFs, respectively. 
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Fig.. 7 Estimates for the coefficients of the second (82) and third EOF (a3). 

Inn order to determine how many EOFs are needed to represent the sound speed profile, we 
havee investigated whether a trend is present in the estimates for the EOF coefficients as a 
functionn of time. This trend then reflects variations with time of the sound speed structure 
alongg the acoustic track. Although there is a difference in the exact behavior of a\ as a 
functionn of time, a similar trend in the a\ estimates can be seen for the 3 different inversions 
byy visual appraisal of Fig. 6. No trend appears to be present in the estimates for «2 and 03. To 
furtherr investigate the existence of trends in the EOF coefficient estimates we have applied a 
strictt mathematical test to the results of Figs. 6 and 7. The basic principal behind this test is to 
fitfit  the data with a polynomial of increasing degree m. For these polynomials, that are fitted to 
thee data in a least squared sense, the measure D for the deviation between fit and data is 
calculated8 8 

D-D-
MM ggit,)-Fit,)-F mm{{tltl)Y )Y 

(M-m) (M-m) 
(8) ) 

withh ag(t,) (g = \:G) the ith estimate (out of M(41)) for the g,h EOF coefficient and Fm(t,) the 
valuee of the polynomial of degree m at time tp If a trend is present in the data, employing 
polynomialss of increasing degree will result in a decrease of D, up to a certain value of m. 
Usingg a polynomial fit  of a higher degree will fit  to the noise on the data, but will not result in 
aa further decrease of D. The resulting plateau value for D is the standard deviation of the 
noise,, viz., arbitrary fluctuations, in the data. 

Figuress 8 and 9 show D as a function of polynomial degree. From Fig. 8 it can be seen that 
indeedd a trend is present in the estimates for a\. This trend becomes less pronounced when 
invertingg for more EOF coefficients. This can be due to the increased amount of unknowns, 
makingg it more difficult to find the global optimum. It can also be the result of correlations 
betweenn the EOF coefficients. As can be seen from Fig. 9 no trends are present in the 
estimatess for «2 and ai, i.e., D starts at the plateau value of the standard deviation of the noise 
onn the data. It is therefore concluded that it is sufficient to represent the sound speed profile 
usingg the first EOF only. Another indication that a single EOF is sufficient for representing 
thee sound speed profile is that the energy function values obtained after the inversion do not 
decreasee when inverting for more coefficients (not shown here). Including more EOF 
coefficientss results in more ambiguity and therefore less pronounced trends, but does not 
enablee a better fit  to the data. 
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Fig.. 8 D as a function of polynomial degree used for the fit of the ai estimates. 
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Fig.. 9 D as a function of polynomial degree used in the fit of the a2 and a3 estimates. 

Inn Fig. 10 the water column sound speed profiles that result from the inversions of the 41 
snapshotss of data are shown. These profiles c(/j) are determined using Eq. (6), but now 
employingg only the first EOF 

c(r,)) = c + a,(r,)vl (9) ) 

Ass expected, since the a\ coefficient shows a trend, also these inverted sound speed 
profiless clearly exhibit a trend. For investigating whether this corresponds to an actual 
variationn with time of the sound speed structure along the acoustic track, a comparison with 
measurementss has to be made. For these measurements we have used the 7 means of the 
CTD-chainn measurements carried out along the 2-km acoustic track, which are shown in Fig. 
11.. Clearly similar trends are seen in both the inverted and measured sound speed profiles. 
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Fig.. 10 Inverted water column sound speed profiles. 
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Fig.. 11 Measured water column sound speed profiles. These are the mean values of CTD-measurements 
alongg the 2-km acoustic track. 
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Tablee I The 11 unknown geometric and geo-acoustic parameters. The third column gives the means and 
uncertaintyy for the results obtained when inverting for the 11 geo-acoustic and geometric 
parameters,, and 1 EOF coefficient. The last (fourth) column gives the means and corresponding 
uncertaintyy for the results presented in (Sneller)4) (no EOF coefficients included). . 

Parameter r 

Upperr sediment sound speed 
Sedimentt thickness 
Lowerr sediment sound speed 
Sub-bottomm sound speed 
Density y 
Attenuationn constant 
Source/receiverr range 
Distancee of source to sea bottom 
Tiltt angle 
Waterr depth 
Distancee of deepest hydrophone to sea bottom 

Symbol l 

Cf.sed d 

h&xt h&xt 

C2,sed C2,sed 

Cb Cb 

P P 
a a 
h h 
A A 

e e 
HHw w 

hi hi 

vnean(2(Jvnean(2(Jmeanmean) ) 

1561.11 (3.8) 
18.2(1.8) ) 
16622 (15) 
1759(24) ) 
1.5200 (0.043) 
0.5055 (0.041) 
21988 (20) 
3.7666 (0.066) 
--
80.122 (0.38) 
9.922 (0.22) 

mean(2<Tmea„) ) 

1556.3(4.6) ) 
16.55 (2.0) 
16633 (15) 
1735(24) ) 
1.405(0.032) ) 
0.4822 (0.042) 
21866 (20) 
3.7722 (0.067) 
--
79.899 (0.36) 
10.00(0.20) ) 

8.66 Summar y and conclusion s 

Inn this paper we have presented matched field inversion results where the unknown 
parameterss comprise of geometric, geo-acoustic, and water column sound speed parameters. 
Thee water column sound speed parameters consist of the coefficients of empirical orthogonal 
functionss (EOFs). Since the EOF analysis of the CTD-chain data showed the first three EOFs 
too describe 90 % of the variation in the sound speed profiles, we have employed up to three 
EOFss for calculating the water column sound speeds used for the forward acoustic model 
calculations. . 

Inclusionn of water column sound speed parameters as unknowns did not result in a shift for 
thee majority of the geo-acoustic and geometric parameters compared to inversions where the 
optimizationn was done for these geo-acoustic and geometric parameters only. The inverted 
parameterss are in good agreement with independent measurements. 

Thee inversions including 1 and 2 EOF coefficients showed a trend (with time) in the 
estimatess for the coefficient a\ of the first EOF. Employing a strict mathematical test clearly 
revealedd this trend in a\ estimates. The trend in a\ estimates becomes debatable when 
employingg 3 EOFs. The test also showed that no trends are present in the estimates for the 
secondd and third EOF coefficient. Therefore we have concluded that for the data considered in 
thiss paper, with a source/receiver distance of 2 km and winter conditions (typical variations of 
~~ 4 m/s in sound speed over the water depth), representing the water column sound speed by 
thee first EOF only is sufficient for describing temporal variations in the water column sound 
speedd profile. 

Forr investigating whether the trend in a\ corresponds to an actual trend in the sound speed 
structuree along the acoustic track, the inverted sound speed profiles have been compared to 
measuredd sound speed profiles. Although the measured sound speed profiles comprise of a 
veryy limited set, the measured and inverted profiles show a similar behavior with time. It can 
thereforee be concluded that matched field inversion techniques can be applied for estimating 
waterr column sound speeds. 
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Chapterr 9 

Bottomm classification capabilities of matched field 

inversion n 

9.11 Introductio n 

Inn the previous chapters the matched field inversion (MFI) technique has been applied to 
obtainn geo-acoustic bottom parameters. Two environments have been considered, being the 
areaa north of Elba (Chapter 5), and the Adventure bank (Chapter 6 to Chapter 8). In this 
chapterr we will apply MFI to a new set of data in order to investigate whether it is an 
appropriatee method for estimating seabed parameters for a range of bottom types. In Chapter 
1,, one of the applications of MFI was said to be bottom classification, and the work presented 
heree can be seen as a demonstration of the MFI bottom classification capabilities. Use is made 
off  data obtained during the MAPEX trial as carried out by SACLANT Centre in 
November/Decemberr 2000. (MAPEX is an acronym for 'Malta Plateau Experiments'). 

Severall  sets of experiments were carried out during MAPEX. The experiments considered 
heree are dedicated MFI experiments using the vertical line array (VA) as the receiving system. 
Inn order to obtain sets of data in environments with different bottom types, the array has been 
deployedd at several sites. The availability of data recorded at different sites with different 
bottomm types allows for assessing me robustness of MFI with respect to bottom type. In 
Sectionn 9.2 the MAPEX sites, three in total, are summarized and a brief description of 
informationn available on these sites, obtained from literature, is presented. This information is 
usedd as 'groundtruth', necessary when assessing the performance of MFI as a bottom 
classificationn technique. 

Inn Section 9.3 the inversion method is briefly described. Section 9.4 presents the results of 
thee inversions. Section 9.5 provides an overview of the inversion results, together with a 
comparisonn of the results with the information obtained from literature. Finally, Section 9.6 
illustratess the need for accurate bottom information by means of two applications, viz., source 
localizationn and sonar performance prediction models. 

9.22 The MAPEX experiment s 

AA summary of the VA deployments of the MFI experiments is given in Table I. The sound 
sourcee was towed by NRV Alliance at mid-water depths. The source transmitted, amongst 
otherr signals, multi-tones comprising the frequencies 200, 275, 350, 425, 500 and 575 Hz. 
Usee is made of these multi-tones only. 
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Figuree 1 shows the area of the experiment. Circles indicate the VA deployment positions. 
Alsoo indicated are the array positions of two previous experiments, i.e., En Verse 97 and 
ADVENT99. . 

a> > 
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38 8 

ADVENT99 9 

EnVerse97 7 

Malta a 
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longitudee (decimal degrees) 

15 5 16 6 

Fig.. 1 Area of MAPEX experiments. Circles indicate the MAPEX VA deployment positions. Also indicated 
aree the VA deployment positions (+) of two previous experiments, carried out on the Adventure 
Bank,, viz., EnVerse 97 and ADVENT99. 
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Tablee I Relevant VA deployments during the MAPEX trial. 

Site e 

Malta a 
platea u u 
Nort hh Elba 
Southeas t t 
Elba a 

Date e 

222 Novembe r 2000 

299 Novembe r 2000 
300 Novembe r 2000 

Julia nn day 

327 7 

334 4 
335 5 

VAA latitud e 
(degr ) ) 
36.44455 5 

42.95755 5 
42.63712 2 

VAA longitud e 
(degr ) ) 
14.776 6 

10.165 5 
10.699 9 

Waterr  dept h (m) 

130 0 

121 1 
126 6 

AA limited literature survey on available geo-acoustic information for the shallow water 
sitess mentioned above has been carried out. A total of 7 independent open sources of 
informationn were considered (see Table II). It should be noted that the geographical positions 
correspondingg to the geo-acoustic information presented in these references do not exactly 
coincidee with VA deployment positions given in Table I. 

Tablee II Summary of the literature considered. 

Referenc e e 
1 1 
2 2 

3 3 
4 4 
5 5 
6 6 

7 7 

Area a 
Maltaa platea u 
Maltaa platea u 

Northh Elba 
Northh Elba 
Northh Elba 
Southeas t t 
Elba a 
Southeas t t 
Elba a 

Position s s 

36  17.7' N, 14  42.6' E (cor e 255) 
36  18.0"  N, 14  53.3' E (cor e 257) 
36  24.8' N, 14  38.4' E (cor e 258) 
43  10'N , 10  7'E 
43  2.86' N, 10  10.01'E 
43  2.86'N, 10  10.01'E 
42  38.5'N , 10  47' E (cor e 8) 
42  36'N , 10  53'E (cor e 9) 
42  37.5' N, 10  42' E 

Metho d d 
Cores/grabs/seismi cc surve y 
Cores s 

Cores s 
Inversio nn resul t 
Inversio nn resul t 
Core e 

Inversio nn resul t 

Appendixx E provides the detailed results of the literature survey. A summary is presented in 
Tablee III , and gives an overview of the upper sediment (0-3 m into the sediment) sound speed 
valuess encountered. The reason for considering the upper sediment sound speeds is that, in 
general,, these can be used for bottom classification purposes. For the Malta Plateau a large 
spreadd of values for the sediment sound speed is found. Note, however, that the cores from 
whichh this information is partly derived (see Table II) are taken at large distances apart. 

Tablee III Summary of the different areas at which experiments have been carried out, the bottom type, and 
thee range of sediment sound speeds for each of the areas as obtained from literature. 

Site e 
Maltaa Plateau 
Nort hh of Elba 
Southeas tt  of Elba 

rang ee of sedimen t soun d speed s (m/s) 
1500-1700 0 
1450-1580 0 
1457-1485 5 

9.33 Acousti c inversio n metho d 

Forr the forward calculations the normal-mode model has been applied. The environment was 
takenn to be range-independent. The model for the ocean environment is taken equal to that of 
thee previous chapters (see e.g. Fig. 12 of Chapter 5), and results in 11 unknown parameters. 

Thee sound speed profile used in the inversions was measured by NRV Alliance while she 
wass towing the source at times close to the time of the transmissions. The energy function that 
iss minimized in the optimization is based on the multi-frequency Bartlett processor (see e.g. 
Chapterr 3), employing three frequencies, being 200, 275 and 425 Hz. The pressure fields at 
thesee frequencies were obtained by fast Fourier transformation of 0.5 seconds of data into the 
frequencyy domain. The snapshot length of 0.5 seconds was selected such that the effect of the 
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sourcee displacement on the received signals can be neglected. Data transmitted at 2-km range 
fromfrom the receiver has been used for the inversion. The optimization is carried out using the 
geneticc algorithm (GA), followed by the downhill simplex algorithm (DHS). DHS was 
applied,, using the best parameter set found by GA as input. The DHS algorithm was restarted 
threee times. 

AA difference with the inversions of the ADVENT99 data is that now only a relatively small 
amountt of inversions were carried out. Instead of the five independent runs, here the amount 
off  independent runs was increased until repeatability of, and thereby confidence in, the 
solutionn was obtained. This approach was selected in view of the bottom classification 
application,, where one is interested in obtaining a quick estimate for the bottom properties. 

9.44 Result s 

9.4.11 Malta Plateau 
Dataa transmitted at 2-km distance of the VA, were used for the inversions. Three independent 
inversionss have been carried out. Table IV presents the inversion results, i.e., the parameter 
estimatess obtained after applying both the GA and DHS. Also the corresponding values for 
thee energy function are given. 

Tablee IV Estimates for the unknown parameters obtained from the three independent runs after applying 
bothh GA and DHS, and the corresponding values for the energy function {last row). 

Ci.sedCi.sed  (m/S) 
rtsedfm) rtsedfm) 
C2,sedC2,sed  (m/S) 

ccbb (m/s) 
PP (g/cm3) 
a(dBA) ) 
rrss(m) (m) 
zs(m) ) 
0(degr) ) 
Hw(m) ) 
h,(m) h,(m) 
E E 

#1 1 
1556 6 
23 3 
1563 3 
1704 4 
1.88 8 
0.10 0 
2137 7 
55 5 
-0.2 2 
127 7 
13 3 
0.16 6 

#2 2 
1556 6 
24 4 
1565 5 
1636 6 
2.30 0 
0.26 6 
2096 6 
55 5 
-0.4 4 
125 5 
13 3 
0.18 8 

#3 3 
1547 7 
21 1 
1551 1 
1766 6 
2.23 3 
0.08 8 
2067 7 
54 4 
-0.4 4 
124 4 
12 2 
0.17 7 

Inn order to get an indication of the accuracy of the parameters estimates, one could look for 
eachh parameter at the deviation between the three estimates #1, #2, and #3. A large deviation 
impliess that the parameter either has only a minor influence on the propagation, or that there 
aree several values for that parameter that correspond to low values for the energy function, 
i.e.,, there are local minima. However, this approach provides no overview of the parameter 
landscape,, and therefore we look at the a posteriori distributions. These show for each 
parameterr the values obtained after the optimization, weighted by the corresponding energy 
functionn value, and thereby give an overview of all parameter values (in the search domain) 
thatt correspond to low values for the energy function. The weighting is applied according to 
thee Boltzmann distribution, equal to the weighting applied in the GA optimization. Detailed 
informationn on these a posteriori distributions is provided in Chapter 3. 

Figuree 2 shows the a posteriori distributions corresponding to all GA inversion results. 
Thesee comprise all elements of the final populations for the three independent inversions, i.e., 
theyy are determined by accounting for 3x128=384 parameter combinations. The weighting 
wass chosen similar to that of Chapter 3, viz., T in Eq. (12) of Chapter 3 is taken as the lowest 
energyy function value. The x-axes of Fig. 2 indicate the search areas. It is seen that the upper 
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sedimentt sound speed is quite well determined, with values ranging from about 1530-1560 
m/s.. Also the lower sediment sound speed shows a small spread. The sub-bottom sound speed 
andd the density are not determined accurately. However, nearly all values are higher than 1.5 
g/cm3.. For the attenuation most values are below 0.5 dB/A.. Source depth and tilt are 
determinedd unambiguously. In the estimates for range and water depth two peaks are seen. 
Thee peaks at -2040 m source/receiver range and -123 m water depth correspond to higher 
valuess for the energy function than the peaks at -2120 m range and - 126 m depth, which are 
inn agreement with the DGPS and echosounder measurements. 

Ass in Chapter 7 also the sound speed gradient in the sediments has been determined. The 
lowest,, most right subplot shows the sound speed gradient in the sediment as obtained from 
thee inversions. The gradient is not obtained directly, but is calculated from the optimized 
sedimentt sound speeds and sediment thickness. The range of the x-axis for this parameter was 
selectedd such that it shows the majority of all results. The peak at the lowest gradient values 
correspondss to the lowest energy function values. The minimum in energy belongs to a 
sedimentt sound speed gradient of 0.33 s~ . 
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Fig.. 2 A posteriori distributions of GA solutions. 

Ass a further assessment of the quality of the inversion results, Fig. 3 shows the optimized 
andd measured pressure fields. The optimized pressure fields are calculated for the parameter 
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sett that corresponds to the lowest energy function value obtained, i.e., the #1 parameter set of 
Tablee IV. Cleary the optimization is capable of finding a parameter set that corresponds to 
pressuree fields that show good similarity with the measured pressure fields. 
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Fig.. 3 Optimized (dashed) and measured (solid) pressure fields. 

Thee resulting geo-acoustic model is shown in Fig. 4, and is taken as the environment of 
thatt parameter set that corresponds to the lowest value for the energy function (parameter set 
#11 of Table IV). The sound speed corresponds to a sand-silt-clay sediment (see Chapter 2), 
andd is similar to the sediment sound speed obtained for the ADVENT99 experiments. 

1277 m 

233 m 
pp = 1.88g/cm 

aa =0.10dBA 15633 m/s 

pp = 1.88g/cm 

aa =0.10dB/X 

17044 m/s 

Fig.. 4 Geo-acoustic model obtained for the site visited during MAPEX on the Malta plateau. 

9.4.2 2 Northh of Elba 

Inn this section inversion results of data recorded in the area north of Elba are presented. 
Dataa transmitted at 2-km distance, at both sides from the VA, have been used in the 

inversions.. Five independent inversions have been carried out for each of the two positions. 
Thee two snapshots selected were transmitted when NRV Alliance was at 1.926 km south of 
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thee array, sailing towards it, when Alliance was at 1.911 km north of the array, sailing away 
fromfrom it. 

Tablee V presents the GA+DHS results. Considering the first five columns, it is concluded 
thatt the last two of these (S#4 and S#5) correspond to a local minimum, with a smaller 
sedimentt thickness, a lower density, a higher attenuation, a larger water depth, and higher 
energyy function values. Considering the results that correspond to inversion results for the 
snapshott that was transmitted north of the array (N), there also appears to be a local minimum 
(N#22 and N#5), now with a larger sediment thickness, a higher density, a lower attenuation, 
andd higher energy function values. 

Tablee V GA+DHS result s of 5 independen t inversion s for the two data snapshots , transmitte d at 12:29 UTC, 
i.e.,, sout h (S) of the VA, and at 13:00 UTC, i.e., nort h (N) of the VA. 

Ci,sed Ci,sed 

(m/s ) ) 
hsed hsed 

(m) ) 
C2,sed C2,sed 

(m/s ) ) 
Cb Cb 

(m/s ) ) 

PP 3 
(g/cm 3) ) 
a a 
(dBA. ) ) 

(m) ) 

(m) ) 
9 9 
(degr ) ) 

(m) ) 
hi hi 
(m) ) 
£ £ 

S#1 1 
1530 0 

21 1 

1625 5 

1713 3 

1.8 8 

0.2 0 0 

2015 5 

69 9 

1.0 0 

121 1 

14 4 

0.1 4 4 

S#2 2 
1525 5 

26 6 

1655 5 

1655 5 

1.7 7 

0.1 6 6 

2031 1 

69 9 

1.0 0 

121 1 

13 3 

0.1 4 4 

S#33 I 
1526 6 

26 6 

1650 0 

1679 9 

1.7 7 

0.1 6 6 

2031 1 

69 9 

1.0 0 

121 1 

13 3 

0.1 4 4 

|N# 3 3 
1152 3 3 

I 6 7 7 

11633 3 

11872 2 

I 1 8 8 

10.8 9 9 

1159 4 4 

163 3 

[-0. 9 9 

I 12 0 0 

114 4 

Io.1 8 8 

N#4 4 
151 9 9 

6.7 7 

1641 1 

186 4 4 

1.8 8 

0.9 1 1 

1589 9 

63 3 

-0. 9 9 

120 0 

14 4 

0.1 8 8 

Figs.. 5 and 6 show the a posteriori distributions corresponding to the GA inversion results 
off  the snapshot transmitted south (S) of the array and the snapshot transmitted north (N) of the 
array,, respectively. The local minima mentioned above can also be seen in these figures. From 
Fig.. 5 it is seen that for the south side of the array the upper sediment sound speed is 
determinedd quite accurately, with values in between 1510 and 1530 m/s. The sediment 
thicknesss shows two peaks, of which the peak at a sediment thickness of ~10 m corresponds 
too a higher energy, see Table V. Lower sediment sound speeds are in between 1620 and 1680 
m/s.. Density shows a large spread, with values > 1.5 g/cm3 corresponding to lower values for 
thee energy function than the densities < 1.5 g/cm3. The attenuation shows two peaks with the 
attenuationn constant of -0.25 dBA, corresponding to the lowest energy. Source depth and tilt 
aree determined unambiguously, whereas the a posteriori distribution for source/receiver range 
andd water depth show two peaks. The peaks at the highest values for these two parameters 
correspondd to the lowest values for the energy. The lowest, right-most subplot shows the a 
posterioriposteriori distribution for the sediment sound speed gradient that was calculated from the 
invertedd sediment sound speeds and the sediment thickness. For the area south of the array, 
thee minimum in energy is encountered for a sediment sound speed gradient of 4.4 s '. The 
correspondingg sediment thickness is ~22 m. The peaks in the a posteriori distribution for the 
sedimentt sound speed gradient at gradients > 10 s"1 correspond to sediment thicknesses of-
100 m, i.e., a local minimum. 
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Fig.. 5 A posteriori distributions of GA solutions obtained for the snapshot that was transmitted south of 
thee array. 

Figuree 6 shows that for many parameters resulting from inversions of data transmitted at 
thee north side of the array a distribution similar to that at the south side of the array is 
obtained.. However, for the attenuation somewhat higher values are found. In Fig. 6 three 
peakss are present in the plot showing the a posteriori distribution of the lower sediment sound 
speed.. Analysis (not shown here) indicates that each of these peaks correspond to one of the 
peakss in the sediment thickness. This results in the relatively peaked distribution for the 
sedimentt sound speed gradient. The sediment sound speed gradient corresponding to the 
lowestt energy amounts to 19 s" . 
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Fig.. 6 A posteriori distributions of GA solutions obtained for the snapshot transmitted north of the array. 

Figuree 7 shows for the frequencies used in the inversions, the pressure fields as measured 
southh of the array and the S#3 optimized pressure fields. Clearly the inversion has provided a 
parameterr set that results in an acceptable match between the two sets pressure fields. The 
agreementt between measured and optimized pressure fields north of the array is similar, and 
iss therefore not shown here. 
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Fig.. 7 Pressure fields as measured south of the array (solid) and corresponding optimized pressure fields 
(dashed). . 

Figuree 8 shows the resulting geo-acoustic model for this area. This geo-acoustic model is 
obtainedd by taking the mean of those GA+DHS solutions that correspond to the minimum 
withh the lowest values for the energy function, i.e., the mean of S#l, S#2, and S#3, and the 
meann of N#l, N#3, and N#4. 

121m m 1200 m 

Fig.. 8 Geo-acoustic model obtained from inversions of data transmitted at 2 km south of the array (left 
plot),, and 2 km north of the array (right plot). 

9.4.3 3 Southeastt of Elba 

Dataa transmitted at 2.01 km distance have been used for the inversions. 
Inn Table VI the inversion results are presented. Clearly, a low sound speed sediment is 

found.. Considering the results corresponding to the lowest values of the energy function, i.e., 
columnss #1 - #3, and #5, the values for the upper sediment sound speed range from 1422 to 
14444 m/s. 
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Tablee VI GA+DHS result s of 7 independen t inversion s for the data snapsho t transmitte d at 10:51 UTC, i.e., 
att  the left sid e of the VA. 

Cl,sed Cl,sed 

(m/s ) ) 
hsed hsed 

(m) ) 
C2.sed C2.sed 

(m/s ) ) 
Co o 
(m/s ) ) 

(g/cm 3) ) 
a a 
(dBA. ) ) 

(m) ) 

(m) ) 
6 6 
(degr ) ) 

(m) ) 
h, h, 
(m) ) 
E E 

#1 1 
1434 4 

11 1 

1477 7 

1610 0 

2. 3 3 

0.4 3 3 

1542 2 

31 1 

0.09 1 1 

121 1 

11 1 

0.2 1 1 

#2 2 
1422 2 

8. 2 2 

1428 8 

1608 8 

2. 0 0 

0.3 7 7 

1527 7 

31 1 

-0.08 2 2 

121 1 

11 1 

0.1 9 9 

#3 3 
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11 1 
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1589 9 

2. 2 2 

0.1 6 6 

1593 3 

31 1 

0.07 5 5 

122 2 

11 1 

0.2 2 2 

#4 4 
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8. 2 2 

1437 7 

1606 6 

1. 5 5 

0.4 3 3 

1576 6 

31 1 

0.4 5 5 

124 4 

12 2 

0.2 8 8 

#5 5 
1444 4 

8. 8 8 

1444 4 

1592 2 

1. 9 9 

0.2 6 6 

1574 4 

31 1 

-0.4 3 3 

123 3 

12 2 

0.2 0 0 

#6 6 
1395 5 

8. 1 1 

1439 9 

1631 1 

2. 2 2 

0.5 9 9 

1484 4 

30 0 

0.3 8 8 

120 0 

11 1 

0.2 3 3 

#7 7 
1459 9 

25 5 

1659 9 

1659 9 

1.1 1 

0.1 1 1 

1844 4 

31 1 

1. 0 0 

121 1 

13 3 

0.3 2 2 

Figuree 9 shows the a posteriori distributions, employing all inversion results. All upper 
sedimentt sound speed values are less than 1500 m/s, indicating a clayey silt (or mud) bottom, 
seee Chapter 2. Both the sediment thickness and the lower sediment sound speed show two 
peaks.. Analysis shows that these two peaks correspond to each other, such that a smaller 
sedimentt thickness corresponds to a lower sound speed at the bottom of the sediment. 
However,, this coupling does not result in one value for the sediment sound speed gradient. 
Thee small thickness, low sediment sound speed at the bottom of the sediment combination 
resultss in a gradient of ~2 s"\ whereas the thick sediment with a higher sound speed at the 
bottomm of the sediment corresponds to a gradient of - 12 s"1. The sediment sound speed 
gradientt corresponding to the minimum energy amounts to 2 s'. Both the density and the 
attenuationn show a large spread. Therefore, the values presented in the table above should be 
interpretedd with care. 
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Fig.. 9 A posteriori distributions of GA solutions obtained for Julian day 335. 

Figuree 10 shows for the frequencies used in the inversions, the measured pressure fields 
andd the optimized pressure fields. The optimized pressure fields are calculated for the 
parameterr set that correspond to the lowest energy. 
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Fig.. 10 Optimized (dashed) and measured (solid) pressure fields. 

Figuree 11 shows the resulting geo-acoustic model, taking into account results #1 to #3 and 
#5,, since these correspond to the lowest values for the energy function. 
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Fig.. 11 Geo-acoustic model obtained from inversions of data transmitted at 2 km from the array. 

Clearlyy the sound speed is low, in accordance with the results of the literature survey, 
presentedd in Section E.3. The density, and also, but to a lesser extent, the attenuation are too 
highh for a mud sediment. However, from Fig. 9 it is seen that these two parameters are not 
welll  determined. 

9.5 5 Assessmentt of the inversion results 

Ass mentioned in the introduction, the goal of the analysis presented in this chapter is to 
demonstratee the applicability of MFI for bottom classification purposes. Clearly the 
inversionss come up with different results for the three different areas that were surveyed 
duringg MAPEX. To see whether these differences are also present in the independent 
measurements,, the inversion results are compared with the results obtained from the literature 
survey,, see Section 9.2. For this comparison we have selected the sound speed at the top of 
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thee sediment, because experience has learned that this parameter can be determined quite 
accuratelyy through inversion, and this parameter directly relates with bottom type. In Fig. 12 
thesee sound speeds are plotted together with the range of sediment sound speed values found 
inn the literature, see Table III . Although, no independent information was available exactly at 
thee MAPEX positions, clearly a similar trend is seen both in the inversion results, and in the 
independentt information, indicating the lowest values for the sound speeds in the area 
southeastt of Elba, and the highest values on the Malta Plateau. From this it is inferred that 
MFII  techniques can be applied for bottom classification purposes. Another important 
conclusionn that can be drawn from Fig. 12 is that inversions provide geo-acoustic parameters 
significantlyy more accurate than obtained from independent information, which in the current 
casee consists mainly of core results. 
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Fig.. 12 Sound speed values as found in literature and those obtained from the inversions for the three 
areass surveyed during MAPEX. 

9.66 Applications 

Inn this section the importance of having available a bottom classification technique is 
demonstratedd by two applications, being the source localization problem and the use of sonar 
performancee prediction models. 

Wee start of with the problem of localizing a source in both range and depth. It should be 
mentionedd that conventional active sonar systems are capable of localizing a source, or a 
target,, in range and in bearing, whereas conventional passive sonar systems can localize 
sourcess in bearing only. In all previous chapters a search was performed for a (large) set of 
unknownn parameters. When this set of unknowns is decreased to two, being the source depth 
andd the source range, the technique is no longer denoted by MFI, but by matched field 
processingg (MFP). MFP, therefore, allows for passively localizing a source in both range and 
depth.. The MFP results are presented as so-called 'range-depth ambiguity surfaces' in which 
thee match, or similarity, between measured and calculated signals is presented as a function of 
rangee and depth. Note that thereby the target is also classified as being either a surface ship, or 
aa submarine. Experience has learned that for applying the MFP technique the environment 
needss to be known accurately. In the preceding chapters the applicability of MFI for this 
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problemm was demonstrated. For source localization in unknown areas the approach might 
thereforee be to first use MFI for obtaining information on the geo-acoustics and on the 
geometry,, and to then apply MFP for localizing sources in the area. For illustrating this 
approachh we use data acquired during the ADVENT99 experiment, see Chapter 6. In Chapter 
66 results of inversions are presented for data that were collected during experiments with the 
sourcee at a 2-km distance from the vertical receiving array. During these experiments the 
Italiann navy ship (INS) Ciclope was sailing back and forth along the acoustic track, collecting 
CTD-chainn data. The aim now is to localize with MFP the INS Ciclope by its radiated noise. 
Thee geo-acoustic model employed in the forward model calculations consists of the above-
mentionedd Chapter 6 inversion results. Several snapshots of noise data in the band 550-650 
Hz,, radiated by INS Ciclope were selected, spanning the total period needed for INS Ciclope 
too sail back and forth along the acoustic track. It should be noted that the geo-acoustic (and 
geometric)) parameters were estimated using acoustic data that were collected for a 
source/receivedd distance of 2 km. Figure 13 shows the resulting range-depth ambiguity 
surfaces,, showing the position of the INS Ciclope along the track. These results clearly 
illustratee that the estimates for the unknown parameters, as obtained through MFI, are also 
accuratee enough for localizing sources at those positions of the track of which no data were 
usedd in the inversions, i.e., at distances larger than 2 km. 
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Fig.. 13 Range-depth ambiguity surfaces, with range along the x-axis (in km) and depth along the y-axis (in 
m).. Note the difference in scale between the x- and y-axis, with the total depth span being only 100 
m,, and the total range span 10 km. 

Ass a second example, illustrating the need for accurate information on bottom parameters, 
wee consider the sonar performance prediction models as used on board of navy vessels. The 
situationn is that of passive detection in a narrow band, also called 'line detection', and we 
considerr the detection probability for the two environments of Chapter 2. The two 
environmentss differ with respect to their bottom type, viz., a sand-silt-clay bottom, and a mud 
bottom.. Sonar performance prediction models solve the 'sonar equations', and estimate the 
probabilityy on detection of a signal against noise. The sonar equation for passive sonar and an 
omnidirectional-hydrophonee can be written as 

SL-TL-NLSL-TL-NL = DT (1) ) 
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withh SL the source level, TL transmission loss, NL the noise level and DT the detection 
threshold.. All terms are in dB. Based on DT, which is actually signal-to-noise-ratio, the 
probabilityy of detection is calculated. Figure 14 shows for the two environments the 
probabilityy of detection, as a function of target range and depth, for a receiving omni-
directionall  hydrophone at 20 m depth. In this example, the model calculates the 
environmentallyy dependent noise level NL for a wind speed of 8 m/s. The source level SL of 
thee line to be detected, for which we selected 500 Hz, amounted to 130 dB. Note the striking 
differencee in detection range for the two bottoms. For the sand-silt-clay bottom the detection 
probabilityy is 100 % up to 8-9 km, whereas it is close to zero after 5 km range for the mud 
bottom.. Again, the importance of having available detailed information about the seabed is 
illustrated. . 

sand-silt-clayy bottom 

100 0 

100 0 

mudd bottom 
Q . . 

50 0 

100 0 

100 0 

44 6 
rangee (km) 

Fig.. 14 Probability of detection as a function of target position for the two environments of Chapter 2 (sand-
silt-clayy bottom and mud bottom) as calculated by a the sonar performance prediction model. 
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Chapterr 10 

Summaryy and conclusions 

Inn this thesis the bottom classification technique 'matched field inversion' (MFI) has been 
investigated.. MFI can be applied for determining unknown sea bottom parameters, such as 
sedimentt density and sediment sound speed, and other parameters that influence the 
propagationn of sound under water. The applications requiring bottom information are 
manifold.. They include topics such as mine hunting, both with regards to the effectiveness of 
minee hunting operations and the extent to which mines get buried in the sea bottom. Other 
topicss include source localization, employing sonar performance models, dredging, fisheries, 
andd off-shore applications. This is illustrated at the end of the previous chapter for the source 
localizationn and sonar performance model application. 

Withh MFI the unknown parameter values are estimating by maximizing the match between 
measuredd under water acoustic signals and modeled acoustic signals. The latter are a function 
off  the unknown parameters. Since the amount of unknown parameters is often large (in the 
orderr of at least ten) and since there can be local optima, a global optimization method is 
requiredd for finding the set of unknown parameters corresponding to the maximum match. For 
thiss application, two global optimization methods have been considered, being the genetic 
algorithmm and simulated annealing. The two methods have been applied to a typical 
underwaterr acoustic inversion problem, favoring the genetic algorithm with regards to its 
performancee in rapidly finding the global optimum with a high success rate. As a second step 
forr assessing the optimization method, an internationally recognized benchmark problem is 
usedd for comparing the resulting matched field inversion tool with other approaches, clearly 
indicatingg its good performance. 

Severall  experiments have been carried out with the goal to further assess and validate the 
technique.. It is clearly demonstrated that also in the case of practical situations the technique 
iss capable of determining the unknown parameters, as long as they indeed influence the 
acousticc propagation. Parameters that are strongly correlated can not be determined 
themselves.. Employing data at multiple frequencies is found to result in more accurate and 
realisticc parameter estimates. However, since the scales of features influencing the acoustic 
propagationn depend on the frequency, results obtained at one frequency are not always 
applicablee at other frequencies. 

Ann important item when searching for the unknown parameter values is the accuracy of the 
resultingg parameter estimates. A dedicated experiment has been conducted for investigating 
thee different origins of the parameter uncertainty. These origins comprise the optimization 
methodd itself, the influence of variations in the water column sound speed profile as a 
functionn of time, resulting from e.g. internal waves, and the noise in the data. The global 
optimizationn method itself was found to be a large contributor to the parameter uncertainty. 
Byy applying a local optimization method after the global search the influence of the 
optimizationn method could, however, be almost completely eliminated. Two local 
optimizationn methods are considered, being both the downhill simplex methods, and the 
Levenberg-Marquardtt method. Downhill simplex is more robust, but time consuming. 
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Levenberg-Marquardtt is efficient in locating the optimum. However, contrary to the downhill 
simplexx method, Levenberg-Marquardt does not always result in an optimized parameter 
estimate.. In addition to the optimization method also the oceanographic variability was found 
too give a large contribution to the uncertainty in the parameter estimates. 

Besidess geo-acoustic parameters, matched field inversion has also been applied for 
determiningg parameters of the water column sound speed. The sound speed profile was not 
determinedd directly, but through the use of empirical orthogonal functions, thereby limiting 
thee amount of unknowns. In addition to this tomographic application, where the goal is to 
estimatee parameters of the water column, the ability to estimate parameters of the water 
columnn sound speed profile can also be used for reducing the influence of the oceanographic 
variabilityy on the uncertainty of the parameter estimates: When also estimating the water 
columnn sound speed as a function of time, the effect of the variation of the water column 
soundd speed on the other parameter estimates is eliminated. Since this effect is not seen in the 
resultss presented in this thesis more research is needed. A reason for this might be that also 
thee range-dependency of the water column sound speed profile has to be accounted for. 

MFII  has been applied for estimating bottom parameters for a wide range of bottom types, 
rangingg from clay to sand-silt types of bottom. For all these bottom type, the method was 
foundd to be capable of accurately predicting the bottom type over large areas. The effect of 
bottomm type on the accuracy of the inversion results has not been investigated. However, it is 
expectedd that for longer ranges, due to the attenuation of the sound, it is more difficult to 
estimatee bottom properties for clay type bottoms, than for sand type bottoms. It should be 
notedd that no rock bottoms have been considered. It is expected that when applying matched 
fieldfield inversion for these types of bottoms, additional parameters, such as scattering strengths, 
havee to be included in the inversion. On the other hand, probably any bottom layering can be 
neglected. . 

Thee standard bottom classification technique that is currently operationally available is to 
takee samples of the sea bottom, a costly and time-consuming operation as information over 
largee areas is normally required. MFI is shown to be an accurate alternative for obtaining 
bottomm information over large areas (several km). It requires a sound source and a receiving 
system.. For the work described in the thesis the receiving system consists of a sonar array of 
hydrophones,, placed vertically in the water column. Since this system is not very easily 
handledd in operational circumstances, future research is needed for developing approaches 
thatt allow for the application of MFI using operational sonar systems, such as drifting air-
deployedd sonobuoys, containing a single hydrophone, and horizontally towed arrays. This 
latterr system is typically available on board of navy frigates. 
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Appendixx A 

AA numerical solution to the modal equation 

Forr applying finite-difference discretization, each layer (water column, sediment, sub-bottom) 
iss divided into equally spaced (per layer) intervals. When dividing the water column into N 
intervalss hw, the mesh in the water column is 

zj=jhzj=jhww j = l,2,...,N (1) 

with h 

HHww=Nh=Nhww (2) 

Thee mesh in the sediment (M intervals) and the mesh in the sub-bottom (K intervals) are 

ZjZj=H=H ww+(j-N)h+(j-N)hss j = N + l,N + 2,...tN + M (3) 

z,z, =Hw+H+(j-N-M)h b 

jj  = N + M + \,N + M + 2,...,N + M + K-l 

Figuree 1 illustrates the finite-difference discretization. 
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N+M+K--

artificiall  boundary 

Fig.. 1 Discretization of the ocean environment. 

Ass mentioned before Hi, must be taken sufficiently large to represent 'half-infinite'. All three 
intervalss hw, hs, and hi, are different. It should also be noted that a small correction is applied 
too Hs. It will be shown in the remainder of this section that by using the finite-difference 
disrcetizationn the problem can be written as 

AAxxPP = n'¥ (5) ) 

with h 

V V 

Vs-i Vs-i 

{{  Vs J 

(6) ) 

withh ju the eigenvalue, ffzj) = y/j, and S = N+M+K-l. 
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A.11 The finite-differenc e equation s 

Fromm the forward and the backward Taylor series expansion the forward and backward 0(h) 
approximationn of the first derivative is obtained 

VjVj = 
VJ«-VJ VJ«-VJ (7) ) 

VJ-YJ-VJ-YJ- (8) ) 

Sincee in each layer, the density is assumed to be constant, the modal equation (Eq. (8) of 
Chapterr 2) for mode n becomes 

dd22*¥, *¥, 22 JL 2 -

dz' dz' 
»-»-++(k(zy-k(k(zy-knn<)v<)vnn=o =o (9) ) 

withh k(z) the total wavenumber and the eigenvalue kn the horizontal wavenumber of the «* 
mode.. Employing this expression, the following 0(h2) approximations for the first derivatives 
aree obtained 

 = Hk(2)2 _ w h 
hh 2 

(10) ) 

==  ll ikiz)2_M) h 
hh 2 (11) ) 

Further,, by adding the forward and backward Taylor series expansion, the 0(h ) 
approximationn for the second derivative becomes 

VJVJ = 
¥j«-tyj+Vj-¥j«-tyj+Vj- (12) ) 

Noww the modal Eq. (9) becomes 

+(k(z+(k(zJJy-M)wy-M)wJJ=o =o (13) ) 

or,, for the water column (h = h„) 

VJ-I VJ-I 
,, 2 +K,j' (14) ) 
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foryy = 1,2, ..., AM and ƒ = 1, 2, ..., AM. Similarly the modal equation for the sediment (hs) 
andd the sub-bottom (ht) layer can be obtained 

Vj-Vj-

forjforj  = N+\, N+2, ..., N+M-l and ƒ = 2, 3, . . ., M. 

VH VH 

K K VVrr j+j+ ^  ̂ = JUWJ 

for;; - N+M+1, N+M+2, ..., N+M+K-1 and/ = 2, 3, ..., K. 

(15) ) 

(16) ) 

A.22 Treatmen t of boundarie s and interface s 

Sincee the sea surface is a pressure release surface (y/o = 0) Eq. (14) reduces fory' =1 to 

(17) ) 

AtAt z = Ht = Hw + Hs + Hb, a rigid boundary is assumed, i.e., y/f forj = N+M+K-l.  Using the 
0(h)0(h) forward approximation for the first derivative 

Y*N+M+K-\ Y*N+M+K-\ 

onee obtains 

WN+M+K-2 WN+M+K-2 

VA A ~w ~w N+M+KN+M+K YN+M+K-X (18) ) 

-1 1 
22 + Kb,K Ws Ws == MV* (19) ) 

Att the water/sediment interface (j=N) and the sediment/sub-bottom interface (J=N+M) the 
situationn is more complicated. The finite-difference equations at these interfaces can be 
obtainedd by imposing that both the pressure and the particle velocity must be continuous. 
Continuityy of pressure is imposed implicitly by assigning a unique value to yat the interface. 
Continuityy of the particle velocity implies 

(20) ) 

Usingg the 0(h2) approximations for the backward and forward first derivatives this becomes 
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KPsKPs 2PS 

(21) ) 

Inn order to allow for the use of efficient numerical methods, the matrix A of Eq. (5) has to be 
symmetrical.. This can be accomplished by choosing hs according to 

hh =hw-^- (22) ) 

Then n 

¥N-¥N- ii  i K/+K-/ 
ii 22 h2 2 

¥N¥N + Vff  = M¥N (23) 

Similarlyy by taking 

KK = K (24) ) 

thee finite-difference equation for the sediment/sub-bottom interface becomes 

V V 
== MVN+M 

11 1 Ktf+i  +^ , i 
hh22 h2 2 (25) ) 

Withh the finite-difference equations given above the matrix A has the following form 

AA = 

rrddxx ex 0 

ee{{ d2 e2 0 

00 e2 d3 e3 0 

!!  0 "-. "\ ' \ 

0 0 

00 es_2 ds_x e,_i 
00 e 

(26) ) 

s-\s-\ *s J 

with h 
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dd = 

4+)t„2 2 

2 2 

~K ~K 
ïï ï 

TT + Ka 

++ k 

kk  + k ' 

2 2 
" T T ++ * . . ' 

- AA  + ̂ M 2 

JJ 1 | ^ , ju + i 2+^  2 

A.22 ft 2 2 

VA, 1 1 

TT + V 

hhk k 

-- + k l 

22 * ,£ 

ee = 

f l /^ 1 1 
l / C C 

1/A„2 2 

l/V V 
l/*, 2 2 

1//I,2 2 

l/V V 
l/V V 

,1'V, , 

(27) ) 

Thee eigenvalue problem, Eq. (5), is solved by using EISPACK routines that determine the 
eigenvaluess and eigenvectors (or eigenfunctions) for the real symmetric tridiagonal matrix A 

inn the specified interval 
'a'a1 1 

K"b K"b 
</// < 

ff <0^ 

\\CCnaanaa ; 
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Appendixx B 

Thee vertical sonar array as receiving system 

Inn the majority of the chapters of this thesis use is made of experimentally obtained data. In 
thesee chapters only a brief discussion of the equipment is presented. Therefore, more details 
onn the experimental equipment are provided here. During all experiments considered, the 
receivingg system consisted of a vertical array (VA), owned by the NATO institute Saclant 
Underseaa Research Centre.1 The array used during the experiment described in Chapter 3 
containss 48 hydrophones with a spacing of 2-m. The array used during the Enverse 97 
(Chapterr 5), the ADVENT99 (Chapter 6 - Chapter 8), and the MAPEX200bis experiments 
(Chapterr 9), is a nested array (spacings of 2 m, 1 m and 0.5 m) containing 64 hydrophones. 

Figuree 2 gives a schematic of the mechanical configuration of the VA. It is fixed at the 
bottomm by a weight, and kept in a vertical position by the subsurface float. The received 
signalss are sent, via the radio buoy, to the NRV Alliance by telemetry. The data acquisition 
systemm is located on board of the NRV Alliance. 



194 4 

Radioo buoy 

AA Eye grip 

Deployment t 
floatss & releaser 

rtfK rtfK 

Hydd 1 

Kevlar r 
Rope e 

HSDL'Conf. . 

UU Joint 

E.Cable e 

Steell rope 

Releaser r 

Steell rope 

Date:: 08/05/00 

Name:: 0. Chiappini 

Rev:: 02/05/99 

Scale: : 

Fig.. 1 The vertical array configuration. 
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AA block diagram of the data acquisition ŝystem on board is given in Fig. 2. It consists of an 
acousticc section (hydrophone + pre-amplifier), attached to a separate module, which provides 
programmablee signal conditioning, digitization, and serialization of the hydrophone signals. 
Thee latter section is denoted by the high-speed data link (HSDL). The sample frequencies 
appliedd amount to 3 and 6 kHz. The corresponding cut-off frequencies of the anti-alias filter 
aree 1 and 2 kHz, respectively. 

pre-amplifie r r 

hydrophon e e 

o > > 
equalize r r 
high-pas s s 
fitte r r 

variabl ee gain 
amplifie rr  (VGA) 

anti-alia s s 
filte rr  (AAF1 

(low-pas s s 
filter ) ) 

analo g g 
multiplexe r r 

A/DD d ' 9 r t a l 

convene rr  multiplexe r 

1 1 
no n n 
acousti c c 
data a 

Fig.. 2 Block diagram of the vertical array data acquisition system. 

Finally,, Fig. 3 shows the set-up for a typical matched field inversion experiment. During 
thee ADVENT99 experiment this set-up was slightly different, with a source mounted on a 
towerr construction to keep it fixed at the bottom. 

. . 

NRV V 
Alliance e 

Fig.. 3 Set-up of a typical matched field inversion experiment. 
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Appendixx C 

Globall  optimization of a test function 

Inn this appendix the performance of the GA as a function of its setting is assessed through the 
usee of a test function. It should be noted that to perform a similar study for the real acoustic 
problemm is not feasible, since in this case the function evaluation is too slow. 

Thee test function used has the following form1,2 

zz = [4.8 + x,2 +5x2
2 + 0.\x3

2 +0.05x4
2 + x5

2 + x6
2 + ... 

-0.3cos(/c(x-0.3cos(/c(xll -x2))-1.4cos(/r(x, +x2))-0.5cos(10/r(0.05;c4 -0.1x3)) + ... 

-1.0cos(10^(0.05x44 +0.1x3))-0.25cos(2^(x5 -* 6))-1.35cos(2tf(jt5 +* 6))]/20 

Thee features of this function include: a reasonable number of parameters (6 in total), local 
minima,, parameter correlations and varying sensitivity of z. The minimum of this function is 
att Xj = 0, (j = 1,..,6). Figure 1 shows 1-D and 2-D cross-sections of z. Parameters that are not 
variedd are kept at their value at the global minimum, i.e., zero. 
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Fig.. 1 1 -D and 2-D cross-sections of z. 

Thiss function is very suitable for investigating the performance of the genetic algorithm in 
findingg the global optimum of the function z, since the computational effort for calculating z 
iss small. In the following we will consider the influence of several of the GA-parameters on 
thee performance of the genetic algorithm to find the global optimum of z. 

C.. 1 GA performance as a function of its setting 

Forr investigating the performance of the GA, 1000 independent GA runs have been carried 
outt for various settings of the genetic algorithm, i.e., for various values of the different GA-
parameters.. The GA-parameters and their default settings are: 

 Number of generations: 601; 
 The number of bits used for the coding of the parameters: 10 for each parameter. Together 

withh the search bounds of [-3 3], this results in steps of —-—— = 0.0059; 

 Reproduction size, i.e., the fraction of the population that is replaced by randomly selected 
childrenn each generation ƒ,: 0.5; 

 Population size q: 64; 
 Crossover rate pc: 0.8; 
 Mutation rate />„,: 0.05. 

Whenn considering the performance of the GA, two measures can be considered. These are 
1)) the percentage of the runs that have located the global optimum, and 2) the time that was 



199 9 

neededd to accomplish this. Some preliminary runs were carried out to estimate a criterion for 
determiningg whether the global optimum has been located. The requirement that all six 
unknownn parameters should be in between -0.2 and +0.2, was found to be a suitable criterion, 
sincee it excludes all surrounding local minima. 

Too determine the percentage of converged runs, for each run the parameter set that 
correspondss to the lowest energy function found in the final population was considered. The 
runn is converged if this parameter set satisfies the above-mentioned requirement. In order to 
alloww for comparison of the GA performance for different setting, also the uncertainty on the 
percentagee of converged runs has to be taken into account. The situation considered here, 
comprisingg a set of independent events, each with a certain probability on success, typically 
correspondss to a binomial distribution. Then, denoting the amount of converged runs by Nc, 
thee fraction of the total amount of runs (Nr) that has converged by fc, and assuming this 
fractionn to be the probability on convergence, the standard deviation of the amount of 
convergedd runs, aNc, is 

Forr determining the rate of convergence one approach would be to estimate for each 
convergedd GA the amount of calculations that were carried out up to the point at which the 
convergencee criterion was satisfied. However, another approach was selected, since it was 
foundd to give a good overview of the general convergence behavior of the GA run. For this 
approach,, the lowest energy found in each population was considered as a function of 
generation.. By now taking the mean of all these curves that correspond to converged runs, an 
ideaa of the rate of convergence is obtained. 

Inn the following the influence of the different GA-parameters is considered. No significant 
differencee in GA performance was found when varying the amount of bits used for encoding 
thee parameters, and therefore this GA-parameter is not considered in the following. This is 
alsoo the case for the amount of generations. 

C.. 1.1 Influenc e of reproductio n size 
Too ensure that good solutions do not get lost during the GA run, part of a current population is 
putt directly into the succeeding population. The parameter controlling this process is called 
thee reproduction size. The reproduction size, / , is defined here as that fraction of the 
populationn that is renewed when creating the population of a new generation. Thus, for low 
valuess of / , only a few elements of the populations corresponding to two succeeding 
generationss are different. For high values of/,, the populations of two succeeding generations 
wil ll  differ a lot. Employing higher/ values is thought to result in a higher percentage of 
convergedd runs, since there is more exploration of the search space. Lower/ values should 
resultt in a faster convergence, since there is more exploitation of promising solutions. 

Figuree 2 shows the percentage of converged runs as a function of/. The remaining 
parameterss were kept at their default values. Employing a value of zero for/ is not considered 
here,, since for this situation all populations of succeeding generations are equal to the initial 
population.. The standard deviations are plotted as dashed lines in Fig. 2. As expected, the 
amountt of converged runs increases with increasing/, although there seems to be an area'of/ 
valuess (0.2-0.7), where there is no significant influence of/ on the percentage of converged 
GAA runs. Note also the large decrease in converged runs when employing a value of 1 for/. 
Thiss setting is denoted by generational replacement, i.e., no elements of a current population 
aree put directly into the next population. For this setting one of the mechanisms that guide the 
searchh towards good solutions is excluded. The result is that good results can get lost during 
thee optimization. The remaining mechanism forcing the algorithm towards good solutions is 
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thee selection of elements for the parental population. This selection is such that good solutions 
havee a larger probability to get selected. 

Figuree 3 shows the curves representing the mean rate of convergence. Increasing fr results 
inn an increase in the amount of forward runs needed for obtaining a certain level of the mean 
energy,, but also, in general, in an increase of the amount of converged runs as shown in Fig. 
2.. Also with regards to the rate of convergence, employing a value of 1 for/r, shows a clearly 
differentt behavior. For this setting, the decrease in the energy for succeeding populations is 
causedd solely by the mechanism of selecting elements for the parental population based on 
theirr fitness. 
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Fig.. 2 Percentage of converged runs as a 
functionn of fr. 

Fig.. 3 Curves representing the mean rate 
off convergence for different fr 
values. . 

Thee cause for the change in the slope of the curves shown in Fig. 3 is illustrated in Fig. 4, 
showingg the distribution of the energy of all converged runs as a function of generation, and 
resultss from solutions going from some local to the global minimum. 
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Fig.. 4 Distribution of energy corresponding to the converged runs as a function of generation. White 
correspondss to a high level in the distribution, whereas black corresponds to a low level. All scales 
aree equal for all subplots. 

Itt can be concluded that the influence of/, is limited. For values/ values from 0.2-0.7, 
employingg different values of fr does not results in a statistically significant change in the 
percentagee of converged runs. For values of 0.8, 0.9 the percentage of converged runs 
increasess from 64.9 5 % for fr = 0.7, to 76.7 + 1.3 % for fr = 0.9, i.e., about 10 %. Up to 
2000/30000 forward calculations the rate of convergence is hardly influenced a lot by fr. 
Beyondd this point, the curves corresponding to different values of/- start to deviate, such that 
forr higher values of ƒ the amount of forward calculations to obtain a certain value for the 
meann energy is much larger than for low/- values. 

C.1.22 Influence of population size 
Too investigate the influence of the population size, population sizes of 32 and 128 have been 
employed.. Fig. 5 shows the percentage of converged runs as a function of fr for the three 
populationn sizes q. Clearly the amount of converged runs increases with increasing q, due to 
thee increased exploration of the search space. Figure 6 shows the mean energy of all 
convergedd runs as a function of the amount of forward calculations for the three population 
sizess and for the different fr. At an equal amount of forward calculations, the mean energy 
decreasess with decreasing population size (at the cost of a smaller percentage of converged 
runs,, see Fig. 5). 
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Fig.. 5 Percentage of converged runs as a 
functionn of fr for the three 
populationn sizes (q) of 32, 64 and 
128,, respectively. 

100 10 10 
amountt of forward calculations 

Fig.. 6 Mean energy as a function of 
thee amount of forward 
calculationss for the three 
populationn sizes and for the 
differentt fr. 

Makingg the population size twice as large is seen to result in a (statistically significant) 
increasee of about 15 % in the increase of the amount of converged runs. However, this 
increasee is obtained at the cost of slower convergence. 

C.1.33 Influence of the crossover rate and mutation rate 
Inn this section the influence of the mutation and the crossover rates are considered. Mutation 
andd crossover are the two mechanisms through which children are created from the parental 
population.. If for both a value of zero is selected, the populations of each succeeding 
generationn are equal to the initial population. 

Figuress 7 and 8 show the percentage of converged runs and the mean rate of convergence 
forr four values ofpm. Employing values for the mutation rate of zero and 0.2 is seen to result 
inn a small percentage of converged runs. Employing a value of 0.1 gives in general the best 
resultss with respect to the amount of converged runs. The sudden decrease in the percentage 
off  converged runs for fr - 0.1 probably will disappear when more generations, i.e., more 
forwardd calculations are considered. Similarly it is expected that by increasing the amount of 
forwardd calculations, the amount of runs that converge fox pm = 0.2 will increase. 

Increasingg the mutation rate is seen to result in slower convergence. This is expected since 
increasingg pm introduces more and more randomness in the search. The plateau in the rate of 
convergencee that is reached for pm = 0, corresponds to that part of the search where the 
populationn has converged. At that stage mutation is the only mechanism that results in 
childrenn that are different from their parents. 
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Fig.. 7 Percentage of converged runs as a 
functionn of fr for the four values of 
pm,, respectively. 
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Thee influence of the crossover rate pc on the behavior of the GA is much less pronounced 
thann that of the mutation probability. Employing a value of zero for the crossover rate, i.e., the 
childrenn are created from the parental distribution through mutation only, results in less 
exploitationn of promising solutions. Consequently, this setting was found to result in a 
statisticallyy significant lower percentage of converged runs for the lower values of fr (<0.4) 
andd slower convergence. Also a value of 0.5 and one for pc has been considered. No 
significantt change in behavior compared to the default setting was found for these two 
settings.. It can be concluded that the influence of the crossover rate is limited. 

C.22 The optimal setting 

Inn the previous section, a large number of settings for the GA have been assessed with regards 
too the amount of the converged runs, and the rate of convergence. It is found that when 
selectingg a setting, a trade-off needs to be made between the probability on convergence, and 
thee amount of forward calculations. The percentage of converged runs increased with 
increasingg reproduction size fr, increasing population size q, and increasing mutation 
probabilityy pm. However, this desirable result is obtained at the cost of a slower rate of 
convergence,, i.e., more forward calculations are needed. The highest percentage of converged 
runss of all settings considered, was obtained for a population size of 128, a reproduction size 
off  0.9, and default values for the remaining GA parameters. For this setting 90  1 % of the 
runss had converged. From the results presented in Figs. 7 and 8, it is expected that a similar 
resultt can be obtained for a mutation rate of 0.1, a population size of 128, a reproduction size 
off  0.5, and all remaining GA parameters at their default values. This setting was found to 
resultt in 92  1 % converged runs, which indeed is comparable to the 90  1 % converged 
runs.. Figure 9 shows the mean energy. 
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Fig.. 9 Mean energy as a function of the amount of forward calculations the two settings corresponding to 
thee highest percentage of converged runs. 
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Appendixx D 

Applyingg Levenberg-marquardt as a local 

optimizationn method 

Inn this appendix the downhill simplex method (DHS) and the Levenberg-Marquardt method 
(LM)) are applied to the matched field inversion problem, and the performance of both 
methodss in finding the global optimum is compared. For this comparison use is made of the 
SIM11 simulations of Chapter 6 and Chapter 7. 

D.. 1 Levenberg-Marquard t 

Forr applying the Levenberg-Marquardt (LM) algorithm, an energy function based on the 
quadraticc deviation is required. For example, the following energy function can be used for 
thee acoustic problem 

E(m)E(m) = [dobs - d ^ C m ) ] .^ -dca/c(m)r =eV (1) 

withh superscript T denoting the transposed. Symbol d0bs denotes the absolute values of the 
measuredd complex pressures at the vertical receiving array (row vector) and deck denotes the 
absolutee values of the calculated complex pressures at the vertical array (row vector). The 
amountt of hydrophones is denoted by Afo, and dQbs and dcaic have size (IxNf,). The symbol m 
denotess the vector of unknown parameters. The number of unknowns is denoted by M. 

AA Taylor expansion with terms up to the second order is carried out for determining the 
valuee of E for a model perturbation <5m (Mtl) 1 

£(mm + <^) = £(m) + gr<5m + -<5nirH&i i (2) 

withh g the (A/xl) vector containing the first derivatives of E to the unknown parameters 

gg = 2 JV (3) 

andd J the Jacobian matrix written as 

ddddcalcJcalcJ(m) (m) 

dm, dm, JJt3t3==  f ^ (4) 
i i 
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withh dcaic.< the absolute value of the calculated complex pressure at the i hydrophone. H is the 
(MxM)(MxM) Hessian of the object function 

HH = 2J7J + 2[VJ]V = 2 Jr J (5) 

Neglectingg the last term in Eq. (5) corresponds to assuming e to be linear with respect to 
thee unknown parameters. 

Thee Sm for which the minimum of Eq. (2) is obtained is given by 

H<5m=-gg or Jr J<5m=-JV (6) 

However,, if Eq. (2) is not a good approximation, the only thing that can be done is to step 
downn the gradient 

<5mm = -Cg or <5m = - C JV (7) 

withh C a constant, small enough to not exhaust the downhill direction. 
LMM varies between Eq. (6), the inverse Hessian method, and Eq. (7), the steepest descent 

method.. The steepest descent method is used far away from the minimum, whereas the 
inversee Hessian method is used in the area close to the minimum. It can be written as 

H(l+Al)<5bii  = -g or JrJ(l + AI)fii i = - J V (8) 

Forr very small AEq. (8) is equal to Eq.(6), i.e., the Hessian method. For large A, Eq. (8) 

cann be written as Sm,. = g,, i.e., Eq. (7) with the constant C having a value of - — . 
JJ Ah J Ah 

UU JJ 

Thee use of derivatives is one of the disadvantages of LM. For the acoustic problem 
considered,, these derivatives cannot be calculated analytically, and therefore have to be 
calculatedd numerically. This is inefficient and often not accurate. Another disadvantage is the 
requirementt that the energy function is based on quadratic differences, which is not always 
thee most favorable measure for the similarity. Also, LM requires the tuning of several magic 
parameters,, such as A (see Eq. (8)). The final drawback of LM is that is assumes linear 
behaviorr of e with respect to the unknown parameters, which might not always be the 
situation.. The advantage of LM lies in its efficiency in locating the global optimum. 

D.22 Applyin g LM for loca l minimizatio n of GA result s 

Forr applying LM the complex pressures at 4 frequencies ([200.0 300.3 400.3 600.2] Hz) have 
beenn used. Letting *̂  (k= 1, ..,4) denote the different frequencies and d\)hs (fk), &cók. (fk) the 
absolutee values of the pressure fields (row vectors) at frequency fk, then 

d**  = [*'«*  (/.) *'«.  t/i ) *' *  (A) <T*  t/i ) L 
<U-- = [d'ca/c (ƒ, ) d'ca/f (f2 ) d'ca/c. (h ) <T«* (A ) 1 

Sincee the LM optimization has to be started close to the global optimum, 41 standard 
geneticc algorithm runs have been carried out using the energy function of Eq. (1). The 
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situationn considered is that of the SIM1 simulations. The results are shown in Fig. 1 for all 
optimizedd parameters. 
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Fig.. 1 SIM1 parameter estimates obtained after inversions of synthetic data using the genetic algorithm 

forr the optimization and Ê as the energy function. 

Whenn applying LM, first several parameters of LM need to be set. These parameters 
comprise: : 

 The amount of iterations. After some initial test runs, using 25 iterations was, in general, 
foundd to be sufficient for convergence (see Fig. 2); 

 The amount by which A is multiplied or divided, t,. We have considered | = [5 10 15], 
withh 10 being the default value; 

 The starting value for X, X\. We have considered X\ = [0.00001 0.0001 0.001 0.01 0.1] 
withh 0.001 taken as default value; 

ddddmkmk,, (m) 
 The steps taken in determining the derivatives J = — (Eq. (4)). The step sizes 

drrtj drrtj 

aree based on the lower and upper search bound applied in the genetic algorithm. The 
defaultt step sizes are the differences of these bounds, divided by 1000 (TV). In addition, 
valuess for N of 100 and 10000 have been considered. 

Thee figures below show the results of the LM optimization. As starting points we have 
usedd the 41 parameter sets obtained through inversion using the genetic algorithm. Figure 2 
showss the energy as a function of iteration, employing the default settings. Using 25 iterations 
iss seen to be sufficient for the majority of the runs. Each run required 289 forward 
calculationss per frequency. 
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OO 5 10 15 20 25 
iteration n 

Fig.. 2 Energy as a function of iteration employing the default settings for LM. 

D.2.11 Influence of £ 
Figuree 3 shows the optimized energy function values obtained with a GA only and obtained 
byy additionally applying LM for different values of £ 

realization n 

Fig.. 3 Optimized energy function values obtained from the minimization by GA (-x) and obtained by 
additionallyy applying LM (-o) for different values of £,. 

Sincee it is difficult to draw a conclusion from Fig. 3, Fig. 4 shows the optimized energy 
functionn values obtained when applying LM with £ = 5 and £ = 15, plotted against those 
obtainedd for £=10. The dashed lines indicate equal results. Using a value for £of 15, instead 
off  10 does not degrade nor improve the optimization. Employing a somewhat lower value for 
££ seems to improve the optimization, i.e., in general, the obtained energy function values 
becomee somewhat lower. 
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optimizedd energy (unction values for ̂  = 10 optimized energy function values for § = 10 

Fig.. 4 Optimized energy function values obtained when applying LM with £ = 5 and £= 15, plotted 
againstt those obtained for £= 10. The dashed line indicates equal results 

D.2.22 Influence of X1 

Figuree 5 shows the energy function values obtained from the minimization by GA and those 
obtainedd by also applying LM for different values of X\. Clearly the results are different for 
differentt values of Xi, but there is no clear difference in performance. Also an analysis as 
presentedd in Fig. 4, did not show any clear effect and it can be concluded that X\ is not a very 
criticall  parameter. 
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Fig.. 5 Optimized energy function values obtained from the minimization by GA (~x) and obtained by also 
applyingg LM (-o) for different values of fa. 

D.2.33 Influence of the step size taken to calculate the 
derivatives s 

Figuree 6 shows the optimized energy function values, both obtained using the genetic 
algorithmm only, and followed by LM, applying different step sizes for determining the 
derivativess needed for the LM method. The step sizes are calculated as the differences of the 
upperr and lower search bounds used in the GA optimization, divided by N, with N = 100, 
1000,, 10000. 
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Fig.. 6 Optimized energy function values, using the genetic algorithm only (~x), and followed by LM (-o). 
Thee step sizes applied for determining the derivatives (needed for the LM method), are the area 
overr which the GA optimization is performed, divided by N. 

Figuree 7 shows the optimized energy function values obtained when applying LM with N = 
1000 and N = 10000, plotted against those obtained for N = 1000. The dashed lines are used for 
indicatingg equal results. Using a value for N of 100, instead of 1000 results in a degradation of 
thee optimization performance. Employing a higher value for N, i.e., 10000 instead if 1000, 
resultingg in smaller step sizes used for determining the derivatives, seems to improve the 
optimization,, i.e., in general, the obtained energy function values become somewhat lower. 
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Figuree i 
usee of LM 
ofO.001). . 

Optimizedd energy function values obtained when applying LM with N = 100 and N = 10000, plotted 
againstt those obtained for N = 1000. The dashed line indicates equal results. 

II  illustrates the large decrease in the energy function values obtained through the 
employingg the optimal settings (£= 5, N= 10000, and A/ kept at its default value 
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Fig.. 8 Energy function values obtained after applying GA only and GA followed by LM for the SIM1 
inversions,, using the expression of Eq. (1) as the energy function. 

Figuree 9 shows the corresponding parameter estimates. Except for the parameters that can 
nott be determined (hselj, C2,sed and c*), the variation, or uncertainty, in parameter estimates has 
decreasedd significantly by applying LM. 

200 40 200 40 20 40 
realization n 

Fig.. 9 SIM1 parameter estimates obtained after inversions of synthetic data using the genetic algorithm 

andd LM for the optimization and Ë as the energy function. 
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D.33 Applying DHS for local minimization of GA 
results s 

Forr applying DHS, the SIM1 GA inversion results, as presented in Chapter 6, have been used 
ass starting points for DHS. The energy function used is the multi-frequency Bartlett processor 

E(m)E(m) = 1 - ^ i | P „ , v <ƒ»)  pj (A ,m)|2 (9) 

withh fk denoting the frequencies used in the optimization ([200.0 300.3 400.3 600.2] Hz). AT is 
thee amount of frequencies. The aim is now to get a more accurate optimization by applying 
DHSS as a local method after the global optimization. 

Figuree 10 shows the reduction in the values for the energy function obtained by applying 
DHS. . 

'\'\ I I | I I I I L_ 

00 5 10 15 20 25 30 35 40 
realization n 

Fig.. 10 Energy function values obtained after applying GA only and GA followed by DHS for the SIM1 
inversions. . 

Figuress 11 and 12 show the corresponding parameter estimates, obtained by applying the 
geneticc algorithm solely, and when followed by DHS, respectively. The solid black horizontal 
liness indicate the true parameter values. It can be concluded that the DHS algorithm is capable 
off  finding the correct solution for almost all parameters. 
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Fig.. 11 SIM1 parameter estimates obtained after inversions of synthetic data using the genetic algorithm. 
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Fig.. 12 SIM1 parameter estimates obtained using the genetic algorithm, followed by DHS optimization. 

Inn Table I a summary of the resulting standard deviations are presented for all inversions, 
i.e.,, GA only and GA followed by the two local methods. Considering the first two columns, 
wheree the only difference is that different energy functions have been used, the most striking 
effectt of using E instead of the multi-frequency Bartlett processor is on the estimate for the 
arrayy tilt. This is due to the fact that use is made of the absolute values of the acoustic 
pressures.. From the last two columns it is seen that using the multi-frequency Bartlett 
processorr (E) and applying DHS as the local optimization method, results in lower standard 
deviationss for all parameters that can be determined than using the energy function based on 
thee quadratic deviation and applying LM. 
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Tablee I Standar d deviation s for the inversio n result s of syntheti c data (SIM1), usin g the multi-frequenc y 

Bartlet tt  processo r (E) and E. 

Paramete r r 

Ci,sedCi,sed  (m/s ) 

hserf(m ) ) 
C2,s9rf(m/s ) ) 
CbCb  (m/s) 
^(g/cm 3) ) 
ar(dB/X ) ) 
rr ss(m) (m) 
4(m ) ) 
ee (degr ) 
HHww(m) (m) 
Mm) ) 

Stdd (ostd) , SIM1 GA 
only ,, E 

10.77 (1.2) 
4.466 (0.49) 
41.88 (4.6) 
81.44 (9.0) 
0.0422 (0.005) 
0.1055 (0.012) 
60.77 (6.7) 
0.1777 (0.020) 
0.03977 (0.0044) 
1.122 (0.12) 
0.5855 (0.065) 

Stdd  (CM) . SIM1 GA 

only ,, E 
18.00 (2.0) 
6.899 (0.76) 
54.00 (6.0) 
944 (10) 
0.03611 (0.0040) 
0.1244 (0.014) 
52.22 (5.8) 
0.2111 (0.023) 
5.144 (0.57) 
0.988 (0.11) 
0.4422 (0.049) 

Stdd (0*d), SIM1 
GAA + DHS, E 

1.633 (0.18) 
17.77 (2.0) 
75.66 (8.4) 
2088 (23) 
0.01077 (0.0012) 
0.02033 (0.0022) 
0.7500 (0.083) 
0.005611 (0.00062) 
0.0003688 (0.000041) 
0.01666 (0.0018) 
0.00955 (0.0010) 

Stdd (o„d) , SIM1 

GAA + LM, E 
7.100 (0.78) 
8.822 (0.97) 
47.00 (5.2) 
2788 (31) 
0.01777 (0.0020) 
0.05388 (0.0059) 
18.77 (2.1) 
0.06500 (0.0072) 
2.133 (0.24) 
0.3488 (0.038) 
0.1733 (0.019) 

D.44 Whic h loca l optimizatio n metho d to use? 

Bothh DHS and LM show good performance in decreasing the energy function value, and in 
findingg the true parameter values. From the results it can be concluded that DHS is more 
robust,, i.e., it always finds a better solution than the GA, whereas LM sometimes does not 
managee to improve the solution. This is one of the reasons for the larger standard deviation of 
thee parameter estimates that were obtained by LM, compared to the DHS results. The other 
reasonn for the larger standard deviation is the fact that when applying LM, the energy function 
hass to be based on the quadratic difference between measured and modeled data. The first 
causee of the larger standard deviations is difficult to eliminate. Probably it is the result of the 
factt that the assumption of linear behavior as required for the LM method is not valid. The 
secondd cause might be eliminated by the use of a different energy function. It should be noted 
thatt different energy functions show a somewhat different behavior as a function of the 
unknownn parameters, and, therefore, the local and global method should use the same energy 
function.. Another disadvantage of LM lies in that fact that it makes use of derivatives. In the 
situationn considered here, these derivatives have to be calculated numerically, which is 
inefficientt and difficult to do it accurately. 

Inn general, however, DHS requires more (about 10 times as many) function evaluations. 
Sincee the function evaluations are computationally expensive, this is a disadvantage of DHS. 
Typicall  run times for LM are 5 min, whereas it can be 40 min for DHS. 

Sincee the goal of applying a local method is to reduce the uncertainty in the inversion 
results,, we have selected the DHS method as the local optimization method. Future research 
mightt be directed towards modifying the LM method, such that it is capable of handling a 
widerr set of energy functions, and becomes more robust. It should, however, not be forgotten 
thatt the local methods have been applied in a straightforward way, i.e., after the global search. 
Inn literature2"6 other approaches are described, applying DHS (or LM) during the global 
search,, thereby making the optimization much more efficient. 
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Appendixx E 

Existingg geo-acoustic information for the Malta 

Plateauu and the Elba area 

E.11 The Malta Plateau 

Figuree 1 below shows a map of part of the Malta plateau area. 

14.44 14.6 
longitudee (decimal degrees) 

Fig.. 1 The Malta plateau area. The positions corresponding to the cores given in (Tonarelli2) are indicated 
byy core. Also, the position of the relevant VA deployment during MAPEX is given (star). 

Inn (Sellschopp1) a map is presented indicating the different bottom types encountered in 
thee area of the VA deployment during MAPEX. According to the map the sediment along the 
entiree acoustic track consists of silt. From Chapter 2 a silt sediment is known to have sound 
speedd values of-1600 m/s. 

Inn (Tonarelli2) results of three cores taken on the Malta Plateau are presented. In this 
reference,, these cores are denoted by the numbers 255, 257, and 258, see also Fig. 1. The 
followingg ranges of compressional wave velocities are measured in the three cores: 
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 Core 255: 1) silty sand and silt from 10-100 cm, cp = 1650-1708 m/s, 2) silt from 110-140 
cm,, cp = 1616-1661 m/s, 3) clayey silt from 150-215 cm, cp = 1510-1574 m/s; 

 Core 257: mixture of sand, silt and clay, cp = 1500-1550 m/s; 
 Core 258: composed mainly of silty clay and clayey silt, cp = 1520-1570 m/s. 

E.22 Area nort h of Elba 

Figuree 2 shows a map of the Elba environment. The MAPEX VA position north of Elba is 
indicated,, together with the positions (close to the MAPEX VA position) for which 
informationn on bottom parameters is available. 

longitudee (decimal degrees) 

Fig.. 2 The Elba area. The positions corresponding to the bottom information are indicated by diamonds. 
Thee position of the VA as deployed during MAPEX in the region north of Elba is indicated by a star. 

Coree results, taken in the north Elba region, are presented in (Osier3). These cores were 
takenn at approximately 10° 7' E, 43° 10' N, and indicate a sound speed at the top of the 
sedimentt of 1450 m/s, increasing to 1550 at 1 m depth, and then fluctuating around 1500-
15100 m/s up to 5 m of depth. 

Inn (Gingras4), matched field inversion results are provided for the north Elba environment, 
wheree use is made of a vertical array as receiving system as well. The position of the 
(Gingrass ) VA is indicated in Fig. 2 by 'inversion result'. The source was positioned 5.6 km 
too the north. Based on previous measurements, comprising cores and inversions, a model for 
thee environment was established in (Gingras4). This model is called the 'baseline' model, and 
consistss of a single sediment layer on top of a half-infinite homogeneous sub-bottom. The 
soundd speed was assumed to vary linearly in the sediment, from c/iJe</ at the top, to C2.sed at the 
bottomm of the sediment. psecj, and etw are the density and attenuation in the sediment, 
respectively,, c/,, /?/,,and 0% denote sound speed, density and attenuation in the sub-bottom. 
Matchedd field inversion, using a single frequency (169.9 Hz), was applied to improve the 
baselinee model. Table I presents the baseline model and the inversion result. These results are 
inn agreement with the results presented in (Simons ), where inversions were carried out using 
thee same data. Note that in Chapter 3 also these data are used for inversion. However, for the 
inversionss of Chapter 3 the bottom is assumed to consist of a single layer, thereby ignoring 
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thee thin sediment layer. This is a valid assumption, since the sediment thickness is less than 
halff  a wavelength at the frequency considered (169.9 Hz), and, therefore, propagation is not 
veryy sensitive to the sediment parameters. When employing higher frequencies, which is the 
casee for the MAPEX analysis, this is no longer a valid assumption, and a sediment layer has 
too be taken into account. 

Tablee I Baseline values for geo-acoustic parameters and inversion results as presented in (Gingras4). 

Paramete r r 
Cr iSed(m/s) ) 

C2,sedC2,sed (m/s) 
hsedd (m) 

psedpsed (g/cm 3) 
otetfCdflA.) ) 
c66 (m/s) 
pp bb (g/cm J) 
atat  (dBA ) 

Baselin e e 
1520 0 
1580 0 
2.5 5 
1.7 7 
0.13 3 
1600 0 
1.8 8 
0.15 5 

Inversio nn resul t 
15055 4 
15566 + 27 
3.33 6 
2.00 2 
0.111 8 
15766 + 4 
1.66  0.2 
0.188 8 

E.33 Area southeast of Elba 

Figuree 3 shows the same area as Fig. 2, but now the positions southeast of Elba on which 
independentt information is available are indicated. 

Fig.. 3 The Elba area. The positions corresponding to the bottom information are indicated by diamonds. 
Thee relevant MAPEX VA position is denoted by a star. The position of the VA of (Fallat7) is 
indicatedd by 'inversion result'. 

Inn (Hermand6) results of two core measurements, denoted by core 8 and core 9, are 
presented.. Core 8 consists of a clay layer, followed by a layer of silty clay. The compressional 
wavee speed in this sediment varies from 1457.5 m/s at 10-cm depth to 1472.5 m/s at 140 cm 
off  depth. Core 9 indicates a clay sediment, with a sound speed varying from 1467.5 m/s at 10-
cmm depth to 1479 m/s at 140 cm. (Hermand6) also presents results of multi-frequency 
inversions.. The inversions indicate an upper sediment sound speed of 1471  3 m/s. The 
sedimentt sound speed at the bottom of the sediment is determined to be 1501  6 m/s, with a 
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sedimentt thickness of 9  1 m, and a sub-bottom sound speed of 1530 + 2 m/s. These 
inversionn results are thus in agreement with the core measurements. 

Alsoo in (Fallat7) matched field inversion results are presented. The position of the VA is 
indicatedd by 'inversion result' in Fig. 3. The acoustic data were taken while a ship towing the 
soundd source was sailing toward the array. The sediment sound speed was taken constant in 
thee sediment and was found to be 1485  10 m/s. For the sediment thickness values in 
betweenn about 3 to 8 m were found. The sub-bottom sound speed was estimated to be around 
1520-15300 m/s. 

Inn general, it can be concluded that the sediment in the area southeast of Elba is a low 
speedd sediment with sound speed values below 1500 m/s. 
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Samenvatting g 

Informatiee over de zee-, of rivierbodem is voor veel toepassingen van groot belang. 
Voorbeeldenn van deze toepassingen zijn 'offshore-activiteiten', zoals het aanleggen van een 
vliegveldd in zee, baggeren, en het opsporen van bepaalde bodemtypen, bijvoorbeeld met het 
oogg op grof zand- (nodig voor beton), of grindwinning. Ook voor mijnenbestrijding is kennis 
overr de bodem van groot belang. Immers het type bodem bepaalt of de mijn verzinkt (zachte 
bodems),, of dat de mijn op het oppervlak van de bodem blijf t liggen (harde bodems). 

Hett verzamelen van informatie over de onderwaterbodem is niet eenvoudig daar het 
immerss moeilijk is er bij te komen. Eventueel kan hiervoor gebruik gemaakt worden van 
duikerss en/of van boringen. Echter, iedere boring of duik is een puntmeting en verschaft dus 
informatiee over een beperkt gebied. Zodra men informatie nodig heeft over grote gebieden, 
watt meestal het geval is, dan zijn zeer veel boringen of duiken nodig, hetgeen zeer kostbaar is. 

Alss gevolg hiervan is men aangewezen op 'remote sensing' technieken. In de praktijk is 
alleenn geluid geschikt om op afstand informatie over de onderwaterbodem te verkrijgen, 
omdatt alle andere typen straling teveel gedempt worden. Een bijkomend voordeel van geluid 
iss dat de reflectie-eigenschappen direct informatie verschaffen over het bodemtype via zijn 
geluidssnelheid. . 

Hett onderwerp van dit proefschrift is de bodernclassificatietechniek 'matched field 
inversion'' (MFI). De MFI techniek is ontwikkeld vanuit een bronlokalisatietechniek genaamd 
'matchedd field processing' (MFP). Met MFP kan passief, dus zonder zelf een signaal uit te 
zenden,, een ander schip, in zowel afstand als in diepte, gelokaliseerd worden. De 
mogelijkheidd tot het schatten van de brondiepte is van groot belang voor classificatie, het 
onderscheidtt immers een oppervlakteschip van een onderzeeboot. Bij MFP wordt een 
gemetenn akoestisch signaal vergeleken met gemodelleerde akoestische signalen, berekend 
voorr een groot aantal combinaties van mogelijke bron/ontvangerafstanden en brondieptes. 
Dezee modelberekeningen worden vaak aangeduid met de term voorwaartse berekeningen. Er 
wordtt gebruik gemaakt van een energiefunctie als kwantitatieve maat voor de gelijkenis 
tussenn beide akoestische signalen, en die afstand/dieptecombinatie die resulteert in de 
maximalee gelijkenis tussen het gemeten en het berekende signaal, dus in het optimum in de 
energiefunctie,, wordt verondersteld de locatie van het doel te zijn. In de praktijk blijkt de 
MFPP techniek echter zelden toepasbaar te zijn, aangezien een succesvolle toepassing 
voldoendee nauwkeurige informatie over de zeebodem vereist. Immers, niet alleen de 
bronpositie,, maar tevens de oceaanomgevingcondities bepalen de vorm van het ontvangen 
signaal.. Een logische volgende stap is, om niet alleen de bronpositie, maar tevens de 
oceaanomgevingparameterss te schatten: MFI. 

Inn hoofdstuk 2 wordt de propagatie van geluid onder water behandeld, waarbij gefocust 
wordtt op de interactie van het geluid met de bodem. Aan de hand van twee bodems met 
duidelijkk verschillende eigenschappen wordt het effect van het bodemtype op de propagatie 
vann het geluid onder water gedemonstreerd. Aan het eind van hoofdstuk 2 wordt aan de hand 
vann experimentele data, opgenomen met het oog op modelvalidatiewerkzaamheden, de 
invloedd van de zeebodem op de propagatie van het geluid onder water in de praktijk 
geïllustreerd.. Het feit dat er inderdaad een invloed is van bodemtype op de geluidspropagatie 
iss een belangrijke constatering. Immers, dit betekent dat bodemclassificatie met behulp van 
geluidd mogelijk is. 
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Aangezienn het bij MFI in het algemeen over een zeer groot aantal, meer dan 10, onbekende 
parameterss gaat en er vaak sprake is van lokale optima in de energiefunctie, moet er gebruik 
gemaaktt worden van globale optimalisatiememoden om die parameterset te vinden die 
resulteertt in de maximale gelijkenis tussen de gemeten en de berekende akoestische signalen. 
Inn hoofdstuk 3 worden twee globale optimalisatiemethoden, namelijk 'simulated annealing' 
enn een genetisch algoritme, toegepast op een MFI probleem. De prestaties van beide globale 
optimalisatiemethodess worden met elkaar vergeleken. Het genetisch algoritme blijkt voor dit 
gevall  beter te presteren dan simulated annealing, zowel wat betreft het aantal keren dat het 
globalee optimum gevonden wordt, als in het aantal voorwaartse berekeningen dat hiervoor 
nodigg is. Tevens wordt in dit hoofdstuk de invloed van het gebruik van akoestische signalen 
bijj  meerdere frequenties onderzocht. Aangezien hierdoor het probleem beter bepaald wordt, 
resulteertt het gebruik van meerdere frequenties in nauwkeurigere schattingen van de 
onbekendee parameters. 

Inn hoofdstuk 4 worden de resultaten van een internationale MFI 'bench-mark' 
gepresenteerd.. Voor deze bench-mark zijn verschillende sets van akoestische data 
gegenereerdd met behulp van een standaard propagatiemodel. Deelnemers aan de bench-mark 
kregenn beschikking over deze data, maar niet over alle parameters waarvoor de data 
gegenereerdd waren. De bedoeling was om deze onbekende parameters te bepalen. Voor alle 
gevallenn blijkt dat met de MFI aanpak, zoals beschreven in dit proefschrift, de onbekende 
parameterss zeer accuraat geschat te kunnen worden. 

Resultatenn van inversies van een set experimentele data worden in hoofdstuk 5 
gepresenteerd.. De configuratie van het experiment bestond uit een verticaal array van 
hydrofoonss en een bron die achter een schip aan gesleept werd. Met deze configuratie kan op 
vrijj  eenvoudige manier met behulp van MFI, bodeminformatie over een groot gebied 
verkregenn worden. Een belangrijk aspect bij dit type experiment is om, naast de akoestische 
metingen,, ook metingen te verrichten die het mogelijk maken, op een onafhankelijke manier, 
informatiee te verkrijgen over de onbekende parameters. Voor het experiment van hoofdstuk 5 
iss gebruik gemaakt van seismische metingen om informatie te verkrijgen over gelaagdheid 
vann de bodem en over de geluidssnelheden van de verschillende lagen. GPS metingen zijn 
verrichtt om de afstand tussen bron en ontvanger goed te kunnen bepalen. De MFI schattingen 
blijkenn in zeer goede overeenstemming te zijn met de schattingen verkregen uit de 
onafhankelijkee metingen. 

Dee nauwkeurigheid van de schattingen voor de onbekende parameters wordt in hoofdstuk 
66 onderzocht. Deze nauwkeurigheid is van belang, want stel dat op de ene plek een 
geluidssnelheidd van 1540 m/s wordt gevonden en op een andere plek een geluidssnelheid van 
15600 m/s. Betekent dit dan nu dat de bodemtypen op de twee plekken van elkaar verschillen? 
Ditt is alleen maar het geval als de onzekerheid in de schattingen van de geluidssnelheden 
kleinerr is dan 20 m/s. Om alle variatie in parameterschattingen ten gevolge van een variërende 
bron/ontvangerconfiguratiee uit te sluiten wordt er voor deze analyse gebruik gemaakt van een 
akoestischee bron die in een kooiconstructie op de bodem is geplaatst. De veronderstelling is 
datt alle variatie in een set van inversieresultaten, waarbij gebruik gemaakt wordt van data 
opgenomenn in deze stabiele configuratie op verschillende tijdstippen, veroorzaakt wordt door 
dee optimalisatiemethode zelf, oceanografische variabiliteit en door ruis in de data. Inversies 
zijnn uitgevoerd voor 41 sets van data, die in het totaal 8 uur overspannen. Deze inversies 
wordenn aangeduid met EXP. De gevonden waarden voor de onbekende parameters blijken 
goedd overeen te komen met onafhankelijke metingen van deze parameters. Om gegevens te 
verkrijgenn over de oceanografische variabiliteit is continu de geluidssnelheid als functie van 
dee diepte gemeten door een schip dat heen en weer voer langs de akoestische track. Om de 
invloedd van de optimalisatiemethode op de parameteronzekerheid te onderzoeken zijn 41 
inversiess uitgevoerd voor synthetische data (SIM1 simulaties). Hieruit blijkt dat de 
optimalisatiemethodee zelf al een groot deel van de EXP-onzekerheid kan verklaren. 
Simulaties,, aangeduid als SIM2, waarbij de synthetische data zijn gecreëerd voor 41 gemeten, 
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duss realistische, geluidssnelheidprofielen blijken de onzekerheid in de EXP-inversies geheel 
tee kunnen verklaren. 

Inn hoofdstuk 7 wordt een lokale optimalisatiemethode toegepast na de globale 
optimalisatiemethode.. Deze aanpak blijkt de onzekerheid ten gevolge van de 
optimalisatiemethodee vrijwel volledig uit te schakelen: voor de SIM 1-inversies wordt nu voor 
bijnaa alle parameters 41 maal de correcte waarde gevonden. Toepassen van de lokale methode 
opp EXP en SIM2 laat zien dat nu de SIM2-onzekerheden lager zijn dan de EXP-onzekerheden 
enn er kan geconcludeerd worden dat de oceanografische variabiliteit niet alle onzekerheid kan 
verklaren.. Additionele bronnen van onzekerheid kunnen de ruis op de data en een verschil 
tussenn het model van de oceaanomgeving en de werkelijke oceaanomgeving zijn. Ook de 
interactiee van het geluid met het ruwe zeeoppervlak en het getij zijn beide niet gemodelleerd 
enn kunnen een rol spelen. 

Inn hoofdstuk 8 wordt, gebruik makend van de data van hoofdstuk 6 en 7, de MFI-techniek 
mett succes toegepast op een tomografïsch probleem, waarbij het de bedoeling is om de 
geluidssnelheidprofielenn in de waterkolom te schatten. Om het geluidssnelheidprofiel te 
schattenn zouden een aantal punten, bijvoorbeeld 10, in de waterkolom geselecteerd kunnen 
worden.. De geluidssnelheden op deze posities zouden dan extra onbekende parameters zijn, 
hetgeenn zou resulteren in een poot aantal onbekende parameters. Om dit aantal te beperken 
wordtt een andere weg gekozen en wordt gebruik gemaakt van een set basisfuncties waarmee 
allee variatie in de gemeten geluidssnelheidprofielen beschreven kan worden. Het blijkt dat 
doorr drie van die basisfuncties al 90 % van de variabiliteit beschreven kan worden. Inversies 
zijnn uitgevoerd om de coëfficiënten van de basisfuncties te bepalen, waarbij de variatie in de 
geluidssnelheidprofielenn is beschreven met respectievelijk, een, twee, en drie basisfuncties. 
Dee inversieresultaten verbeteren niet door meer dan één basisfunctie mee te nemen, en één 
basisfunctiee blijkt voor dit geval voldoende om de belangrijkste variaties in de 
geluidssnelheidprofielenn te beschrijven. De geïnverteerde geluidssnelheidprofielen zijn 
vergelekenn met gemeten geluidssnelheidprofielen en beide sets vertonen duidelijk dezelfde 
trend.. De conclusie die getrokken kan worden is dat de MFI techniek ook ingezet kan worden 
voorr akoestische tomografie. 

Inn hoofdstuk 9 wordt MFI toegepast op data, verzameld in een drietal gebieden met 
uiteenlopendee bodemtypen. De resultaten van deze bodemclassificatie-exercitie worden 
vergelekenn met resultaten van een literatuurstudie. Het merendeel van deze laatste resultaten 
iss verkregen door boringen. De MFI techniek blijkt duidelijk in staat om de verschillen in 
bodemtypenn te bepalen, en wel veel nauwkeuriger dan via de gegevens verkregen uit de 
literatuur.. Ook wordt aan de hand van twee praktijkvoorbeelden, namelijk een 
bronlokalisatieprobleemm en het gebruik van een 'sonar performance model' het belang van het 
hebbenn van een bodemclassificatietechniek geïllustreerd. Bij het eerste voorbeeld is het doel 
omm een schip dat zich gedurende het experiment beschreven hoofdstuk 6 en 7 in de omgeving 
vann het experiment bevond met MFP te lokaliseren. Voor de onbekende 
oceaanomgevingsparameterss zijn de schattingen uit hoofdstuk 6 gebruikt. Ondanks het feit dat 
voorr deze schattingen gebruik is gemaakt van akoestische signalen die zijn uitgezonden op 2 
kmm afstand van de bron, blijkt het schip ook op andere afstanden goed gelokaliseerd te kunnen 
worden.. Het tweede praktijkvoorbeeld is het gebruik van een 'sonar performance model', dat 
dee kans op detectie van een doel als functie van de positie van dit doel bepaald. Toepassen 
vann dit sonar performance model voor twee bodemtypen laat zien dat de kans op detectie zeer 
sterkk afhangt van het bodemtype. Kennis over de bodem, en daarmee dus het ter beschikking 
hebbenn van een bodemclassificatietechniek, blijkt ook voor deze toepassing essentieel te zijn. 
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