| mpact of pixel-dose optimization on pattern fidelity for

helium ion beam lithography on EUV resist
Nima Kalhof, Wouter Mulckhuys® Paul Alkemad®and Diederik Maag*
®avli Institute of Nanoscience, Delft University 8&échnology, Lorentzweg 1, Delft, The
Netherlands®TNO, Stieltjesweg 1, Delft, The Netherlands

ABSTRACT

This paper presents a heuristic model for scanméligm ion beam lithography (SHIBL) in a EUV cheudly amplified
resist. The model employs a point-spread functioadcount for all physical and chemical phenomenalved in the
resist activation. lon shot noise effects are actmul for using Poisson statistics. Our model shavgood agreement
with earlier single-pixel SHIBL experiments for detining line width as a function of dose for aidksline-and-space
pattern. Furthermore, we propose optimized-pixaledSHIBL to improve exposure latitude, LCDU and L\WBbse
optimization is advantageous to single-pixel expeswhen the feature size is at least about twieewitdth of the
FWHM of the point-spread function. We confirm thig comparing our modeling results for single-piaet optimized-
pixel-dose exposure modes for line-and-space patter

Keywords: Scanning helium ion beam lithography, EUV lithggrg, Chemically amplified resist, Metrology, Dose
optimization modeling, lon shot noise, Critical dinsion, Line-width roughness

1. INTRODUCTION

Focused ion beam lithography (FIBL) has been ingattd extensively as an alternative to e-beanodithphy (EBL)

for device prototyping and R&D purposes.The studies found that FIBL offers a higher sévisjt due to increased
secondary electron (SE) yields, and a lower prayiraffect, due to the absence of backscatteredapyirparticles,

compared to EBL. The development of the gas fietdsource for the Zeiss Orion helium ion microscg®1) enables

a focused ion beam with a spot-size in the sub-mater range, comparable or better than that whachbe achieved in
EBL.

Recently it was reported that there are remarkabtelarities in the activation response of resistsHe-ions and
extreme-ultraviolet (EUV) photons in EUVL lithogtap (EUVL). That is, both primary particle beamsulesn very
low proximity effects and produce low energy SEBased on this, Maas et al. demonstrated experaihetiat SHIBL

is indeed a promising and a cost-effective methard pfe-screening chemically amplified resists (CARand so
determining the Z-factdt prior to their final performance evaluation inBBV scannef.However, in that work, single-
pixel SHIBL in CAR resulted in poorer local criticdimension uniformity (LCDU) and slightly lowernle-width
roughness (LWR) to that of obtained with EUVL. Thias partly attributed to the high SE yield in SHBhich makes
He-ions 150 times more effective than EUV photangatterning a similar CARTherefore, ion shot noise may be a
limiting factor in SHIBL for patterning sensitiveARs, thus hindering pattern fidelity.

In this work, we present a heuristic model for SHIB a CAR. We have developed a simulation modeittamly single-
pixel SHIBL for contact hole (CH) and line-and-spatS) patterns. This is achieved by estimatingoetpspread
function (PSF) to account for all contributing fart in resist activation. We employed Poisson gtiasi to investigate
the extent of the ion shot noise contribution orDIlCand LWR for single-pixel SHIBL. Our simulatioesults are in
good agreement with experiments reported by Maad. tFurthermore, we investigate the advantages ofripeid-
pixel-dose SHIBL to improve LCDU, LWR, exposureitiade (EL) and throughput. Finally, we compare ipnglary
modeling results for single-pixel and optimizedgdidose SHIBL for a 50-nm-full-pitch LS pattern.
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2. MODELING RESIST ACTIVATION IN CAR FOR SHIBL

Resist activation is a complex process. Many facferg. beam profile, mean free path of SEs, rgs#tularity, etc.)
can contribute to the shape and size of the fiesdlved resist pattefrFurthermore, direct measurement of contribution
by every individual factor is a significant expednial challenge.

The point-spread function (PSF), as it is considénethis paper, is the spatial distribution of #ativation of a resist
caused by single primary particle. A PSF can besomeal by imaging single-pixel structures (e.g. dbtes, etc.)
exposed at different doses after resist developnitarice, the PSF can provide a decent estimatitmeofontributions
of all physical and chemical phenomena involvedriduthe exposure and post-exposure. In fact, thevidth at half

maximum (FWHM) of the PSF is a good parameter tantjly the beam and resist resolution. Thereforeaecurate
measurement of the PSF is fundamental to modedtrasiivation processes.

2.1 Point-spread function for SHIBL in CAR

Here, we explain our approach to obtain the PSfrgusiir previous single-pixel exposure SHIBL expenints in CAR
Initially, the line-spread function (LSFI-(Yy), wherey is the trench half-width, was obtained from thersg-full-
pitch LS pattern (Figure 1(a)). The LSF exhibiten@e at a trench half-width of 11.6 nm with an gstatic power-law

drop-off of 1/y*°. Abel inversion was then employed to transform ébtimated LSF into an equivalent PSKr),
where I is the radius of the exposed contact Holée resultant PSF exhibits a knee at a radius4hén with an

asymptotic power-law drop-off ol / re. Figure 1(b) shows the calculated PSF and the &ttqm experimental data.
Note that the PSF FWHM is equal to the twice of #8F knee value (i.e. 18.6 nm). The flat plategiores of the LSF
and PSF represent the onset dose of SHIBL for eaclesponding pattern in CAR. Both LSF and PSF@xkpiower-
law-like dependences (i.e. high contrslue to high sensitivity of CAR to He-ions and sgdaesolution’

Furthermore, it is worth mentioning that it has beeported that optical critical dimension (OCDptserometry
provides a more accurate measure of CD, for a validber of similar features, than CD-SEM metrol&gY Therefore,
we translated our CD-SEM metrology data for LS @htipatterns to YieldStar metrology (ASML OCD scattaetry-
based metrology) data using first order fit equetiprovided by ASML (Veldhoven). The YieldStar esitions (3-5 nm
larger than the CD-SEM measurements) for the LS @Hdpatterns were then used to fit the LSF and R®H, so
calculating the resist activation map as accuraslgossible.
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Figure 1. (a) The obtained LSF from a single-pB@Inm FP LS SHIBL experiment. The insets show t&8E kequation and
an example of single-pixel 50 nm FP LS pattern withle-ion line dose of 6.2 ions/nm in CAR. The gréelue) dots
indicate our SHIBL experimental data for 40 nm (68) FP LS pattern. (b) The calculated PSF using Abersion of

LSF. The blue dots indicate our SHIBL experimentaia for a 40 nm FP CH pattern in CAR. The inshtswsthe PSF
equation and an example of single-pixel 40 nm FPp@ttern with a He-ion dose of 150 ions per corttatt in CAR. The
CD-SEM data were translated into OCD data using firder correlation functions obtained from a CEVMBvs OCD

benchmark on EUV CAR resist metrology conducted\8iIL (Veldhoven)



3. METHODOLOGY AND RESULTS
3.1 Modeling of single-pixel dose delivery with SHIBL in CAR

Single-pixel exposure is modeled by convertingxelpilose map into a resist activation map. Forams, Figure 2(a)
shows the pixel intensity dose map for an arrayeof 500 nm-long LS pattern at 50 nm FP, where daehis

constructed from 250 single-pixel points with agbigize of 2 nm (Figure 2(a) inset). Here, all Ex@&hould receive the
same dose. However, the actual dose deliveredcto giael depends on the Poisson distribution ofitimeshot noise.
The resultant pixel-intensity ion dose map is covet with the PSF to obtain the resist activatiocapmFigure 2(b)

shows the calculated resist activatif{ X, Y) map for the pattern of Figure 2(a) at & Hee dose of 5.5 ions/nm. The

activation A is expressed in effective number of ions per uhérea. Note that the black regions in the resisvation
map correspond to the exposed trenches and the dieformed between these regions. Also, the Imeendicates

resist activation which corresponds to the doselear D, (i.e. 0.085 ions/nR).° Note that the dose-to-clear is defined

as the threshold dose above which we assume tisé t@ully dissolve after development. The meatogy values (e.g.
LWR, CD, LCDU) are evaluated based on the featdgegositions in the calculated resist activati@prat the dose-
to-clear.

In the case of single-pixel exposure, target pigetsoften considerably overexposed to achievesimateCD, unless the
elements of the desired pattern have same sizeead®SF. Furthermore, the developed resist patterffer from lower
pattern fidelity (i.e. LCDU, LWR) with increasingse. That is, in single-pixel exposures patterelifigis hampered by
collective impact of several factors. First, mosthe ion energy is deposited in the middle of plagtern and the pattern
edges receive considerably lower effective doseois® the PSF tails define the pattern edges (whate smaller
gradients than the central region of the PSF). 8bee, edge positions are more susceptible to daostuations,
resulting in lower pattern uniformity. Third, theypact of ion shot noise is more dominant in the B8E where the
deposited ion energy is low. Therefore, not alevaht resist properties can be evaluated accuraféysingle-pixel
exposure method.
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Figure 2. (a) Map for a single-pixel exposure ofaaray of ten 500 nm-long LS pattern at 50 nm-Fie Thset shows a
segment of a line, which is constructed of singlesis at 2 nm pitch. (b) The corresponding cal@datesist activation map

at a He-ion line dose of 5.5 ions/nm. The blue+cbie on the gray scale bar indicates the doseear Dc. The blue-

color-lines indicate the pattern boundaries atibme—to—clearDc.

In order to validate our single-pixel dose delivemnulation model, we compared our calculationslifee width and
LWR of LS patterns and for CD and LCDU of CH patteas function of He-dose with our experimentsthi®end, we
calculated an array of tenjin-long 50 nm-FP LS pattern for the same line desme as the experiments (i.e. 2-11
ions/nm). Note that we discarded the two outersliiem each side of the array to calculate metgolmgyameters. It is
also worth mentioning that due to the complexitythed resist activation calculations for au-long LS pattern, the



pattern was simulated four times as 500 nm-longepat and the generated results were then stittbgether to
construct the full pattern. Figure 3(a) comparesdhlculated resist activation maps to the experiateesults for three
different He-doses. Interestingly, the calculatesist activation maps exhibit decent resemblantéseoexperimental
results. An array of LS pattern at 1:1 pitch wakwdated to be achievable with a line dose of Br8sinm, which is
slightly higher than that found in the experimefite. 6.2 ions/nmj. Also, the calculated LWR at 1:1 pitch is
comparable to that of the experiment.
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Figure 3. (a) Comparison between the calculatestrastivation maps and the experimental resulEMSmages) for
different He-doses for a 50 nm-full-pitch LS patteThe blue-color-line on the gray scale bar indisehe dose-to-clear.
Decent resemblance between each calculated resistteon map and its corresponding experimenlitecan be seen. (b)
Comparison between the experiments and calculatarigie width as a function of the He-dose, whargood agreement
is obtained. (c) Comparison between the experimants calculations for LWR as a function of the Hmsel The
discrepancy is mainly attributed to instabilitytb® ion source, inaccurate PSF estimation and ptoinized experimental
conditions.

The line width as a function of He-dose is illustdhin Figure 3(b). It is evident that the calcethtine width values
exhibit a good agreement with the experiments, smdalidating our model for single-pixel SHIBL. Buermore, the
calculated LWR curve follows a trend similar to aeriments (Figure 3(c)). For He-ion line dgs&.3 ions/nm in the
calculations (below 3 ions/nm for the experimenit® LWR is due to the ion shot noise. The secortkase in the



LWR at high He-ion doses is attributed to the abation of the neighboring lines. Strangely, for-thases below 4
ions/nm, our model estimates larger LWR values amenp to the experiments. At the moment, we atteilthis
discrepancy to instability of the ion source duecémtamination in the He gas at the moment of tkgegments?

inaccurate PSF estimation and not optimized exgeriai conditions (e.g. resist developmént)

For the contact hole pattern (CH) at 40 nm-FP, weikated an array of 18 10 to investigate the behavior of CD and
LCDU as a function of He-ion dose (see Figure 4(a)¢ then considered an inner array of 8 CH (the region inside
the red-color-dashed line in Figure 4(a)) to perfanetrology calculations. Figure 4(b) shows CD &@DU as a
function of the ion dose for the experiments arel shmulations. In both cases, the CD increases thighion dose.
However, our model exhibits a quicker CD increaftd ¥he ion dose. On the other hand, the calcula@dU is much
lower than that observed in the experiments. Fedbte range of 80-150 ions per CH, the calculatédBS LCDU is
comparable to EUVL experiments (i.e. 2.9 rfnfjor doses> 150 ions per CH, the calculated LCDU values are on
average ~1 nm less than the obtained values for LEeRperiment$. Therefore, the model suggests that our SHIBL
experiments were not only limited by the ion shoise. So by optimizing the experimental conditfohstter results
could be achievable.
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and SEM images of the experiments for the samedde-d



We attribute the large discrepancy between our inacié experiments for CH pattern to instabilitytbé ion source
during our experiments and, to some extent, tocmacy of our PSF. Recently Rahman et al. repastethe beam
emission intensity fluctuations in a Zeiss Oriotitma ion microscope due to contaminants in thesonrce regiod?
Therefore, our experiments reported in Ref. 6 ctielde been affected by He-ion emission fluctuatfonsnillisecond
time intervals, and so affecting the delivered pidese at every dwell timé. Therefore, the ion beam current
fluctuations resulted in larger LCDU valueJhis can also be readily observed by comparingctileulated resist
activation maps with the experimental results i@ €H pattern in Figure 4(c). However, for LS paisewve scanned the
beam over the desired pattern multiple times (“Répdo achieve the required dose. Therefore, dmam scan time
was much shorter than the ones employed for thep@tterns, and so resulting in averaging of the beament
fluctuations over the entire pattern.

3.2 Modeling of optimized-pixel-dose delivery with SHIBL in CAR

We propose an optimized-pixel-dose delivery SHIRL itnprove pattern fidelity to that obtained in dmgixel
exposures. In this case, dose optimization offers ddvantages over single-pixel exposures. Fige ptimization
allows for a higher contrast around the dose-tarcland so improving the exposure latitude (ELXoBe, the central
area of large features can be realized with a fatgnitly lower dose, thus improving throughput ameiding pattern
ablation. In the optimized-pixel-dose exposure aekso minimize the discrepancy between a target goofile and the
realized dose profile by allowing all pixels (insiednd outside of the feature) to contribute infeedint way (i.e. with a
different dose). Dose optimization is advantageousingle-pixel exposure when the feature sizé lsast about twice
the width of the PSF.

The improved contrast for the dose-optimized expmossi due to the fact that the feature's edge (whiter the dose
map optimization is at the dose-to-clear) is exgagehe steepest part of the PSF. However, asomsly mentioned, in
single-pixel exposure the slope of the featuresedwofile around the dose-to-clear is progresgidefined by the PSF
tails with increasing the exposure margin (EM).the optimized-pixel-dose exposure mode, the pifaisfrom the
feature’s edge do not contribute to the edge pusstiConsequently, the required dose in the ceftire feature is just
above the dose-to-clear. However, in the singlelpéxposure mode, every exposed pixel also conésbio defining
the feature’s edge positions.

Our optimized-pixel-dose calculations are as folowirst, from a desired binary pattern (Figure))s(ee construct a
target dose profile (Figure 5(b)). The target dosgfile is calculated according to the capabilittégthe exposure tool
(e.g. resolution, beam step size, scanning beactrabécs, etc.) and the resist properties (i.eedosclear). It is worth
mentioning that in the model we assume the resistot removed below the dose-to-clear. The modeh t#inds
iteratively a solution to an optimization problemvihich we seek to minimize the discrepancy betvibertarget dose
profile and the realized dose profile. The solutppavides the optimal ion doses at each pixel toeae the best pattern
fidelity (Figure 5(c)). It is worth mentioning thaur dose optimization model is similar to the agmh reported by

Brodie et al.
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Figure 5. Graphical illustration of the calculatisteps involved in our pixel dose optimization. fapinary map of a
desired 50 nm-FP LS pattern. (b) The calculatetingption dose map for the desired LS pattern baseithe capabilities of
the exposure tool and the resist properties. (€) citiculated optimal ion dose map for the regialicated by the red-color-
dashed rectangle in Figure 5(c). Here, each gray oepresents the required number of ions for gahl.



Table 1 compares pattern fidelity of a 50 nm-FPpla&ern for single-pixel and optimized-pixel-dogdiBL exposure
modes, based on our preliminary modeling resultge Xhat the exposure margin (EM) is defined ag#ie between
the dose-to-size and the dose-to-clear and thesaxpdatitude (EL) is evaluated at 10% deviatiamfrthe target line
width. Furthermore, Figure 6 shows the calculagsist activation maps for a 50 nm-FP LS patterntferEM values in
Table 1. The images clearly show improvement inLtWR with increasing EM. For ENt 4, our model suggests that
the optimized-pixel-dose exposures offer better L#fiRl comparable EL to that calculated for singkelpéxposures.
The relatively large EL of single-pixel is due teetfact that if the desired feature size is latban FWHM of the PSF
(FWHM = 18.6 nm in our case), the tails of the Rigfine the pattern edges. Consequently, a verg lavgrexposure is
required to achieve such feature sizes in singlelgxposures. In contrast, in optimized-pixel-degposure a lower
line dose (LD) is required to resolve the desir&fattern (at a higher throughput) which at theeséime exhibits
lower LWR values (see Table 1). This is due tofdw that the pattern edges are no longer defiyeth® PSF tails,
where the ion shot noise is dominating the expostinerefore, optimized-pixel-dose exposures carrdve EL and
pattern uniformity for feature sizes larger thaea FWHM of the PSF. We also calculated that the ohpéthe ion shot
noise on LWR ranges between 1.6-4.5 nm. Interdgtirige lower threshold is less than that of obedrin EUVL
experiment$.However, further experiments and modeling dataegaired to truly investigate the ion shot noisgact
and pattern fidelity in an optimized-pixel-dose 8HI
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Table 1. Preliminary comparison of EL, LWR and LEhpeen single-pixel and optimized-pixel-dose SHIBL.

Line-and-space at 50 nm FP

Exposure M ode EM | EL | LWR (39 | LD (ions'nm)
Single-pixel - | 45% 2.¢ 7.3
2 | 25% 4.5 3.¢
o _ 4 | 40% 2.t 5.C

Optimized-pixel-Dose

6 | 40% 2.C 5.€
8 | 42% 1.€ 6.2

4. CONCLUSIONS

This paper presents a heuristic model for scanmatigm ion beam lithography (SHIBL) in a EUV CAR.pbint-spread
function was employed to account for all physiaad @hemical phenomena involved in the resist attimaThe point-
spread function was obtained using Abel inversibthe line-spread function (acquired from SHIBL eximents for
single-pixel 50 nm-full-pitch line-and-space patderlon shot noise effects were modeled with Poiss@atistics. We
discussed single-pixel and optimized-pixel-doseosype modes as two possible approaches for SHIBL pkiposed
the optimized-pixel-dose exposure mode to improygosure margin, exposure latitude and line-widthgtmess in
SHIBL. Our model showed a good agreement with ihgle-pixel SHIBL experiments for determining livadth
variations as a function of dose for a desired-éind-space pattern. The observed discrepancieeéetaur modeling
results and the experiments for line-width rougknesitical dimension and local critical dimensianiformity are
attributed to inaccuracy of our estimate for theénpepread function, which in turn originates froemperimental
uncertainties. Therefore, better experimental degaequired to improve the estimate of the pgméad function shape.
In addition, further modeling and experimental date required to determine the extent of ion shai$en effect on
pattern fidelity in SHIBL in EUV CAR. Our prelimimg modeling results indicated that optimized-pidese SHIBL
can offer better exposure latitude and line-widdughness in line-and-space patterns than singkd-gIBL.
Therefore, optimized-pixel-dose SHIBL could pave tlway towards employing SHIBL as a promising andost-
effective method for pre-screening EUV resistsipractheir final performance evaluation in an EWbasner.
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