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Abstract. In comparison to open surgery, endoscopic surgery offers impaired depth perception and narrower
field-of-view. To improve depth perception, the Da Vinci robot offers three-dimensional (3-D) video on the con-
sole for the surgeon but not for assistants, although both must collaborate. We improved the shared perception of
the whole surgical team by connecting live 3-D monitors to all three available Da Vinci generations, probed user
experience after two years by questionnaire, and compared time measurements of a predefined complex inter-
action task performed with a 3-D monitor versus two-dimensional. Additionally, we investigated whether the
complex mental task of reconstructing a 3-D overview from an endoscopic video can be performed by a com-
puter and shared among users. During the study, 925 robot-assisted laparoscopic procedures were performed in
three hospitals, including prostatectomies, cystectomies, and nephrectomies. Thirty-one users participated in
our questionnaire. Eighty-four percent preferred 3-D monitors and 100% reported spatial-perception improve-
ment. All participating urologists indicated quicker performance of tasks requiring delicate collaboration (e.g., clip
placement) when assistants used 3-D monitors. Eighteen users participated in a timing experiment during a
delicate cooperation task in vitro. Teamwork was significantly (40%) faster with the 3-D monitor. Computer-gen-
erated 3-D reconstructions from recordings offered very wide interactive panoramas with educational value,
although the present embodiment is vulnerable to movement artifacts. © 2014 Society of Photo-Optical Instrumentation

Engineers (SPIE) [DOI: 10.1117/1.JMI.1.1.015001]
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1 Introduction
During surgical procedures, team members must focus on a
variety of individual tasks, while also constantly maintaining
a shared, common situational awareness with the entire team.
One of the major ingredients of situational awareness in surgery
is spatial perception.

Spatial perception determines greatly how people interact
with their environment. It involves a combination of vision,
proprioception, sense of equilibrium, and complex memory
tasks [to permanently update a mental three-dimensional (3-D)
map of the ambient world]. The more delicate a visually guided
motor skill becomes, the more demands are placed on these
perceptions. This holds especially true for extremely refined
teamwork like a surgeon and assistant(s) that must perform
complex eye-hand coordination in a restricted space. In such
cases, optimizing shared spatial perception is crucial.

During open surgery, a major bottleneck for a shared spatial
perception is getting sufficient direct visual access to the surgi-
cal area for all team members. In endoscopic surgery, direct

visual access is replaced by the indirect mechanism of the video
chain.1 Thus, adding additional video monitors helps assistants
to gain visual access, which is a benefit compared to open sur-
gery, although visualization during endoscopic surgery also has
specific challenges which can be split into two main issues.

The first issue is related to impaired depth perception.
Stereopsis can significantly contribute to visual perception
and cognitive performance during complex tasks in a spatially
complex environment.2 Indeed introduction of the Da Vinci sur-
gical robot series has considerably reduced the previous men-
tioned bottlenecks by offering stereopsis within the surgical
console (in combination with improved dexterity of instruments
and visual augmentation of the surgical field). Various reports
in the existing literature have already shown that stereoscopic
vision decreases surgery time and increases accuracy for the sur-
geon behind the console of the Da Vinci robot.3–10 However, to
the best of our knowledge to date, there is little or no published
evidence illustrating the impact of using a 3-D auxiliary monitor
for the assistant(s) at the operating table during robot-assisted
laparoscopy (RAL). For the assistant(s), these facilities are not
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currently widely available, although it seems some 3-D auxiliary
monitor systems are beginning to emerge on the market. For
our study, we connected a live 3-D monitor plus 3-D record/
playback system to Da Vinci robots of all three generations pres-
ently available on the market to improve shared spatial percep-
tion for assistants. We quantitatively analyzed the perceived
effects for both urologists and assistants at the operating
table with a questionnaire. Furthermore, we report console times
for partial tumor nephrectomy, and we performed an in vitro
experiment wherein we measured how fast a defined complex
interaction task could be performed by an assistant with
a two-dimensional (2-D) monitor or with a 3-D monitor (while
teaming up with the surgeon using the console).

The second issue is related to impaired spatial orientation and
lack of overview. The live endoscope image is limited by the
optical field-of-view (FOV). In order to view the entire surgical
volume inside the patient, the endoscope is therefore moved
around over time. Apart from having stereoscopic video or
not, both endoscopic surgeons and their assistants must con-
stantly reconstruct and update a mental 3-D panoramic model
of the surgical volume from endoscopic views in various posi-
tions. The methods to create a dense reconstruction from the
input of video captured by a free moving handheld camera
are already described in the literature;11,12 however, it has not
yet been applied to endoscopic surgery, which inherently suffers
from additional problems, such as strong camera distortion and
a moving light source. Clinical applications of panoramic
mosaics have been shown by posing an additional assumption
that images can be projected on a flat 2-D model of the
placenta13 or a spherical model of the bladder.14,15 Of course,
such approaches are limited to applications with known and
simple geometry and cannot be used in general for more com-
plex shapes in larger environments. A recent review mentions
that optical intraoperative 3-D reconstruction in laparoscopic
surgery should be feasible.16 This review, however, does not
show examples and results of incrementally generated wide
panoramic overviews based on laparoscopic video images.

During this study, we investigated whether the complex men-
tal spatial-orientation task to reconstruct a 3-D panorama from
video images can be achieved with computer technology for
different generations of the Da Vinci robot and a variety of
different laparoscopic procedures.

The outline of this paper is as follows: Sec. 2 describes
our methods and system architecture for display, recording,
and 3-D reconstruction. Section 3 presents the experiment and
results of the auxiliary 3-D monitor for depth perception and
Sec. 4 presents the results of the 3-D panorama for overview
and spatial orientation. Finally, Sec. 5 summarizes the overall
conclusions.

2 Method
This section describes the methods that were used to obtain our
results. Section 2.1 describes the hardware of the system and
Sec. 2.2 focuses on the software for 3-D reconstruction.

2.1 Hardware of the System

We realized coupling of live 3-D monitors for all three gener-
ations of Da Vinci robots that are presently on the market. An
overview of the generalized system architecture is shown in
Fig. 1. The existing Da Vinci system has separate outputs for
left and right (L&R) camera signals that enter the camera control

unit (CCU) and pass via the combo box to the surgical console
for display in 3-D. The extension that was added by us routes
these L&R auxiliary video output signals to a live 3-D monitor
and a 3-D record/playback system. 3-D videos are recorded
while moving the endoscope around in selected (still) scenes
of interest. These recordings are processed offline into a pano-
ramic 3-D model and coupled to an interactive laparoscopic
camera simulator (Simendo) and so could be interactively
explored for educational purposes as if freely manipulating
the camera during a real laparoscopy (of course without surgical
intervention).

The Da Vinci system that generates analog video streams
(first generation) is connected to another hardware extension
than the ones that generate digital video streams (second and
third generations).

2.1.1 Hardware for the analog video streams
(first generation Da Vinci)

For the analog video streams, a 3-D video converter (Image
Tek Corp., Laguna Niguel, California) was used to connect
a 3-D monitor (Panasonic TX-P50VT20E, utilizing active
LCD-shutter glasses, Osaka, Japan) to the left and right S-
video outputs of a first generation Da Vinci Robot. For routine
3-D recording by users, an high-definition digital versatile disc
(HD-DVD) recorder was connected (Panasonic DMR-8H63).
The resulting recordings are directly playable on a Blu-ray
DVD system, but maintain only about half of the resolution
due to interlacing the L&R video signal. Three-dimensional
recordings for research on 3-D panoramic reconstructions
were made using two synchronized Pleora iPORT digitizing
engines (PT1000-ANL-1-6-V2-E) connected to a DELL XPS
laptop with RAID hard disk system and 2 × GB-LAN (1 con-
nector and 1 express card). The latter method preserves maxi-
mum resolution without video compression but is less user
friendly and not Blu-ray compatible.

2.1.2 Hardware for the digital video streams (second and
third generations Da Vinci)

For digital video streams, a medical grade 3-D monitor (Sony
LMD-2451MT, utilizing passive rotational polarization glasses,
Tokyo, Japan) was directly connected to the L&R spare high-
definition serial digital interface (HD-SDI) outputs of the L&R

Fig. 1 Overview of the system architecture.
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CCUs from a second generation Da Vinci S robot. The same
type 3-D monitor was also connected to a third generation
Da Vinci Si robot. Since the CCUs of the Da Vinci Si did
not have a spare HD-SDI video output but only a spare
YPbPr video output instead, we applied two converters for
the L&R signal (AJA video, HD10A-R0). Three-dimensional
video recordings were performed using two synchronized
Panasonic P2 broadcast studio recorders (AG-HPD24E)
which store L&R in full HD without any video compression.

Note: Achieving a live 3-D view on the auxiliary monitor
does not require 3-D recorder hardware nor the software for
3-D panoramic reconstruction.

2.2 Software for 3-D Reconstruction

The applied 3-D reconstruction method is an add-on to existing
endoscopy systems and basically compatible with any video
endoscope. By distilling spatial information from the video
stream while the endoscope moves around, it builds a much
wider cumulative overview than the normal momentary endo-
scopic FOV (just as humans do in their mind). Thus by scanning
a bodily cavity, a much wider 3-D panorama can be recon-
structed (even if the input data comes from a conventional
2-D endoscope). There is no need for position tracking,
additional markers, or prescans from magnetic resonance
(MR) or computed tomography (CT), because reconstruction
is purely based on information from the endoscopic video-
stream. Calibration is simply achieved from filming a black
and white checkerboard pattern at various angles.

The (offline) 3-D reconstruction processing consists of four
main steps, which are shown in Fig. 2. Recorded streaming
video (monoscopic or stereoscopic) from the endoscope system

forms the system input. The first processing step is motion
estimation, which computes the endoscope’s changes in posi-
tion and orientation. Based on this information, the second
processing step can reconstruct dense sets of visible surface
points in 3-D. In the next step, these 3-D points are converted
into 3-D surfaces (mesh pattern). Finally, texture mapping is
applied with a photorealistic detailed 3-D panorama as a result.
An extensive further technical description of the applied image
processing method is described in “Streaming video-based 3-D
reconstruction method compatible with existing monoscopic
and stereoscopic endoscopy systems.”17

3 Results of the Auxiliary 3-D Monitor for
Depth Perception

This section describes the experiments and results related to the
auxiliary 3-D monitor for depth perception, which includes
the experimental setup for the monitor for surgical procedures
(Sec. 3.1), results of the questionnaire (Sec. 3.2), console times
for partial tumor nephrectomy (Sec. 3.3), the in vitro experimen-
tal setup for time measurement for a delicate cooperation task
(Sec. 3.4), and finally, the results of this time measure-
ment (Sec. 3.5).

3.1 Experimental Setup for the Auxiliary 3-D
Monitor for Depth Perception

We connected a live 3-D monitor plus 3-D video record/play-
back system to all three Da Vinci robot generations presently
available. This setup was used for two years, following which
we probed user image perception by questionnaire. In total,
925 consecutive RAL procedures in three hospitals were

Fig. 2 Block diagram of software processing steps to construct a three-dimensional (3-D) panoramic
model from video streams of camera moving around in a scene of interest.
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included (41% with an analog Da Vinci and 59% digital).
Surgical procedures involved RAL-prostatectomy (RALP) (n ¼
748), RAL-cystectomy (radical n ¼ 66 radical, partial n ¼ 3),
RAL-partial nephrectomy (n ¼ 58), RAL-pyeloplasty (n ¼ 23),
RAL-nephro-ureterectomy (n ¼ 13), RAL-implantation of bra-
chytherapy18 cannulas (n ¼ 7), and others (n ¼ 7).

Users were free to use or not use 3-D monitors.
Conventional video monitors were kept operational alongside
3-D monitors (3-D glasses did not impair viewing normal mon-
itors). After two years of experience, a questionnaire was dis-
tributed among 31 users. Standard surgical procedures were
unchanged.

3.2 Results of the Questionnaire about
the Auxiliary 3-D Monitor

All participating urologists within the three participating hospi-
tals indicated quicker performance of tasks requiring delicate
spatial co-operation, like clip placement and handing over of
suture needles. In order to obtain more quantitative information,
a survey on perceived 3-D image quality was held among
all users. The results are listed in Table 1. This table contains
an almost literal translation into English from the original
questions in Dutch.

Thirty-one users participated in our questionnaire. The
results show that in the role of scrub nurse, 16% preferred
using 2-D monitors and the other 84% preferred 3-D monitors.

Fischer’s exact test showed that the chance to find 26 responses
in favor of the 3-D monitor out of 31 by mere coincidence is
<8 × 10−5, which is why the null hypothesis that there is
no difference can be rejected. Furthermore, all users (100%)
reported qualitative spatial-perception improvement compared
to normal 2-D monitors, which is even more significant
(p ¼ 5 × 10−10).

All 31 respondents of the questionnaire indicated that the live
3-D monitor offered a clearly enhanced visual depth perception
in comparison to a normal 2-D monitor, thus indicating that
all respondents had functional stereopsis (although we did not
measure this). Yet five of these 31 respondents (16%) indicated
they preferred using the 2-D monitor when assisting surgery.
Based on the free text from the questionnaire, their underlying
reasons could be divided into two subgroups.

The first group mentions practical issues related to the 3-D
glasses. This subgroup consisted of two respondents (6%). Both
used active glasses (LCD-shutter type, first generation Da
Vinci). One respondent indicated that the active glasses were
quite heavy and she could not reposition them when working
sterile at the operating table. The other respondent indicated
that when looking down on the instruments and then back up
to the 3-D monitor, the active glasses had to resynchronize
with the monitor, which was distracting. Hence, both did not
use the 3-D monitor when working as a scrub nurse. They
preferred, however, using the 3-D monitor when assisting as

Table 1 User experience with auxiliary 3-D monitor over 2 years (925 RAL procedures). Note that between procedures, people can switch
between multiple roles.

Question Response options Number

In which role do you work with the auxiliary 3-D monitor?
(in case of multiple roles check all relevant categories)

Assistant (circulating) 16

Assistant (scrub) 24

Viewer (for education) 2

Console surgeon 10

Via which auxiliary monitor do you prefer to work? Normal monitor 5 (16%)

3-D monitor 26 (84%)

No preference 0

Does the 3-D monitor offer you improved spatial
perception compared with the normal monitor?

Yes, very clearly 31 (100%)

To some extent 0

I do not see a difference 0

The 3-D monitor offers worse spatial perception 0

Please indicate any issues with regard to the 3-D monitor
that you find relevant. You may fill out your ID, but this is
NOT mandatory. Please do not return more than one form per person

Received free text is summarized in Sec. 3.2

Respondents per category Assistants 20

Educational viewers 1

Urologists 9

Oncologists 1

Grand total respondents 31
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a circulating nurse. In particular, the passive glasses (used
with the digital monitor) allowed multiple assistants to work
with the 3-D monitor in a wide viewing range. For active
glasses, the viewing range was less wide, but perceived as
acceptable.

The second group mentions physiologic discomfort issues.
This subgroup contained three respondents (10%) that reported
uncomfortable feelings like headache, dizziness, and forthcom-
ing slight nausea. Although this is a well-known phenomenon,
scientific reports on incidences are scarce and, for complex mat-
ters, such effects vary between different (continuously evolving)
3-D display technologies. Estimations indicate that up to 30% of
3-D cinema attendants experience some discomfort due to
accommodation-vergence conflicts and 1∕500 even has
to vomit due to visual-vestibular conflicts, which compares to
1∕5000 of regular 2-D cinema attendants.19 Moreover,

approximately up to 30% of the population has impaired stereo-
psis and 3% has no stereopsis at all, often without knowing this
or being troubled by it in daily life.20

Further, a few normal recommendations about monitor
height and tilt adjustments were received.

3.3 Console Times for Partial Tumor Nephrectomy
with the Auxiliary 3-D Monitor

We inspected the console times of partial tumor nephrectomies
closely before and after switching from 2-D to 3-D, because
this is a very time-critical procedure with intense spatial 3-D
teamwork. Here, we assume the learning curve to be negligible,
because all procedures were performed by an experienced urolo-
gist and an experienced team. All kidney-preserving operations
were performed by the same urologist in the same hospital
(Rijnstate), which avoids additional factors that could influence
the experimental outcome. We inspected the times of the last 13
patients that were treated with a 2-D monitor and the first 13
patients that were treated with the 3-D monitor. The console
time in 2-D appears to be (on average� std) 138� 25 min
and in 3-D 108� 26 min, which is an improvement of 22%.
A student T-Test was performed using the one-sided distribution
and unequal variances. The test shows that the console times in
this in vivo experiment are significantly lower with the 3-D mon-
itor than with the 2-D monitor (p ¼ 0.003).

3.4 Experimental Setup to Measure Time to
Perform an In Vitro Task with
the Auxiliary Monitor

We also performed an in vitro experiment to compare the time
that was needed to perform a defined task viewing a 2-D aux-
iliary monitor with the time needed to perform the same task
viewing a 3-D monitor.

We connected a live 3-D monitor to a Da Vinci Si robot that
generated HD-SDI video. All participating assistants performed
the same task twice; once in 2-D (using 2-D mode of the 3-D

Fig. 4 (a) Details of the experimental setup that was used to measure the time. The beads were available
on long straight needles inside a surgical test box and must be picked up and moved toward the curved
needle. (b) 2-D photo of the 3-D monitor in 3-D mode (hence the “double” picture). This monitor was
switched between 2-D and 3-D mode during the experiment.

Fig. 3 Overview of the experimental setup that was used to measure
the time needed to perform a task with two-dimensional (2-D) and
3-D monitors.
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monitor) and once in 3-D (using 3-D mode on the same mon-
itor). The same monitor was used in all experiments to avoid
the influence of changing monitor quality. To compensate for
the effects of a learning curve, assistants started alternating with
either 2-D view or 3-D view to obtain balanced results. An over-
view of the setup is shown in Fig. 3 and the details are shown
in Fig. 4.

Laparoscopic or robot assisted transfer of beads or pegs is
a well-determined validated test to assess bimanual dexterity,
hand-eye coordination, and spatial awareness, as has been
described in a validation study of Tjiam et al.21 The procedure
that we used was performed as follows. Before the experiment
started, the assistant was allowed to practice grasping one bead
and putting it on the needle. In the starting position of the experi-
ment, the assistant had the curved needle in the grasper. When
the time measurement started, the following subsequent steps
were repeated: First, the assistant presents the curved needle
to the grasper of the Da Vinci (operated by the console surgeon),
then the assistant picks up a bead from the stock-pile on long
straight needles, the assistant puts the bead on the curved needle
(the console surgeon was not allowed to help), the assistant takes
the curved needle at the tip and the console surgeon detaches
the needle (so that the bead can move further on the wire), and
finally, the assistant returns the curved needle to the grasper of
the Da Vinci console. Then the cycle is repeated with the next
bead. The stop criterion is reached when three min passed, or
when 10 beads were successfully put on the curved needle,
or when no more beads were available on the long straight nee-
dles. When the three min were used, the assistant was allowed to
finish this last bead. The number of beads on the curved needle
and thread were counted and the time it took to place those
beads was reported to avoid discretization effects due to “half”
beads. In this way, the average time per bead was computed for
each user.

3.5 Results of In Vitro Timing Experiment with
the Auxiliary Monitor

In total, 18 volunteers participated as assistant, all performed the
experiment twice (N ¼ 18 in 2-D mode and N ¼ 18 in 3-D

mode), and in total, 280 beads were successfully placed on
the curved needle (121 beads in 2-D mode and 159 beads in
3-D mode). The results are summarized in Tables 2 and 3.

Before the experiment, we had two expectations. The first
and main expectation was that people are faster with a 3-D mon-
itor than with a 2-D monitor. Second, there may be a learning
effect which must be taken into account for a fair comparison.
We used analysis of variance to analyze these factors in this
balanced dataset and the assumptions were tested at the thresh-
old of p ¼ 0.01. The difference between the 2-D mode and the
3-D mode appears to be highly significant [Fð1; 32Þ ¼ 13.6,
p ¼ 0.0008]. On average, people are 40% faster when they
use the 3-D monitor for a complex interaction task. Neither
the difference between first and last appears to be significant
[Fð1; 32Þ ¼ 0.78, p ¼ 0.38] nor the interaction between these
factors [Fð1; 32Þ ¼ 0.05, p ¼ 0.82]. Because no order effect
was found (no main effect nor interaction), it can be concluded
that the main effect of 3-D versus 2-D was independent of
the order in which the tests were applied. Of course, a longer
task may lead to different learning effects and we do not expect
that it will be impossible to improve skills.

Table 3 shows that for a low number of participants (11%)
there is hardly a difference between using 2-D and 3-D.
However, a large majority (89%) performs >10% faster and
some (28%) even become twice as fast by using the 3-D
monitor.

Table 2 already showed that (on average) people are 40%
faster when they use the 3-D monitor for a complex interaction
task. It is important to note that this does not mean that a 3-D
monitor will necessarily reduce the whole surgical procedure
(from skin to skin) to 60% of the total time, since only a fraction
of the surgical procedures will require these complex tasks of
the assistant. The in-vitro results match well with the impres-
sions of the console surgeons that teamwork was quicker
with the use of the 3-D facility (Sec. 3.2) and with the observed
improvement in-vivo console time for partial tumor nephrecto-
mies (Sec. 3.3).

During the in vitro experiment with beads, we noticed a sim-
ilar behavior as during in vivo clip placement. When using a 2-D
monitor, assistants placed the bead and clip by “trial-and-error.”

Table 2 Average time needed per bead (sec/bead) and the standard deviation in 2-D or 3-Dmode and as first or last task. In the 2-D column, “First”
indicates that the volunteer started with 2-D mode. The difference between 2-D and 3-D mode appears to be significant.

2-D mode 3-D mode 2-D + 3-D mode

First 30.5� 15.5 (N ¼ 9) 16.1� 3.9 (N ¼ 9) 23.3� 13.2 (N ¼ 18)

Last 27.0� 7.4 (N ¼ 9) 18.2� 6.7 (N ¼ 9) 22.6� 8.2 (N ¼ 18)

Firstþ last 28.8� 11.9 (N ¼ 18) 17.1� 5.4 (N ¼ 18) 23.0� 10.9 (N ¼ 36)

Table 3 Histogram of people that obtain a relative time gain (gain ¼ t3-D∕t2-D, where time is defined as the average time per bead (s/bead) for 2-D
(t2-D) or 3-D (t3-D). This table shows that 28% is at least twice as fast with 3-D, 89% has a benefit of >10% in using 3-D, and nobody has a benefit of
>10% in using 2-D.

Time gain t3-D∕t2-D < 0.5 (%) 0.5 < t3-D∕t2-D < 0.7 (%) 0.7 < t3-D∕t2-D < 0.9 (%) 0.9 < t3-D∕t2-D < 1.1 (%) 1.1 < t3-D∕t2-D (%)

People 28 39 22 11 0

Cumulative 28 67 89 100 100
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By this, we mean that the assistant often aims to put the bead
over the needle, but fails a few times due to incorrect depth esti-
mation, and thus moves in empty space. After observing this,
the assistant then pulls back and tries again at another distance
to the camera. This behavior was seen during the in vitro experi-
ment and also during in vivo clip placement using a 2-D monitor.
We did not see this “trial-and-error” approach with the 3-D mon-
itor, but observed a first-time-right placement of the bead over
the needle. Also, here, there was a parallel with typical in vivo
behavior during clip placements: Using a 3-D monitor, first-
time-right spatial positioning of clips was observed.

4 Results of the 3-D Panoramas for
Overview and Spatial Orientation

This section describes the experimental setup (Sec. 4.1), quali-
tative results (Sec. 4.2), and discussion (Sec. 4.3) of the 3-D
panoramas for overview and spatial orientation.

4.1 Experimental Setup of the 3-D Panoramas for
Overview and Spatial Orientation

In order to create the panoramas, synchronized L&R video was
recorded during surgery and reconstructed offline after surgery.
In this paper, we focus on reconstructions from three different
hospitals. We describe a prostatectomy with an analogue (first
generation) Da Vinci, a prostatectomy with a digital (second
generation) Da Vinci S, and the removal of a kidney tumor
with a digital (third generation) Da Vinci Si.

4.2 Results of the 3-D Panoramas for
Spatial Orientation and Overview

As for panoramic 3-D reconstruction, Figs. 5–7 provide exam-
ples of the wide overviews that can be obtained with the present
embodiment. Figure 5 is based on 15 s of video and shows an
intraoperative view of the symphysis (top) and the subsymphy-
seal area postprostatectomy. Figure 6 is based on 20 s of video
and shows a view of the small pelvis during RALP, just after
opening the endo-pelvic fascia. Within Fig. 6 (bottom) one
original full-size video frame is overlaid on its original location
within the zoomed-in reconstructed panorama. This clearly
illustrates that the complete panorama of Fig. 6 (top) contains
a much wider FOV than the individual original live video
frames. In Figs. 5 and 6 the FOVof the reconstructed panoramas
are approximately 4 respectively 3 times larger than the individ-
ual live video frames. Note that the live video image loses
brightness toward the edges, whereas the panoramic 3-D recon-
struction offers overall well-lighted contrasts. The reconstruc-
tion software can achieve this by combining the image regions

Fig. 5 Three-dimensional panorama of a prostatectomy based on an
analogue video stream showing an intraoperative view of the
(a) symphysis and the (b) subsymphyseal area postprostatectomy.
The (c) bladder is visualized at the bottom.

Fig. 6 (Top) 3-D panorama of a prostatectomy based on a digital
video stream showing a view on the (a) small pelvis just after opening
the (b) endopelvic fascia. (Bottom) Magnified portion of the same
panorama with one original video frame overlaid upon the model.
This clearly illustrates the large field-of-view and fine details of the
panoramic reconstruction compared to the normal image.

Fig. 7 (Left) 3-D panorama showing a (A) tumor in the upper pole of the right kidney, prior to resection. A
vessel loop pulls the (B) renal veins forward, disclosing the renal artery branch. (Right) The same 3-D
panoramic model, but now rotated to a different viewing angle. This clearly illustrates the 3-D shape
information in the model. When loaded into the surgical simulator, all models could be freely explored
with the camera joystick, with a display setting that could be set to 3-D or 2-D.
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with optimum contrasts as the scope tip is moved around to scan
the entire area. Figure 7 is based on 18 s of video and shows a
kidney tumor in the upper pole prior to resection. A vessel loop
pulls the renal veins forward, disclosing the renal artery branch.
The rotation in Fig. 7 (left and right) clearly shows the 3-D infor-
mation in the panoramic model.

4.3 Discussion of the 3-D Panoramas for
Overview and Spatial Orientation

Interactive 3-D panoramas may lead to new possibilities for
mentoring and teaching. During practice with an endoscopic
simulator, the method can, for example, visualize position
and orientation of the simulated endoscope relative to the
environment as viewed from a virtual mentor viewpoint
outside the simulated endoscope (but inside the patient),
which may help the viewers to better see the anatomical struc-
tures and improve situational awareness among the surgi-
cal team.

A limitation of the present embodiment for 3-D reconstruc-
tions is that these presently are generated offline from recorded
data. This, however, is not a principal limitation but merely an
engineering issue of implementing the embedded processing.
Movement artifacts can also arise from objects (e.g., instru-
ments) that move within the FOV while recording. For some
inspection procedures, the latter can be avoided relatively easily.
The dynamic update of the existing model after motion in the
environment is not part of the current embodiment. If extended
to real-time processing, the method may well be applied to, for
example, 3-D mapping of bladder wall inspections [e.g., in
repeated follow-ups after transurethral resection of tumor
(TURT)].

The 3-D panoramic model is not yet currently used during
the forms of laparoscopic surgery mentioned in this paper. In
other clinical procedures, such as twin to twin transfusion syn-
drome (TTTS) or bladder operations, there is a clear benefit in
first creating an overview before subsequently starting the actual
treatment. We learned that the technique can be relevant in lapa-
roscopy for educational purposes and reporting, and it is
expected that the described technique will become even more
useful for laparoscopic applications when it is combined with
other 3-D modalities (e.g., US-echoprobe or CT/MR-prescan).
For 3-D reconstructions, broad educational applications (also
outside the scope of urology) are envisaged. Simulators are rap-
idly evolving and we are entering a new era of proficiency-based
endosurgical training.22,23 3-D environments from real patients
can be imported into interactive endoscopic simulators and used
for e-learning, showing 3-D views that respond to manipulation
of an endoscopic camera simulator joystick, which can enhance
surgical training.24

5 Conclusions
Provision of a 3-D auxiliary monitor improves the motor
co-ordination between console surgeon and assisting staff: 84%
of team members preferred 3-D monitors and perceived them as
enhancing teamwork, all respondents (100%) indicate that the
live 3-D monitor offered a clearly enhanced visual depth percep-
tion in comparison to a normal 2-D monitor, and all participating
urologists indicated quicker performance of tasks requiring
delicate spatial co-operation (e.g., clip placement). This is
supported by console times of the partial tumor nephrectomy
(in vivo) and the timing experiment that was performed in vitro.
The results of this experiment showed that assistants were,

on average, 40% faster using a 3-D monitor, which is a highly
significant improvement.

Furthermore, we reconstructed photorealistic interactive 3-D
environments generated from laparoscopic video data of differ-
ent hospitals, different generations of the Da Vinci robot, and
different surgical procedures. These 3-D reconstructions offered
very wide interactive panoramas, but the present embodiment is
vulnerable to movement artifacts.

Future work may include the measurement of the difference
between analog and digital systems, or the measurement of
latency issues with the different systems.
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