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1 INTRODUCTION 

J.W. van der  Made * 

Network design is a subjec t  which is of e s s e n t i a l  importance for hydro- 

logy. The system of hydrological  gauging s t a t i o n s  provides the  informa- 

t i o n ,  necessary fo r  a l l  o ther  hydrological  a c t i v i t i e s .  

I n  e a r l y  t i m e s  hydrological  measurements were c a r r i e d  o u t  already. The 

most famous example is the  Roda Gauge a t  t h e  r i v e r  N i l e  i n  Egypt, from 

which observations a r e  known s ince  641 (Hurst et  a1.,1965). 

In  t h e  17th century  water s t age  measurements were c a r r i e d  out  i n  Am- 

sterdam fo r  t he  ocean going vesse ls .  A t  t he  r i v e r  Rhine water s t a g e s  

have been observed s ince  1770, Ra in fa l l  measurements a l s o  s t a r t e d  i n  

many European coun t r i e s  i n  the  17th and 18th centur ies .  

In the  beginning it only  concerned sepa ra t e  gauging s t a t ions .  Gradual- 

l y  one became more in t e re s t ed  i n t o  t h e  coherence of t h e  phenomena exa- 

mined and the  r e l a t i o n  between t h e  d a t a ,  measured a t  s eve ra l  s t a t ions .  

This  lead t o  t h e  concept of t he  hydrological  network. The problem how 

t o  set up such a network became one o f  t h e  main ques t ions  o f  t he  hydro- 

l o g i c a l  world . 
The Commission o f  Hydrology of WMO, a l ready i n  t h e  beginning of its ex- 

i s tence ,  was faced with t h i s  matter .  A t  its f i r s t  sess ion  in  1960 it 

es tabl i shed a Working Group, which produced a paragraph on network de- 

s i g n  for  the  Guide t o  Hydrological Prac t ices .  

*) Ri j kswaterstaat  (Public Works Department) 

Tidal  Waters Division, The Hague, The Netherlands. 



The 2nd session of the CHy did not establish a working group, but re- 

commended to hold a symposium, which took place in Quebec, Canada in 

1965. On the basis of this symposium a panel of experts was established 

within the framework of the International Hydrological Decade (1  965.. . 
1974) . This panel recommended WMO to assign a rapporteur with the com- 
pilation of a Casebook on Hydrological Network Design Practices. 

At its 3rd session the CHy (1968) assigned the late W.B. Langbein (USA) 

to act as rapporteur in this field. The above Casebook was published in 

1972 (WMO, 1972). At the 4th session (1972) the rapporteur was reas- 

signed in order to complete and update this casebook. 

At the 5th session (1976) of a y ,  rapporteurs were assigned in the 

fields of Network evaluation (M.E. Moss, USA), Network design under 

special conditions (I.F. Karasev, USSR) and on Environmental Monitqring 

(R. Brbmond, France) . This led to the report "Concepts and Techniques 
in Hydrological Network Design" (Moss, 1982). 

At the 6th session of CHy (1980) the need was felt to examine the mutu- 

al aspects of the various approaches and objectives and to take socio- 

economic aspects into account, which lead to the assignment of the pre- 

sent rapporteur, as a member of the CHy Working Group on Data Collecti- 

on, Processing and Transmission Systems. 

The terms of reference of the rapporteur, concerning these subjects 

were (WMO, 1981b): 

(b) 'Ib study the conjunctive design of networks, particularly the rela- 

tionship between water quantity and quality networks, also using 

material prepared during the previous intersessional period; 

(C) TO finalize the report on social and economic aspects of hydrologi- 

cal data collection, using the available draft material prepared 

during the past intersessional period. 

Conjunctive design concerns taking into account several aspects. This 

can be related to different points of view. It can concern the design 

of an integrated network with which several elements are measured, such 

as precipitation and runoff, or groundwater and surface water levels. 



Secondly it can serve several objectives, such as forecasting and water 

resources inventory. Thirdly it can be related to simultaneous measure- 

ments of water quality and water quantity. All these aspects will be 

discussed in the present report. 

In the the meantime also in Regional Association V1 of WMO (Europe) the 

need was felt to study problems, concerned with hydrological networks. 

At its 2nd session (1973) the Working Group for Hydrology of RA-V1 de- 

cided to establish a subgroup with the task to prepare a report on 

.Special Requirements of Hydrological Networks for Water Management 

Purposesn. 

In the intersessional period of that Working Group the members of this 

subgroup drafted some material. It was available at the third session 

(1977) of the Working Group. There it was decided that this material 

had to be combined and if possible, completed with newly available 

material. 

A first draft of the report was submitted to the 4th session of the 

Working Group (1980), which recommended to expand the report on ground- 

water and hydrometeorological aspects. This led to a 1982 edition of 

the report concerned. 

At its 1982-meeting the CHy Working Group on Data Collection, Process- 

ing and Transmission Systems decided to use the RA-V1 report as a base 

for a report on conjunctive design of networks, which should also in- 

clude a chapter on social and economic aspects. 

In the compilation of this report the rapporteur was greatly assisted 

by a number of experts from his country (Netherlands). The experts 

drafted some of the chapters of the present report. 

Chapter 2 includes a general discussion on the design of hydrological 

networks and the planning procedure. Chapter 3 gives a discussion about 

the variability of the phenomena considered, which is the real ground 

for continued measurements and thus for the existence of networks. 



Chapter 4 deals with the statistical aspects, related to measurements 

and its application to network design. In Chapter 5 the social and eco- 

nomical aspects are touched in view of the importance of the produced 

data for the community. Then networks for the main elements of the hy- 

drological cycle are described : precipitation and evaporation (Chapter 

6) surface water (Chapter 7)  and groundwater (Chapter 8). The chapters 

on surface water and groundwater are divided into subchapters concern- 

ing data on water quantity (levels and discharges) and water quality. 

In Chapter 9 the coherence of the different networks is discussed in 

view of the various objectives for which networks are set up. This 

chapter includes a discussion of conjunctive design, in particular 

whether this is desirable or not. 

In Chapter 10 a general review is given. 

Two annexes are added to the report. Annex I includes a list of varia- 

bles and characteristics to be measured for various water management 

purposes; Annex 11 gives the results of a questionnaire, which was 

issued by WMO to investigate the methods and approaches in different 

countries. 
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2 GENERAL CONSIDERATIONS ON HYDROLOGICAL NETWORKS 

T. Schilperoort* 

2.1 Introduction 

Watermanagement and waterplanning are becoming more and more important 

during the last decades. This results from an increasing intensity of 

use of water resources and an increasing concern of the environment on 

one hand, and from limitations in budgets on the other hand. 

Both watermanagement and planning require suitable hydrometeorological 

data. 

Therefore, monitoring networks providing these data are indispensable. 

The three major uses for hydrometeorological data are for planning, 

management and research. Planning usually requires extensive data with 

a "long" time base, to determine the natural variability of the 

phenomena. Management, on the other hand, may require less data, but 

what it does require may be near real time for daily management or for 

future forecasting. To cope with the objectives of waterplanning and 

management, the hydrometeorological data usually are obtained from 

rather broad routine monitoring networks which have a very long life 

time. 

Generally, research requires intensive data of higher precision than 

for other uses. Such data may be needed to deepen the insight in and 

improve the (quantitative) understanding of certain processes. 

*) Delft Hydraulics Laboratory, Delft, The Netherlands. 



Moreover, data may be required for the development, calibration and ve- 

rification of models, ranging from simple empirical relationships be- 

tween some hydrological variables to complex numerical models. For the- 

se objectives, the data usually are obtained from very specific moni- 

toring surveys. Once enough data are gathered, the monitoring can be 

stopped. Hence, these surveys have generally a rather short lifetime. 

Because of the growing interest for watermanagement and waterplanning, 

the subject of monitoring networks for both quantitative and qualitati- 

ve data becomes more and more in focus. The resulting strong increase 

in the monitoring effort, however, has been attended by restrictions of 

financial means the availability of reliable and dedicated readers, and 

changing views with respect to monitoring objectives. As a consequence, 

there is a growing need for practically feasible techniques for the de- 

sign and optimization of monitoring networks. 

In general, the basic problem to be solved is to establish that net- 

work, which provides its user(s) with sufficient information against 

minimal costs. Obviously, what is sufficient depends on the monitoring 

objectives as defined by the user(s). Therefore, a general approach is 

needed ta design and optimize monitoring networks, which explicitly 

takes into account the important part of the objectives in the optimi- 

zation process. 

Within the framework of this approach, the following aspects should be 

considered: 

a) the design and optimization of the network layout, including the 

the choice of 

. sampling variables (what is to be measured) 

. sampling locations (where is to be measured) 

. sampling frequencies (how often is to be measured) 

. sampling duration (how long is to be measured) 
b) the installation of measuring equipment, including 

. the choice of measuring methods 

. the design, calibration and installation of equipment 

. the choice and installation of data transmission systems 



C) the implementation of a data processing system, including the choice 

of 

. a suitable data base structure 

. preprocessing methods 

. postprocessing methods 

. analysis and retrieval methods 

. suitable hardware configuration 
d) the organization of a Measurement Service 

This report mainly deals with the first aspect. As such, it provides 

only a minor contribution to the rapidly growing amount of the perti- 

nent literature. However, the specific aim of this report is to help to 

close the gap for most part, between the rather theoretical treatment 

of methods in the literature and their practical implementation. 

2.2 General approach towards network design 

In this section, a general scheme for the design and optimization of 

monitoring networks is presented and discussed in some detail (Schil- 

peroort and Groot , 1983) . Some of its elements will be worked out in 
subsequent chapters. This scheme, which is summarized in Figure 2-1, 

can be regarded as the framework of which the Chapters 6 to 8 are spe- 

cific elaborations. 

A monitoring network should be based upon two main boundary conditions, 

namely the monitoring objectives and the physical aspects of the system 

to be monitored. 

The identification of the monitoring objectives is perhaps the most im- 

portant step in the design and optimization of monitoring systems, and 

also a very difficult one. Objectives can be stated in generalities 

very easily. However, a basic problem of network design is to turn the- 

se generalities into mathematical statements which can assess the 

trade-offs among the various components of the monitoring system. 



Perhaps even more difficult is the quantification of the objectives. 

This quantification is necessary because otherwise an optimal design of 

networks is not possible. A complicating factor in this respect is the 

fact that various users of the network may have different objectives. 

In Chapter 9 the problem of integrating networks and objectives is 

discussed. 

Identification of monitoring objectives is important because they 

strongly determine the scale of changes to be detected in the data; 

hence, they dictate the kind of information to be extracted from the 

data and therefore also influence the way of data analysis. 

The analysis of the data, obtained from the network, is also determined 

by the dynamics of the measured processes. Therefore, knowledge of the 

physical aspects of the monitored system is indispensable. Moreover, 

the physical basis of the variability of the relevant processes must be 

known in order to enable preliminary guesses of their dominant time - 
and distance scales. Since these scales strongly determine the optimal 

sampling frequencies and densities, this knowledge is especially 

important in case a network has to be designed without having 

historical data at one's disposal. To this subject will be returned in 

Chapter 3. 

The scales of the processes are reflected in the covariance structure 

of the observed data. It is no wonder therefore that almost every 

design technique is based somehow on the analysis and processing of 

covariance-functions. In Chapter 4 the relation between process scales, 

covariance structure and design technique will be worked out in some 

detail. 

At this point it is important to note the difference between data and 

information: a high number of strongly correlated (and hence redundant) 

data may contain less information than a small number of uncorrelated 

data. 



P H Y S I C A L  S Y S T E M  

OBJECTIVE IS) 

M O N I T O R I N G  O B J E C T I V E  

Figure 2-1 Schematic representation of the optimization process for 

monitoring networks. The monitoring effort is characterized 

by the sampling frequencies (f) , sampling locations (L) and 
sampling variables (V) 



Information, obtained from analyzing the measured data, should corres- 

pond to the information as required by the monitoring objectives. As an 

example, the use of a high sampling frequency enables the detection of 

small scale features, which may be necessary for the objective "detec- 

tion of violations of standards". However, when the objective of the 

network only is to detect long-term trends, a high sampling frequency 

reveals too much detail of the processes. Hence, unwanted information 

is obtained at the expense of wasting money. 

A central concept in the scheme of Figure 2-1 is the concept of effec- 

tiveness of the monitoring network. The level of effectiveness indi- 

cates the degree to which the information obtained from the network 

meets the network objectives. Therefore, the effectiveness can only be 

at a high level if the data collection and data analysis are optimally 

tuned to the objectives. 

At this point, also the quality of the data, and hence the instrumental 

errors, come into play. Often, however, it can be assumed that a possi- 

-ble loss of effectiveness due to instrumentation errors is small as 

compared to a loss of effectiveness due to an insufficient data collec- 

tion or an inadequate data analysis. 

A treatment of instrumental aspects in relation to monitoring systems 

can be found in Herschy (1 978). 

To enable an optimal design of a monitoring network, a quantitative 

measure, E, which quantifies the effectiveness level, is required. 

Which measure is adequate depends on the monitoring objectives. Often, 

this measure can be related to statistical concepts like the interpola- 

tion error, trend detectability, detectability of standard violations, 

etc. Having defined an adequate effectiveness measure, this measure E 

will have to be related to the variables to be designed, like sampling 

frequencies (f) , sampling locations (L) and sampling variables (V). In 

general, this will yield a functional relationship E = E (f, L, V) by 

which the performance of a network can be evaluated for various cornbi- 

nations of f, L and V. 

As an example, interpolation errors can be calculated as a function of 

the spatial density of a network, using some specific statistical tech- 

niques. 



In Chapter 4 the problem of how to construct the functions E (f, L, V) 

will be discussed for various monitoring objectives. Here, it is suffi- 

cient to say, that various techniques exist by which these functions 

can be derived, even without using actual data from the network. This 

enables the evaluation of various network layouts & priori. What is 

needed, however, is knowledge about the spatial and temporal variabili- 

ty of the processes to be measured. In practice, this knowledge can be 

obtained from a proper processing of historical data, from physical 

knowledge, or from both. 

The sampling frequencies (f), locations (L) and variables (V) determine 

not only the effectiveness E of the network, but also strongly the 

costs C of the network. Therefore, also these costs can be expressed as 

a function C = C (f, L, V). 

In practice, this will be a relatively simple, although time consuming, 

exercise. Important aspects are the costs of: 

- equipment and personnel; 
- installation and maintenance; 
- sample collection; 
- sample analysis (e.g. chemical analysis of water quality samples); 

- data storage and data processing. 

Once the relationships E = E (f, L, V) and C (f, L, V) are found, the 

optimal network can be found, in principle, by weighting E against C in 

a cost-effectiveness analysis. Such an analysis should, amongst others, 

take into account the relative importance of the sampling locations and 

variables. Generally, low monitoring effort corresponds to low measure- 

ment costs, and to a low effectiveness level. To find the optimal ef- 

fort, the costs associated with a possible deficiency of effectiveness 

(e.g. consequences of wrong decisions based on insufficient informati- 

on) should be calculated in principle. 

However, since such an analysis is not only very difficult, but also 

very subjective, it is almost always avoided in practice. Instead of 

minimizing the total monitoring costs, the effectiveness level itself 

is often used as a surrogate measure for the network performance, for 

which a minimm value is specified a pribri. 



Examples are the often arbitrary specifications of interpolation accu- 

racy, trend detectability etc. Since in general these minimal values 

are based on subjective and/or political considerations, the real opti- 

mal network might not be achieved. To this issue will be returned in 

Chapter 5. 

Summarizing the above, six main steps can be distinguished in the pro- 

cess of designing a monitoring network: 

(i) The monitoring objectives should be identified, and quantified. 

Also, an adequate measure of the monitoring effectiveness has to 

be defined, which is tuned to the objectives; 

(ii) The physical aspects of the system should be studied in order to 

identify the relevant process dynamics and the corresponding 

time- and distance scales; 

(iii) The way, the data should be analyzed, has to be chosen. This 

strongly depends on the physical aspects and the monitoring ob- 

j ect ives ; 

(iv) The effectiveness of the information, E, obtained by analyzing 

the data from the network, should be determined. For this purpo- 

se, a relationship has to be found between the effectiveness E 

and the variables f, L and V; 

(V) The costs of the monitoring program should be calculated, result- 

ing in the relation C = C (f, L, V); 

(vi) A cost-effectiveness analysis should be made, yielding optimal 

values for sampling frequencies, locations and variables. 

The crucial step in the outlined procedure is the fourth one. In the 

literature, methods to find relationships between some effectiveness 

measure and network layout get more and more attention. In Chapter 4 

these methods will be discussed in some detail. 

From Figure 2.1, it can be seen that the design and optimization of mo- 

nitoring networks is an iterative process: the optimal (future) network 

is based on the information gained from the present one. This requires 

an initial network to start with. This can be an existing network in 

case of optimization. 



When, however, new monitoring activities have to be started, the 

initial network design can only be based on physical insight in the 

relevant processes (correlation-structures!), and already existing data 

from other sources. 

After a certain period of network operation, the network can be 

evaluated and adjusted , based on the information obtained. Several 

iteration steps may be required before the network approaches its 

optimal shape. This implies that, in practice, a real optimization is 

only possible for long lasting routine monitoring networks, as normally 

used for management and planning purposes. However, the usually rather 

limited duration of research related monitoring, often organized in 

temporary measurement programmes, does not permit such an iterative 

optimization. 

The different time-scales and objectives of management, planning and 

research related monitoring often lead to the concept of more network 

levels, like a basic network and an additional network. Additional 

networks may provide information, which can be used to optimize the 

basic network (Langbein, 1954) . 
In this connection, it is important to note that in the USSR base 

stations and specific stations are distinguished (Karasev, 1968).  

At the end of this section, it is important to realize that, in 

practice, the design and optimization of monitoring systems is often 

restricted by conditions, reaching far beyond the scope of the network, 

which are based on legislation and/or international commitments. This 

may yield fixed sampling locations, variables and frequencies, which 

cannot changed, even if it is desirable from a monitoring point of 

view. In that case, the fixed part of the monitoring system should be 

the starting-point for the optimization of the remaining part. For 

example, in case of surface water monitoring networks, fixed locations 

might exist, for instance at inflows of important tributaries, at 

border crossings of rivers etc. (see further Sections 3.4.3 and 7.1). 
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3 THE PHYSICAL BASIS OF VARIABILITY 

S. van der Schaaf* 

3.1 Introduction 

Hydrological systems are physical systems that are three-dimensional in 

space and one-dimensional in time. 

Although this is an important feature, it does not provide a reason for 

establishing extensive hydrological monitoring networks with observati- 

on frequencies and spatial distribution of observation points for 

several physical quantities. 

The one and only reason for the existence of such networks is the vari- 

ability of the quantities in hydrological systems in these four dimen- 

sions. 

Without variability, one measurement of each physical quantity of inte- 

rest, related to the system, would be sufficient to obtain an adequate 

description of that system. The concept of variability will not be 

dealt with in detail in this section; for this moment it is sufficient 

to note that, for example, the variability in space and/or time of phy- 

sical quantities can be described in terms of autocorrelation and dis- 

tance in space or time: the higher the variability of a quantity, the 

more rapidly the autocorrelation coefficient decreases with increasing 

distance in space or time. 

Variability is dealt with in a more fundamental way in the next chap- 

ter. 

*) Agricultural University, Dept. of f and and Water Use, 
wageningen, The Netherlands. 



Much of the variability of hydrological quantities can be traced back 

to physical causes. The variability of a quantity may be different in 

different directions or in time. Because variability is the reason for 

the existence of hydrological observations networks, variability should 

also be taken into account in the design phase of a network in order to 

approach an optimum design from the beginning. 

In order to obtain the highest possible amount of information from 

installed observation points, the highest density of points should be 

on those places where and in those directions in which the highest 

variability occurs, assumed that other factors, that influence the 

density, like spatial correlation, socio-economic interest into the 

information and costs per station do not differ very much. 

Two examples: 

1. A series of simultaneous groundwater level measurements at different 

points along a groundwater contour line gives little or no more 

information than a single measurement. More information would have 

been obtained from the same number of points if the series had been 

made in a direction perpendicular to the contours, which is much 

more likely to be the direction of highest variability. 

2. A series of daily observations over 50 years from one precipitation 

measuring station out of a number of 50 well correlated stations in 

a particular area gives more information about the rainfall regime 

in that area than 50 one year series of the same year from the 50 

stations. 

When designing or redesigning a hydrological observation network it is 

therefore necessary to have as much knowledge available as possible on 

the physical properties of and the processes in the system involved. 

Hydrological systems have in common that they transform one or more 

inputs into one or more outputs. 



Inpu t s  may be p r e c i p i t a t i o n  i n  any poss ib l e  form, o the r  inflows (such 

a s  groundwater recharge from r i v e r s )  and energy (Fig. 3-1) . 

Figure 3-1 Inputs  and outputs  o f  a hydrological  system 

e n e r g y  
p r e c i p i -  
t a t  i o n  e v a p o r a t  ion  

The p a r t  of t h e  energy t h a t  is of  importance i n  hydrologic processes is 

- a t  l e a s t  i n  most a r e a s  - mainly d i s s i p a t e d  v i a  evaporat ion,  which is 

one of t h e  outputs.  Another p a r t ,  e s p e c i a l l y  i n  a r e a s  with snowfall  and 

forming of  ice dur ing  t h e  cold  season,  a cons iderable  por t ion  of  t h e  

incoming energy may cause ice o r  snow melt. Other ou tpu t s  a r e  stream- 

flow, sur face  and subsurface runoff  and a l l  o ther  outf lows of l i q u i d  

water. We s h a l l  c a l l  them outflows. 

The outf lows d i f f e r  from t h e  inflows i n  t h e i r  d i s t r i b u t i o n  of  i n t ens i -  

ties i n  t i m e  and space. 

i n f l o w  r 

3.2 V a r i a b i l i t y  i n  t i m e  of inflows and outf lows 

1 
h y d r o l o g i c a l  , out f low 
s y s t e m  

The d i f f e r ences  i n  t ime-var iabi l i ty  between inflows and outf lows deser-  

v e  some s p e c i a l  a t t e n t i o n .  They a r e  mainly caused by t h e  s to rage  pro- 

p e r t i e s  f o r  water o f  t h e  hydrologica l  system and - a s  f a r  a s  evaporat i-  

on is concerned - by t h e  energy input  and t h e  energy s to rage  proper- 

ties. The v a r i a b i l i t y  i n  time of  outf lows is the re fo re  gene ra l ly  lower 

than  t h a t  of inflows. This  is because s to rage  impl ies  i n t eg ra t ion  i n  

t ime and in t eg ra t ion  i n  t i m e  means suppression of  short-term changes. 



There is a certain proportionality between the rate of outflow and the 

amount of water stored in the system, which suggests the presence of a 

flow resistance between inflow and outflow locations. Although such a 

system cannot be described fully in a simple scheme, we will use an 

approximation by the electric circuit of Figure 3-2. 

out 

Figure 3-2 Electric approximation (simplified) of inflow 

and outflow of a hydrological system 

The capacitor C represents the storage, the resistor R the flow resist- 

ance from point of inflow to point of outflow. The inflow consists of a 

sinusoidal signal with amplitude Iin and period T, supplied by the cur- 

rent source S. 

The circuit of Fig. 3-2 is a simplified lumped circuit approximation 

with point inflow of a hydrological system with integrated storage and 

resistance and area1 inflow. Fig. 3-2 is meant to demonstrate the 

effect of storage and flow resistance rather than to give an adequate 

description of what happens to water in a hydrological system. 



By applying simple network theory,  t h e  r a t i o  o f  inflow and outf low 

amplitude I ~ ~ ~ / I ~ ~  (amplitude t r a n s f e r  r a t i o )  can be found for any input 

frequency component a s  

i n  which w is 2 r  t i m e s  frequency o r  = 2r/T, T being t h e  t i m e  of  one 

f u l l  period. The product RC has  t h e  dimension T and is o f t e n  c a l l e d  

t h e  t i m e  cons tant  o f  t h e  system. 

From (3.1) it can be seen t h a t  

- f o r  U-~=RC t h e  amplitude t r a n s f e r  r a t i o  is 1/42. 

- f o r  w-l< RC t h e  amplitude t r a n s f e r  r a t i o  is approximately proport i-  

onal  t o  wRC. 

- f o r  w-l >RC, t h e  amplitude t r a n s f e r  r a t i o  approaches 1, which means 

neg l ig ib l e  amplitude reduction o f  output  with r e spec t  t o  input .  

A graph ica l  r ep re sen ta t i on  (Bode p l o t )  of t h e  amplitude t r a n s f e r  func- 

t i o n  o f  Eq. (3.1) is given i n  Fig. 3-3. 

I o u t  
I in 

0,l 0.2 1 2 5 10 
W RC 

Figure 3-3 Bode plot of amplitude transfer ratio versus dimensionless fre- 

quency wRC of the circuit of Fig. 3-2 



Although it must be emphasized that this approach is very schematic, a 

real hydrological system can be approximated by a number of such cir- 

cuits in a series/parallel system, together with some non-linear ele- 

ments, caused by processes as seepage via surfaces of groundwater level 

dependent extension, shallow phreatic aquifers with groundwater level 

dependent transmissivity, etc. 

Although non-linearities in a system cause generation of harmonics, 

they generally do not disturb the behaviour of hydrological systems to 

such an extent that the kind of process as shown by (3.1) is affected in 

a considerable way. 

The general behaviour of hydrological systems in this respect is indeed 

characterized by a small or even negligible reduction of slow input 

components, such as seasonal fluctuations and a considerable reduction 

of fast input components such as daily fluctuations. 

For variability in time, this means that indeed the variability in out- 

flows has a tendency to be smaller than that in inflows. 

3.3 Variables and characteristics 

Hydrological quantities that are variable in time are called hydrologi- 

cal variables or hydrological variates. Examples of hydrological varia- 

bles are: 

- groundwater piezometric level 
- surface water stage 
- discharge 
- water quality 
- evapo (transpi) ration 
- precipitation 
- soil moisture content 

Quantities that are supposed to be time invariant are called hydrologi- 

cal characteristics. Examples are: 

- soil physical characteristics, such as moisture retention properties; 
- land topography; 
- transmissivity of an aquifer; 



- hydraulic resistance of confining layers; 
- storage properties and extension of aquifers; 
- drainage pattern. 

Hydrological variables are inflows, outflows and quantities related to 

stored amounts of water. 

Hydrological characteristics determine the transformation of input to 

outflow. 

However, there may be time variant factors, not being hydrological va- 

riables that influence the transform process, such as: 

- seasonal variations in vegetation cover; 
- energy input that causes ice and snow melt; 
- seasonal variation in depth of the unsaturated zone. 

Such factors cause non-linearities in the transform process of input to 

outflow. 

Furthermore, hydrological characteristics may not be as time invariant 

as they seem. 

Firstly, the earth's crust is a dynamic system. Erosional, sedimentolo- 

gical and other processes have acted probably as long as this planet 

exists and their action still continues, though often very slowly under 

natural conditions. 

There may also be more sudden changes than those, that are generally 

induced by such processes. If they occur, they are often caused by hu- 

man activities. Some examples are: 

- rapid soil degradation as a result of man-induced erosion; 
- leaching and accumulation of salts in or near irrigated areas; 
- improvement of land drainage in agricultural areas; 
- improvement of artificial drainage; 
- creation of reservoir lakes; 
- closure and diversion of rivers and tidal streams. 

Such changes may - and eventually will - lead to changes in hydrologi- 
cal networks, because they affect the variability of outflows in time 

and sometimes in space. 



Like hydrological variables, hydrological characteristics normally have 

a variability in space. Aquifers do not extend infinitely and their 

transmissivity may vary from place to place; the same is true for 

confining layers and their vertical resistance; rivers take up or re- 

lease water from or into aquifers and they have tributaries; slopes 

have a top, a bottom and a finite extension, etc. 

All these variabilities affect the transform process in the hydrologi- 

cal system and they should be taken into account when an observation 

network is designed. 

3.4 Consequences for network design 

It is strongly recommended that before designing and installing measur- 

ing sites and equipment, an inventory be made of available information 

on hydrological characteristics, with special attention to places 

and/or areas where changes in characteristics occur or are likely to 

occur. 

They may be: 

- morphological features, such as: 
. transitions from lowlands to uplands; 
. lakes with inflows and outflows; 
. natural drainage patterns. 

- geological features (partly related to morphology) such as: 
. location of faults, folds, etc.; 
. sedimentological history of geological formations; 
. aquifer type (carbonate rock, sand, confined, phreatic). 

Useful information sources may be soil and geological survey reports 

and maps, aerial photographs and even ordnance survey maps, particu- 

larly if they show good contour lines. This information should be 

supported by field measurements, which, if carried out properly, need 

be done only once per location if variability in time is really ne- 

gligible. 



They include: 

- an additional geologic survey if insufficient information is avail- 
able ; 

- measurement of aquifer properties including transmissivity, verti- 
cal resistance of (semi)confining layers and their lateral extensi- 

ons. 

Most of such measurements should be done where transitions are like- 

ly, in particular in areas where transitions cannot be found easily 

by distinct morphological features. Several kinds of methods may be 

used such as geoelectric measurements, deep drillings, pumping tests, 

etc. Installation of measuring sites and equipment for measuring and 

monitoring hydrological variables should be based on such an invento- 

ry. 

In the next and last part of this chapter the use of physical inform- 

ation for location and density of recording sites and for determining 

recording frequency will be discussed briefly with respect to the 

measurement of some hydrological variables, which are: 

- precipitation and evaporation; 
- groundwater level; 
- stage and discharge of rivers, sediment transport. 

The section on groundwater is discussed more in extenso, since it con- 

cerns, in a way, the system, that transforms the input variability (of 

precipitation and evaporation) into the output variability (of dischar- 

ge) . 

3.4.1 Precipitation and evaporation 

For convenience it is assumed silently that evaporation includes evapo- 

transpiration. 

From a systems point of view, precipitation and evaporation are similar 

quantities that differ in sign only. 



Physically they are different because they are not caused by the same 

factors at the same time and at the same place, which is of influence 

on their variability in both time and space. 

Precipitation has a variability in time; intensities may vary consider- 

ably within time spells as short as one minute. Longer term variabili- 

ties may be fluctuations in intensities from night to day, especially 

occurring in tropical areas, and seasonal fluctuations. 

Evaporation shows strong differences in intensity between day and night 

as well as seasonal fluctuations. It also depends on the availability 

of water. 

As a rule, the short term variability of evaporation can be considered 

as being smaller than that of precipitation. However, for reasons 

pointed out below, this does not necessarily lead to a registration 

frequency for precipitation that is much higher than the registration 

frequency for evaporation. 

Evaporation intensity depends - apart from the availability of water 
and energy - on local surface conditions, such as smoothness or vegeta- 
tion cover; it also differs between urban and rural or natural areas. 

It may vary at very short distances. For example, a tree will produce 

an evaporation rate per surface unit that is considerably higher than 

that of a grass covered surface in its shade. 

However, such very detailed effects are not often of interest and it is 

almost never feasible to establish a network for monitoring them. 

For practical purposes, particularly in flat regions, the spatial vari- 

ability of evaporation can generally be considered as being lower than 

that of precipitation, which implies that in most cases more gauging 

sites are needed for measuring precipitation than for evaporation. 

In mountainous regions the spatial variability of both increases, as 

may be expected on physical grounds. 

However, the designer of a hydrological network will have to rely 

rather heavily on statistics as physical features of the hydrological 

system alone will usually provide an insufficient basis for the design 

of the precipitation/evaporation part of a network. The reason is 

simply that the main physical factors that determine the variability of 

precipitation are not part of the hydrological system. 



Variability in time does not have as much implication for the measuring 

frequency of precipitation and evaporation as for a number of other hy- 

drological variables. The reason is that both precipitation and evapo- 

ration measurements usually are carried out as integrating measurements 

(sums) over a certain period of time. 

This means that the influence of short term fluctuations is averaged 

over the measuring time interval. Thus high frequency components are 

suppressed by the same kind of process as by which they are suppressed 

in the hydrological system (see Fig. 3-3). 

The observation frequency can therefore be adjusted to be in agreement 

with the frequency response of the system and thus with the frequency 

spectrum of the outflows and storage variables such as groundwater le- 

vels. In practice, the observation frequency should be at least equal 

to or - preferably - 2 to 5 times as high as the observation frequency 

for storage and outflow variables. 



3.4.2 Groundwater levels 

The variability of groundwater levels in both space and time depends 

much more on hydrological characteristics than precipitation and evapo- 

ration. There is a certain difference in behaviour between phreatic and 

confined aquifers. There are also interactions between them. Phreatic 

aquifers may have a shallow or a deep unsaturated zone, which influ- 

ences their behaviour. 

Groundwater levels in phreatic aquifers with a shallow unsaturated 

zone : 

Variability in time and space often is the largest in phreatic aquifers 

where the earth surface cuts locally into the phreatic level at times, 

thus in fact draining the aquifer. Such systems are often artificial: 

actually all artificially drained areas have such a phreatic system. In 

such areas the product of storage coefficient and drainage resistance, 

approximately equivalent to the time constant RC in Equation (3.1),  is 

low because of the low drainage resistance. 

If phreatic levels are near the surface and evaporation is not very 

high, the pF-value in the remaining unsaturated zone will be low and 

because of this, many smaller pores will be filled with water. As a re- 

sult, the effective storage coefficient will have a much lower value 

than with a lower groundwater table. This also contributes to very fast 

groundwater level reactions on rainfall. The variability of groundwater 

levels in the horizontal plane in such aquifers may be considerable 

partly because a few decimeters of difference in distance between water 

table and surface may create considerable differences in groundwater 

level reactions and partly because they are drained locally. 

To adequately describe the behaviour of the groundwater level in such 

aquifers, daily observations in a relatively dense network may not even 

be sufficient for a full description as the variability of levels with- 

in one day may be considerable. However, such a high observation fre- 

quency will not be feasible in many cases. A reasonable solution may be 

to have automatic recording equipment installed on a limited number of 

places spread over the area, together with a number of other sites that 

are observed less frequently. 



Groundwater levels in confined aquifers: 

Conf ined aquifers under1 ying phreatic aquifers will have a much lower 

spatial variability in head, because their low storage coefficient 

causes a rapid horizontal propagation of local fluctuations, which in 

fact means that many local effects are averaged over a large area. 

The same low storage coefficient, however, may cause a considerable 

propagation of short term fluctuations from the phreatic aquifer into 

the confined one. 

In fact, there are two storage coefficients: one for the aquitard and 

one for the confined aquifer itself. 

The flow through the aquitard - which is assumed vertical - is governed 
by the following equation (Bredehoeft and Pinder, 1970) : 

where 

h head L 

K vertical permeability of the aquitard LT" 

Ss specific storage (storage per length unit) L-1 

t time T 

z vertical axis variable (cartesian) L 

Equation (3.2) is essentially a one-dimensional diffusion equation. An 

approximate solution for such a system can be obtained if the storage 

is thought of as concentrated in the middle of the aquitard, connected 

to the overlying aquifer by one half of the vertical hydraulic 

resistance of the aquitard and to the underlying confined aquifer by 

the other half. The electric circuit equivalent (Karplus, 1958) is 

given in Fig. 3-4. Addition of the storage in the confined aquifer 

yields the circuit of Fig. 3-5. 



Although t h i s  is not  an exact  r ep re sen ta t i on  o f  t h e  hydrological sys- 

tem because t h e  c i r c u i t  has lumped s torage  whereas t h e  hydrological 

system has d i s t r i b u t e d  s to rage ,  t h e  r e s u l t  is s u f f i c i e n t  fo r  t h e  semi- 

q u a n t i t a t i v e  approach of  t h i s  chapter .  

phrea t ic  aqui fer  

b 

confined aquifer  

Figure 3-4 Lumped c i r c u i t  approxlnation f o r  v e r t i c a l  flow 

through an aqui ta rd  

S 2  = S t o r a g e  coefficient 
of confined aqui fer  

Figure 3-5 C i r c u i t  of  Figure 3-4 completed with s to rage  i n  

t h e  confined aqu i f e r  



Applicat ion of  network theory  y i e l d s  t h e  following amplitude t r a n s f e r  

funct ion  fo r  an a r b i t r a r y  frequency component o f  t h e  f l uc tua t ion  o f  t h e  

head i n  t h e  ph rea t i c  aqui fer :  

where 

o 2 r  times frequency T-1 

c hydraulic r e s i s t a n c e  (c=L/K) T 

hc head amplitude i n  t h e  confined aqu i f e r  L 

h head amplitude i n  t h e  ph rea t i c  aqu i f e r  L 

S1 s to rage  c o e f f i c i e n t  of  t h e  aqu i t a rd  (S1=Ss.~) - 
S2 s to rage  c o e f f i c i e n t  of  t h e  confined aqui fer  - 

I f  t h e  two s to rage  c o e f f i c i e n t s  S1 and S2 a r e  of  t h e  same order of  

magnitude, t h e  Bode p l o t  of Equation (3.3) is s i m i l a r  t o  curve 1 i n  

Fig. 3-6. 
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Figure 3-6 Amplitude transfer ratio hJhf versus period 

length for equal time constants S2L/K and 

SlL/(2K) (curve 1) and time constants differing 

by a factor 5 (curve 2); according to Eq. (3.3) 

If they are of different order of magnitude, a curve of the shape of 

curve 2 in Fig. 3-6 is obtained. The behaviour of the system is practi- 

cally determined by the time constant of either S 2 L h  or SlL/(2K). 

In such an aquitard/aquifer system with, say, S = 0.0005 and C = 2000 

days, the value of the time constant is between 0.5 and 1 day, which 

means that the amplitude of a frequency canponent with a 3 to 6-day pe- 

riod is suppressed by a factor of less than 1.5. 

All this implies that the number of observation points for a confined 

aquifer can be much lower than for the overlying phreatic aquifer, but 

that one should be very careful, when considering a lower observation 

frequency for the confined aquifer than for the overlying phreatic 

aquifer. 



Groundwater levels in phreatic aquifers with a deep unsaturated zone: 

Much slower reactions to precipitation inputs are shown by phreatic 

aquifers with a deep unsaturated zone. Storage and vertical flow resis- 

tance in the unsaturated zone effectively suppress the effects of fast 

fluctuations, leaving only the slower term fluctuations (e.g. time pe- 

riods of a month to perhaps a year, depending on the depth of the unsa- 

turated zone) relatively unaffected. 

If insignificant irregularities occur in such an aquifer, the levels 

will show very gradual changes in horizontal directions. In such aqui- 

fers the variability in both space and time is low, allowing for an ob- 

servation network of low density and a low observation frequency. 

An underlying confined aquifer may - perhaps somewhat surprisingly - 
show higher variabilities in time if it has a lateral contact with a 

water body that has faster fluctuations. A low storage coefficient and 

a high transmissivity in the confined aquifer may cause a rapid lateral 

propagation of such changes over a large distance if the vertical re- 

sistance of the confining layer is high. 

The two situations with respect to phreatic aquifers described here are 

extremes and many situations will be somewhere in between the two. Bow- 

ever, many other factors may influence variability of groundwater le- 

vels in time and space. 

Some examples are: 

- horizontal anisotropy in folded areas. Such kind of anisotropies may 
also occur in formerly glaciated areas (push moraines); 

- along tectonic faults, large differences may occur between levels on 
both sides of the fault; 

- groundwater levels in coastal areas may be influenced by tides; 
- human influences such as artificial drainage, irrigation, groundwater 
pumping stations, etc. influence groundwater levels in both space and 

time; 

- groundwater level fluctuations may be reduced in the presence of 

lakes ; 

- barometric effects may occur, particularly in'confined aquifers; 



- snow melt may cause a rapid and considerable rise in grouniwater 
level; 

- evaporation may cause diurnal groundwater level fluctuations 

(Meyboom, 1964) . 

3.4.3 Stage and discharge of rivers, sediment transport 

The variability of the surface water, i.e. the river stage and dischar- 

ge, is a function of the variability of the input (precipitation and 

evaporation), which is transformed by the characteristics of the catch- 

ment. 

Relatively slow changes in discharge occur in rivers with a high base 

flow component, that may originate from storage of and outflow resis- 

tance to groundwater, the presence of storage in large lakes in the 

river course, snow and glacier melt in warm periods, etc. 

More rapid changes occur in rivers that mainly transport water from low 

storage catchments that transmit rapid changes in inflow (e.g. short 

periods of precipitation), such as areas with shallow soils (or no soil 

at all) on hard rock. Undrained bogs and mires also release water 

rather rapidly, wheras drained peat areas generally show increased sto- 

rage properties (Ivanov, 1981). 

The storage properties and outflow resistance of feeding reservoirs may 

be influenced by human action: artificial drainage causes a distinct 

increase in short term outflow by lowering outflow resistance and a 

drop in base flow - for which it actually is installed - but may also 
cause some increase in storage capability. Erosion causes a decrease in 

both storage capability and outflow resistance. 

Creation of reservoirs causes an increase in both. 

As a consequence, the desirable measuring frequency for river stage and 

related quantities depends highly on the conditions in the catchment 

and along the course of each tributary and one should be aware of the 

possibility of changes in those conditions. 



Gauging s i t e s  i n  r i v e r s  or  o ther  open water a r eas  should anyway be 

located  on p laces  where changes a r e  obvious, such a s  (WMO, 1972): 

- a t  inflows of important t r i b u t a r i e s ;  

- a t  branching po in t s  of  r i v e r s  (e.g. i n  d e l t a s ) ;  

- a t  t he  inflow o f  a r i v e r  i n t o  t h e  sea ,  a lake  o r  a reservoi r ;  

- a t  t he  outflow of a r i v e r  from a l ake  o r  a reservoi r ;  

- upstream and downstream of weirs  and s lu i ces ;  

- where a narrow and confined streambed e n t e r s  a wider va l ley;  

- where a stream flows from a wide i n t o  a narrow valley.  

I f  considerable changes i n  d ischarge  appear to occur between measuring 

sites, e.g. because of r e l ease  o r  uptake of water i n t o  o r  from an 

aqui fer  along t h e  r i v e r  course, it may be useful  t o  i n s t a l l  one o r  more 

add i t iona l  s i t e s  between such places.  

River s tages  can be recorded manually o r  by automatic equipment. 

Whether a combination, o r  one of t h e  two methods is used, depends on: 

- t he  v a r i a b i l i t y  i n  t i m e  of  t h e  s tage;  

- a trade-off between c o s t  and required accuracy of t h e  recording o f  

t he  f luc tua t ion  p a t t e r n  (see a l s o  Chapter 5).  

In f r e e  flowing r i v e r s  a r e l a t i o n  e x i s t s  between r i v e r  s t age  and 

discharge. Such a r e l a t i o n  may change slowly a s  a r e s u l t  of changing 

condi t ions  i n  t h e  r i v e r  bed. However, such changes normally a r e  slow 

enough t o  j u s t i f y  cmput ing  d ischarge  from s t age  data.  Discharge 

measurements serve  t h e  purpose of:  

- def in ing t h e  r e l a t i o n  between s t a g e  and discharge; 

- detec t ing  poss ib le  changes i n  t h e  r e l a t i o n  between s t age  and 

discharge. 

The frequency o f  such measurements is thus determined by the  slowly 

changing p rope r t i e s  of t he  r i v e r ,  r a the r  than by t h e  more r ap id ly  

changing discharge. 

The f luc tua t ion  speed o f  discharge depends on geohydrological and o the r  

c h a r a c t e r i s t i c s  o f  t h e  catchment a r e a s  t h a t  d ischarge  v i a  the  r i v e r  

involved and on t h e  c l ima t i c  condi t ions  i n  those  areas.  



Sites for measuring sediment transport should preferably be combined 

with stage measuring sites, since sediment transport depends on 

discharge. Sediment transport may also show more or less strong 

seasonal influences. 



4 STATISTICAL ASPECTS 

T. Schilperoort* 

4.1 Scales ,  v a r i a b i l i t y  and c o r r e l a t i o n  s t r u c t u r e  

In 1924 Nyquist proved t h a t ,  using a s u f f i c i e n t l y  c l o s e  d i s c r e t e  point  

sampling, it is poss ib l e  t o  recover the  o r i g i n a l  continuous sample from 

t h e  d i s c r e t e  observations.  H i s  s tatement implies t h a t  using sampling 

i n t e r v a l s  which a r e  a t  l e a s t  two t imes smaller than the  smal les t  time 

o r  d i s t ance  sca l e s  i n  the  process, no information l o s s  w i l l  occur due 

t o  sampling. However, such small  i n t e r v a l s  a r e  not  f eas ib l e  i n  

p r a c t i c a l  systems. F i r s t  of  a l l  because of enormous c o s t s  associa ted  

with very dense networks, and secondly because many ob jec t ives  do not  

demand a very d e t a i l e d  reconst ruc t ion  of t he  continuous processes. 

The e s s e n t i a l  problem i n  f inding an optimal sampling dens i ty  is t h e  

determination of t h e  time and d i s t a n c e  sca l e s  which a r e  pe r t inen t  to 

the  monitoring ob jec t ives ,  and t h e i r  e f f e c t  on the  e f f ec t iveness  o f  a 

sampling programme. 

Time and d i s t ance  s c a l e s  o f  t he  considered processes a r e  t h e  r e s u l t  o f  

v a r i a t i o n s  i n  boundary condi t ions  o f  t h e  hydrological  system, and of 

v a r i a t i o n s  in  t h e  physica l  c h a r a c t e r i s t i c s  o f  t he  system i t s e l f .  These 

physica l ly  determined s c a l e s  w i l l  be c a l l e d  t h e  i n t r i n s i c  s c a l e s  of  t h e  

process. These s c a l e s  a r e  r e f l ec t ed  i n  t h e  c o r r e l a t i o n  s t r u c t u r e  o f  t h e  

observat ions  of t h a t  process. 

*) Del f t  Hydraulics Laboratory, De l f t ,  The Netherlands. 



This correlation s t rwture  includes a l l  possible spatial and temporal 

auto- and cross correlation functions of the process. 

A correlation function P xy( T ) gives the correlation between two 

variables X and y as a function of their time or distance spacing T. 

Therefore, it gives information about the distance and time scales over 

which a process is coherently related in i tself  or to  other processes. 

The larger these scales, the larger the distances in space or time over 

which observations w i l l  be correlated to each other. 

Besides these scales, also the intrinsic variability of the processes 

a t  a fixed location or moment has strong implications on network 

design. This variability is reflected in the variance, 02, of the 

observations of the processes. 

The variances and the correlation structure determine together the 

covariance structure of the data. A s  an example, two spatial covariance 
2 

functionsy (T)  are sketched in Figure 4-1. Since Y (r)=cr p X ( ~ )  the 
X X 

f i r s t  one characterizes a highly irregular process with strong 

variations over short distances, whereas the second one corresponds to  

a very smoothly behaving process. 

ablrregular process w ~ t h  large v a r l a b l l ~ t y  (G: ) 
bjsmoothly behavtng process  wrth small var lab l l l ty  (G;) 

------ 
-X 

Figure 4-1 Btample of a covariance function 



The s c a l e s  and v a r i a b i l i t y  of a process determine the  amount of 

information, contained i n  one observation,  and a l s o  its redundancy. A s  

is w e l l  known, t h e  amount o f  information decreases with increasing 

v a r i a b i l i t y ,  U .  Moreover, t h i s  information becomes more redundant with 

increasing r a t i o s ,  r/A , between t h e  dominant s ca l e s ,  r , and t h e  

sampling in t e rva l ,  A.  Hence, U and rlA a r e  two important parameters i n  

networ k design. 

A t h i r d  parameter, which may be c r u c i a l ,  is t h e  r a t i o ,  T/r ,between t h e  

measurement dura t ion ,  T, (or  a rea)  and r . This is e s p e c i a l l y  t r u e  when 

mean values,  o r  r e l a t e d  p rope r t i e s  l i k e  t rends ,  have t o  be estimated. 

It can be s t a t e d  t h a t  for  almost a l l  monitoring ob jec t ives ,  which a r e  

usual ly  defined fo r  watermanagement and planning, t h e  ef fec t iveness  of 

a network depends somehow on the  t h r e e  parameters U,  T / A  and T/r. This 

w i l l  be i l l u s t r a t e d  i n  the  next two sec t ions ,  one of which is re l a t ed  

t o  the  design of a sampling i n t e r v a l  i n  t i m e ,  and t h e  o ther  t o  a 

sampling i n t e r v a l  i n  space. 

4.2 Sampling frequency 

In  t h i s  sec t ion ,  an example is presented which i l l u s t r a t e s  t h e  

r e l a t ionsh ip  between t h e  va r i ab le s  u i ,  r/A and T/I' on one hand, and, on 

t h e  o ther  hand, t h e  sampling frequency of a network f o r  which the  main 

ob jec t ive  is the  es t imat ion  of mean values.  

For other objec t ives ,  q u i t e  d i f f e r e n t  approaches may be needed. 

However, t he  genera l  statements remain val id .  

Suppose a sampling frequency has to be chosen, which enables t h e  

ca l cu la t ion  of a mean value  of some hydrological  va r i ab le  X a t  a 

c e r t a i n  locat ion  with same prescribed accuracy. Moreover, le t  us assume 

t h a t  t he  variance u2 and t h e  c o r r e l a t i o n  funct ion  p (-c) of t h e  
X X 

considered process a r e  known ( t o  t h i s  assumption w i l l  be returned 

l a t e r ) .  

Let us f i r s t  consider t he  s i t u a t i o n  of monitoring without making any 

instrumental  o r  observation e r ro r .  



Discre te  sampling, with a sampling i n t e r v a l  A ,  w i l l  y i e ld  N ( A  ,T) sample 

values x ( t k )  a t  times t k  = k A, k = 1. ..NI with N(A,T)  = T /A and T t h e  

measurement period. 

Based on these  samples, a mean value  can be ca l cu la t ed  according t o  

Regarding t h e  ob jec t ive ,  an appropr ia te  measure of e f f ec t iveness  E 

might be t h e  r ec ip roca l  standard devia t ion  i n  m,. It can be shown then 

t h a t  

Here N*(A,T) denotes the  e f f e c t i v e  number of independent observations 

i n  an autocorre la ted  t i m e  s e r i e s  with autocorre la t ion  function p (T) . 
X 

This N*, which depends on both t h e  sampling i n t e r v a l  A and the  measure- 

ment dura t ion  T, is given by (Bayley and Hammersley, 1946): 

In  case  of uncorrelated d a t a ,  p (iA) = 0 f o r  i r) 0 ,  Equation (4.3) 
X 

simply becomes N* = N. This impl ies  t h a t  each observation is e f f ec t ive -  

l y  independent from t h e  o the r s ,  and conta ins  the  maximum amount of in- 

dependent information. This s i t u a t i o n  can only  occur when the  sampling 

i n t e r v a l  is l a r g e r  than t h e  dominant t i m e  s ca l e  r, i.e. when r/A 1 . 
With co r re l a t ed  da t a ,  N* might dev ia t e  considerably from t h e  r e a l  num- 

ber of  observat ions  N. Usually, N* w i l l  be smaller  than N, because cor- 

r e l a t ed  d a t a  conta in ,  t o  a c e r t a i n  ex ten t ,  redundant information. This  

is i l l u s t r a t e d  i n  Figure 4-2, i n  which N* is given a s  a function o f  N, 

assuming an exponential  c o r r e l a t i o n  function px(r )  given by 



This implies 

with 

in which p1 denotes the correlation coefficient between two 

observations with a unit time lag AI, and A = m.Al. 

Figure 4-2 Relation between N* and N for various correlation 

coefficients (exponential correlation model) 

Figure 4-3 Relation between N* and m for various correlation 

coefficients and T=lOOA1 (exponential correlation model) 



The expression between the  braces i n  Equation (4.3) is comparable to 

t h e  in t eg ra l  s c a l e  a s  used i n  turbulence t o  cha rac t e r i ze  the  l a r g e  

sca l e  eddies.  Indeed, N*( A ) has an upper bound N*max, which is 

determined by t h e  r a t i o ,  T/ r, of t h e  measurement dura t ion ,  T, and t h e  

dominant time s c a l e ,  r . This  upper bound is independent of t h e  

sampling in t e rva l ,  A , a s  can be argued r a the r  eas i ly .  For f ixed T, a 

reduction i n  A w i l l  r e s u l t  i n  an increase  of t he  number of 

observations,  N,but a l s o  i n  a s t ronger  co r re l a t ion  between them. The 

corresponding e f f e c t s  on N* w i l l  tend t o  compensate each o ther .  This is 

i l l u s t r a t e d  i n  Figure 4-3, which g ives  N* a s  a function of A/A1 f o r  T = 

1008 1. These l i n e s  can be cons t ruc ted  e a s i l y  from Figure 4-2, g iv ing 

N* (M) . Take for  example P l =  0.9. Then fo r  A =A1, (hence m = 1) we have 

100 observations with a s e r i a l  c o r r e l a t i o n  of p l  = 0.9, y ie ld ing N* = 

5.8. WhenA= 2 A l ,  w e  have 50 observat ions  with a s e r i a l  co r re l a t ion  o f  

P: = 0.81, which r e s u l t s  i n  N* = 5.7, etc. These curves c l e a r l y  show 

t h e  sa tu ra t ing  behaviour of N*( A )  for  decreasing A , which ind ica t e s  

t h a t  t he  reduction of A below some c r i t i c a l  va lue  A, on ly  r e s u l t s  i n  a 

marginal increase  i n  N*, and hence i n  a waste of e f f o r t .  Since t h i s  

value A becomes l a rge r  fo r  processes with l a r g e r  t i m e  s ca l e s  ( l a r g e  p 
1 

) ,  t he  sampling frequency f o r  those  processes o f t e n  can be reduced 

without l o s s  o f  e f fec t iveness .  

It must be r ea l i zed ,  however, t h a t  t h e  upper bound N*,,, decreases with 

increasing P I .  The corresponding upper bound %ax of t he  e f f ec t iveness  

might even become less than t h e  minimal value a s  required by t h e  

objec t ives .  Again, it should be s t r e s sed  t h a t  t h i s  F,, cannot be 

increased by r a i s i n g  the  sampling frequency. What is needed then is an 

increase  i n  T, hence an extension o f  t h e  measurements over a longer 

period.  When t h i s  is not poss ib le ,  a so lu t ion  might be t o  weaken t h e  

objec t ives ,  and t o  be content  with a lower accuracy. However, such a 

reconsideration o f  t h e  ob jec t ives  should be t h e  l a s t  thing t o  do. 

A way t o  improve t h e  e f f ec t iveness  without changing T is t o  incorporate 

physical  knowledge i n  t h e  d a t a  analyses  a s  much a s  poss ib le  ins tead  o f  

processing the  raw da ta  d i r e c t l y .  To t h i s  sub jec t  w i l l  be returned 

l a t e r .  



4.3 Sampling locations 

What has been said about scales and variability in relation to the 

sampling frequency also applies to the spatial design of networks. This 

will be illustrated here by a simple example. 

Suppose that the objectives of a one dimensional spatial network (e.g. 

gauging stations along a river) are defined in such a way, that the 

monitoring effectiveness can be quantified by the interpolation error 

with which the state between the sampling stations can be determined. 

Hence, a relation between this error and the sampling distance A is 

needed. 

Let us consider a very simple case, viz. the interpolation between two 

observation points, located at positions xo = 0 and xN=d = NAl along 

the x-axis, with A l a unit distance. What is the accuracy of the 

interpolated value at location xQ= OAl? 

Suppose we use a linear interpolation scheme, e.g.: 

where y denotes the observed value at location X etc. 
0 0' 

Moreover, assume that no instrumental or observation errors are made 

and that the observed process y is stationary with mean value , 
variance a2 and correlation function p(yi,yj) = Pij. 

Then, the mean square error (mse) in the estimate qO is given by 

The last term of this equation is the bias term. This term disappears 

if a0 + % = ,l. Minimizing Equation (4.6) under this restriction 

yields the optimal weights E0 and EN: 



The mean square error of the corresponding optimal estimate 

f Q =a 0 y 0 + a ~ Y ~  equals 

Note that the optimal weights and the mean square error only depend on 

the values of the correlation coefficients p i j ,  and not on actual 

observations of y. 

Let us now consider some special cases. 

i Distance scale r <  A 1 

Then PON = PO@ - PNo = 0 , which results in 

2 a0 = aN = 0.5 (equal weighting) and mse = 140 . 

ii. Distance scale r NBl 

Then pON = - 
' 00  - 'NE) = 1, which results in 

- N -  Q E. - - Q 
J aN = - (linear weighting) and mse = 0. 

N N 

iii. Interpolation point half-way the observation points 

Then PO@ = P m  , which results in 

a0 = cN= 0.5 and 



iv. Interpolation at the observation points 

When O =O then pOO=1 and 
"ON 

= pON, which results in 

i3 = 1 , i3 = 0 and mle=O. 
0 N 

When O = N, t h e n p ~ ~ = p ~ ~  and p m  = 1, which results in 

do = 0, 55 = 1 and mge = 0. 
N 

v. Exponential correlation function 

Then p (x,y) = exp{- Ix-ylh"} . Hence, when I X - yl= L.AI then 

with 

This implies pOB= p I 0, pON .p IN and - N- O 
"ON - P] , which results 

in : 
O N-O 

a = 4 1 1  + 
p1 - P1 } 

0 N 1 - P, 

These (exponential) weights are sketched in Figure 4-4 as a function of 

O for various values of Pi. 

The corresponding interpolation error is shown in Figure 4-5. 

The maximum error occurs at 0 = AN, and equals 



Figure 4-4 Optimal exponential weights go and GN a s  a function of 

O /N for various values o f  p , ,  and N = 10 

Figure 4-5 The r e l a t i v e  mean square error a s  a function o f  Q/N for 

various values p l ,  and N = 10 



Figure 4-6 The r e l a t i v e  maximum mean square  e r r o r  a s  a function of N 

for  va r ious  va lues  of P 1  

In  Figure 4-6 t h i s  e r r o r  is presented a s  a funct ion  of N fo r  various p l .  

Suppose t h e  maximum in t e rpo la t i on  e r r o r  is not allowed t o  exceed some 

c r i t i c a l  value. Then, Equation (4.12) can be used t o  c a l c u l a t e  t h e  cor- 

responding maximal N (Nmax), and hence t h e  maximal sampling d i s t ance  

'max = Nmax o A  1 

The r e s u l t s  c l e a r l y  show t h a t  t h e  l a r g e r  t h e  d i s t ance  s c a l e  r is, t h e  

higher N can be. Hence, a l s o  i n  t h i s  c a s e  t h e  r a t i o  r/A is an important 

parameter i n  network design.  

I n  t h e  previous s e c t i o n  it was shown t h a t  a l a r g e  t i m e  s c a l e  r e su l t ed  

i n  a l a r g e  sampling i n t e r v a l ,  but  a l s o  i n  measurement per iods ,  which 

had t o  be long i n  order  t o  meet a c e r t a i n  e f f ec t ivenes s  l eve l .  So, from 

a monitoring po in t  of  view, c o r r e l a t i o n  had both a p o s i t i v e  and negati-  

ve  e f f e c t  on, t h e  monitoring e f f o r t .  I n  t h i s  example, t h e  negative ef -  

f e c t  is lacking.  It is important to r e a l i z e  t h e  reason fo r  t h i s .  I n  

f a c t ,  it is inherent  i n  t h e  o b j e c t i v e s  used i n  t h e  examples. I n  t h e  

f i r s t  c a se ,  a mean va lue  had t o  be est imated.  Such a mean value is a 

c h a r a c t e r i s t i c  of  a random process, and the re fo re  a de t e rmin i s t i c  va r i -  

able.  Since on ly  one r e a l i z a t i o n  o f  t h i s  process is observed, it has t o  

be s u f f i c i e n t l y  long to provide t h e  number of  degrees of  freedom which 

is s u f f i c i e n t  f o r  t h e  required e s t ima t ion  accuracy. 

I n  t h e  second example, however, t h e  ques t ion .  is not  to es t imate  a cha- 

r a c t e r i s t i c  of  a random process,  but  t o  es t imate  some values  i n  one 

s p e c i f i c  r e a l i z a t i o n  of  t h a t  process.  And t h i s  es t imat ion  obviously can 

on ly  improve with longer c o r r e l a t i o n  sca l e s .  



The simple interpolation scheme of Equation (4.5) can be extended rat- 

her easily to interpolation schemes which make use of more than two 

observations, i.e. 

Again, the optimal weights 6i and the corresponding ms"e only depend on 

the correlation structure of y, and not on actual observations. 

When the observation points xi are distributed over a two dimensional 

area, the resulting equations for 6. and mie directly correspond to the 

well known kriging equations for spatial interpolation. 

Finally, it is important to note that basically the same procedure can 

be followed in case of estimating spatial averages; only slight modifi- 

cations in the governing equations for the optimal weights ci are need- 
ed. For more details the reader is referred to the pertinent literature 

(e.g. Delhornme, 1978). 

4.4 Instrumentation and observation errors 

In the above, possible instrumentation and observation errors have not 

been taken into account. From a practical point of view, this is rather 

unrealistic. Fortunately, however, this can be done rather easily. 

Instrumentation and observation errors manifest themselves in a certain 

extrinsic variability of the data, which is added to the intrinsic 

variability. Therefore, the covariance structure of the data is influ- 

enced by these errors. Usually, this influence is reflected mainly in 

the variance of the data, and not in their correlation scales. 

Suppose the observations y[kA) of the process X are disturbed by inde- 

pendent observation errors v(M), i.e. 



Then 

and 

Here uxL and px(kA) denote the intrinsic variance and correlation func- 

tion, o the extrinsic variance, py (kA) and yy(kA) the correlation- v 
and covar ianca+fmct ie~  ef the data. 

By using Expressions (4.14) and (4.15) instead of the intrinsic functi- 

ons, the extrinsic variability can be incorporated in the network de- 

sign. 

4.5 A priori knowledge of the covariance structure 

Whatever method is used in network design, knowledge about the covari- 

ance structure is a prerequisite. In the above, this knowledge has been 

assumed tacitly. In practice, however, it has to be obtained from his- 

torical data, from physical insight, or from both. 

In case of covariance calculations from measured data, one must be awa- 

re of the extrinsic variability which may disturb the data. To estimate 

this variability, knowledge about instruments and measurement procedu- 

res is necessary. In case of water qualitymonitoring, also the effects 

of the chemical and biological analysis applied to the samples must be 

considered, 



Another poin t  o f  concern is t h e  s t a t i s t i c a l  e r r o r  i n  empir ica l  

covariance funct ions ,  which is inherent  i n  the  es t imat ion  procedure. To 

reduce these  e r r o r s  t o  an acceptable l e v e l ,  o f t e n  long d a t a  s e r i e s  a r e  

required,  extending over s eve ra l  times the  re levant  c o r r e l a t i o n  sca les .  

Moreover, i n  case  of h i s t o r i c a l  d a t a  with a sampling i n t e r v a l  A , t h e  

covariance funct ions  can only  be est imated fo r  a set of d i s c r e t e  va lues  

o f  A , which may hamper the  evaluat ion  of t h e  network e f f ec t iveness  fo r  

a l l  re levant  sampling schemes. 

'Ib reduce t h i s  problem, a model fo r  t he  covariance s t r u c t u r e  can be 

assumed, of which only the  parameters have t o  be estimated. This 

imposes less demands on t h e  lengths  of ava i l ab le  records,  and a l s o  

al lows t h e  e f f e c t  o f  a l l  poss ib le  v a r i a t i o n s  i n  t h e  sampling dens i ty  t o  

be inves t iga ted .  But, a l s o  i n  t h i s  case  the  e x t r i n s i c  v a r i a b i l i t y  of 

t h e  d a t a  and t h e  est imation e r r o r s  may influence t h e  r e s u l t ,  although 

gene ra l ly  t o  a l e s s e r  extent  than without model assumptions. However, 

t h e  choice of t h e  model might be r a the r  c r i t i c a l ,  and may r e s u l t  i n  

s i g n i f i c a n t  sys temat ic  devia t ions  with regard to t h e  r e a l  i n t r i n s i c  

s t ruc tu re .  

Often, the  covar iance models used i n  conjunction with network design 

a r e  merely black-box parametrizations o r  empirical  models. Examples a r e  

t h e  t i m e  s e r i e s  models (AR, ARMA etc.) i n  t i m e  domain and the  variogram 

models i n  s p a t i a l  domain. These models cha rac t e r i ze  the  covariance 

s t r u c t u r e  without explaining it. A s  a consequence, t he  d a t a  a r e  

considered t o  be f u l l y  s tochas t ic .  

Often, however, de t e rmin i s t i c  components i n  the  d a t a  can be observed, 

which can be explained on physica l  grounds. By making a physica l ly  

based model of  t h i s  de t e rmin i s t i c  p a r t ,  it can be removed from t h e  

o r i g i n a l  raw data .  This r e s u l t s  i n  new da ta  which, i n  general ,  w i l l  

have a smaller variance and smaller  co r re l a t ion  sca l e s .  Because t h e  

monitoring network then only  has t o  provide information about t h i s  

remaining s t o c h a s t i c  p a r t ,  t h e  sampling dens i ty  can be reduced without 

a reduction of ef fec t iveness .  An example of such reduction is presented 

i n  sec t ion  7.2. 



By the incorporation of deterministic models in network design, someti- 

mes a trade-off can be made between sampling density in space versus 

time. However, this requires models which describe the spatial and tem- 

poral behaviour of the measured processes simultaneously. When these 

models can be formulated in a state-space form, design techniques based 

on Kalman-filtering can be used. In the next section this will be work- 

ed out in some more detail. 

The use of deterministic models in network design also implies their 

use in network operation. The information, obtained from the measured 

data, strongly depends on these models. Therefore, the models have to 

be checked regularly in order to avoid misinterpretations of the data. 

This requires temporary monitoring activities to provide sufficient 

data for model validation and a possible recalibration. Hence, the re- 

duction of routine monitoring due to model incorporation implies an in- 

crease in temporary specific surveys. 

4.6 Techniques for network design 

The purpose of this section is to provide a connection between the pre- 

vious general sections and the applications in Chapters 6, 7 and 8. 

Therefore, the principles of only a restricted number of techniques 

will be discussed, without going in too much detail. 

The techniques to be described have one property in common: they can 

provide relations between some (surrogate) effectiveness measure (e.g. 

interpolation error, trend detectability) and the sampling effort. A 

cost-effectiveness analysis, however, is not included in these techni- 

ques. Hence, these techniques do not incorporate the eventual decisions 

that may be based on the outcome of the network. This is a serious 

drawback, which must be realized each time when they are used for net- 

work design. 



As a consequence, there is a growing interest in techniques based on 

statistical decision theory. Their Bayesian statistical framework per- 

mits the inclusion of quantitative measures of decision effects in net- 

work design. These measures can be related explicitly to the uses of 

the data from the network. Moreover, in addition to the hard factual 

data sets, which are also used in the non-bayesian techniques, less di- 

rect information such as subjective feelings may be used. 

The inclusion of subjective information leads to the major criticism of 

Bayesian statistics: the diversity of answers obtained. Because each 

person in general will weigh subjective information differently, the 

results of the analysis will vary from analyst to analyst. 

Another complaint against Bayesian analysis is that it usually results 

in a very cumbersome if not intractable set of relations. In order to 

arrive at an answer it may be necessary to use large-scale computing 

facilities either to obtain numerical integrations of the relations or 

to simulate the system. 

Finally, the available non-bayesian techniques are much more diverse in 

applicability and sophistication than the Bayesian techniques, and 

therefore can be chosen more in accordance with the objectives. But, in 

spite of these drawbacks, the development of Bayesian techniques, pos- 

sibly in connection with existing non-bayesian methods, shoud be stimu- 

lated. 

Design of sampling frequencies 

The amount of information, contained in a sampled time series x(t) can 

often be related to the effective number of observations N * ( A  ,T) as 

introduced in Section 4.2. This N* plays an important part in the 

determination of the sampling effectiveness for various objectives. In 

Section 4.2. it was illustrated that, in case the main objective is the 

estimation of mean values, the network effectveness can be related to 

N* according to 



Moreover, one can show (Lettenmaier , 1976) that the effectiveness of a 
network to detect a long-term trend with an absolute magnitude Tr over 

a period T is monotonically related to the quantity Q, given by 

with c a trendshape-dependent constant. Hence, Equation (4.17) provides 

a means to relate the monitoring effectiveness to the sampling interval 

A in case the main objective is the detection of trends. In Section 7.2 

an example of the use of this equation in network design is presented. 

Another objective, which may be important, especially in water quality 

monitoring networks, is the detection of violation of standards. An 

appropriate measure of the monitoring effectiveness then is 

expected number of detected violations 

E@) = 

expected number of violations 

Often, such violations can be described by level crossings of the 

considered processes. In that case E(A) can be approximated by (Beckers 

et al., 1972). 

with TO and T1 the average non-violation and violation duration respec- 

tively. Obviously, these time scales To and T1 depend on the average 

process level and the level which correspond to the standard. TO and T1 

can be estimated from historical data, from physical insight, or can be 

calculated f ~ o m  estimated covariance functions or spectral density 

functions. 



In case the objective of a measurement network is the reconstruction of 

the state of the system from noisy, discrete measurements, obtained 

over some period of time T, an effectiveness measure might be the mean 

square error of the reconstructed (or interpolated) data. To be more 

precise, suppose one wishes to estimate the state x(t) at an arbitrary 

time 0 from noisy discrete measurements y(kA), given by: 

where N = T/A and v(t) is a zero mean random process, describing mea- 

surement noise. Moreover, the estimate 2 ( 0 )  is restricted to be a li- 

near function of the available data, i.e.: 

The weights a i must be chosen such that 9(0) is unbiased and optimal, 

which implies the minimization of the mse E&(@) - x@)I2 under 

the restriction Ca; = 1. (i = 1...N). 

This minimization yields a set of equations for the optimal weights di, 

which can be solved when the correlation structure of the process y is 

known. Hence, the resulting optimal interpolation mse, and therefore 

the performance of the network, can be evaluated as a function ofA 

without use of actual observations from that network. 

The techniques described above are suitable to optimize a measurement 

network for one variable in one dimension (time or one spatial directi- 

on), where the variable is assumed to be a stationary stochastic pro- 

cess. So, from a practical point of view, the applicability of these 

techniques seems to be rather limited. However, several extensions are 

possible. 

For the simultaneous optimization of the sampling frequency for more 

variables, multivariate time series analysis can be used. This extensi- 

on requires knowledge about all relevant auto- and cross correlations 

(or auto- and crossspectra). Sometimes, non-stationary time series can 

be dealt with by first applying differencing operations. These extensi- 

ons, however, will not be treated in this report. 



Design of sampling locations 

For almost all objectives, as usually defined in routine monitoring, 

the effectiveness of a spatial network can be related somehow to the 

accuracy of spatial interpolation. Hence, when a sampling density has 

to be designed or optimized , interpolation procedures are required 
which provide not only interpolated values, but also the accuracy of 

these values. 

It is no wonder therefore that both Gandin's optimum interpolation 

method (Gandin, 1970) and kriging get more and more attention in the 

literature. Both techniques are in fact two-dimensional extensions of 

the one-dimensional interpolation scheme in Section 4.3. Gandin's 

method has been originally developed for meteorological fields whereas 

kriging had it first application to geological data. One point in which 

kriging differs from Gandin's optimum interpolation technique is that 

use is made of the (semi) var iogram v, ( I h I ) in stead of covar iance 

functions. It gives half the variance of the difference of some varia- 

ble x(3 for two points in a plane, separated by a distance Ih 1 ,  i.e. 

-+ 
When x(r) is isotropic, there is a direct relation between the vario- 

gram and the covariance function 

Kriging can be extended to variables which are not homogeneous by 

adopting the "generalized intrinsic hypothesisw (Delhonnae, 1978). 

In essence, this is comparable with the already mentioned differencing 

procedure for non-stationary time series. 



Simultaneous design of sampling frequency and density 

The above mentioned techniques are suitable to solve at least parts of 

the total optimization problem. However, some practical problems 

remain: 

- the condition of isotropy in all dimensions seems very unlikely to be 
fulfilled when one considers time and space dimensions simultaneous- 

ly; 

- many data are required to estimate the canplete correlation structure 
in the multivariate case; 

- not every type of non-stationarity can be removed by differencing 

operations. 

Because the multivariate correlation structure, anisotropy and non-sta- 

tionarities are consequences of the underlying physical processes, the- 

se problems can (partly) be overcome by incorporating physical knowled- 

ge in the optimization process. When this knowledge can be formulated 

in terms of a mathematical (state space) model, techniques based on 

Kalmanfiltering offer good possibilities. Moreover, it is possible in 

principle to optimize simultaneously sampling frequencies, locations 

and variables. This can be explained as follows. 

Information about the correlation structure is essential for the opti- 

mization of a monitoring network. This information can be obtained from 

observations, but can also be based on a-priori knowledge of the pro- 

cess dynamics. 

The techniques treated above only use observation-based information, 

like covariance functions and variograms. A Kalmanfilter can use both 

sources of information, since it is based on two equations: 

- the state equation, by which the physical knowledge is modelled; 
- the observation equation, which indicates the way the observations 

are related to the state variables. 

In principle, the state equation (the model) is used to predict future 

values of the state vector. Each time measurements are taken, these 

predicted values are canpared with the measurements and adjusted. The 

degree of adjustment depends on the uncertainties of the model ("system 

noise") and of the observations ("measurement noise"). 



In this way, the best estimate of the state vector is obtained. It is 

important to note that also unmeasured state variables can be esti- 

mated, because they are related to the measured ones by means of the 

state equation. 

Apart from the estimates, also their covariance matrix is calculated. 

This covariance matrix, which is a measure of the reliability of the 

estimates, strongly depends on the measurement matrix from the observa- 

tion equation. Since this matrix indicates at which moments and on 

which locations which variables are measured, it reflects the monitor- 

ing effort. 

Hence, the behaviour of the covariance matrix can be investigated for 

all relevant combinations of sampling frequencies, locations and varia- 

bles. In the case the state equation is linear in the state variables, 

this even can be done without actual measurements, allowing the perfor- 

mance of a network to be determined a-priori for different monitoring 

strategies. So, when the effectiveness can be related to the covariance 

matrix, the total optimization problem can be solved in a very elegant 

way. However, in practice several problems may arise. 

First, many hydrological models are non-linear in the state variables. 

Since then the covariance matrix becomes dependent on the actual state 

vector, the network performance cannot be evaluated a-priori anymore. 

Second, the dimension of the state vector, being roughly proportional 

to the product of the number of variables and sampling locations in- 

volved, may become too large for practical use. This situation even 

gets worse when unknown model parameters have to be estimated simul- 

taneously by state augmentation. 

Third, the dynamics of many hydrological variables are still too poorly 

understood, to enable the development of a sufficiently detailed mathe- 

matical model. 

In spite of these problems, the development of optimization techniques 

based on Kalmanfiltering should be stimulated. The dimensionality pro- 

blem of the state vector may be overcome when sophisticated numerical 

techniques are used to solve the filtering equations (Bierman, 1977). 

Also, much effort is put now in the development of mathematical models 

for hydrological processes. It may be expected that due to these de- 

velopments the Kalmanfilter related techniques will become practical 

instruments to optimize complex m~n~itoring systems. 
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5 SOCIAL AND ECONOMIC ASPECTS 

J.W. van der Made*. 

Social and economic aspects can influence the design of hydrological 

networks considerably. In fact most of these aspects can be reduced to 

the question in how far a society and its policy makers are ready to do 

investments and efforts in order to realize a network. This, at its 

turn, is related to the value that is attached to the information about 

the hydrological phenomena. 

In this chapter these matters will be discussed just on the face of 

it. More intensive study would be required to arrive at definite con- 

clusions and recommendations. However, a first approach will be under- 

taken here. 

Although the use of water is essential for life, in low developed com- 

munities with sufficient availability of water resources there may seem 

no need for any numerical information. Besides, the first need may not 

seem the construction and establishment of a network of gauging stati- 

ons or even of single stations, but rather to give priority to other 

matters like food production and health care. Even if detailed informa- 

tion about water and water resources would really be necessary, the p- 

pulation and its policy makers are not always fully aware of the pro- 

blems and the required approach to their solutions. 

*) Rijkswaterstaat (Public Works Department) 

Tidal Waters Division, The Hague, The Netherlands. 



It can be stated however that a minimum level of data collection is de- 

sirable in a nation-wide basic hydrometric network, regardless of pre- 

sent or prospective economic development. Eydrometric data are time 

bound. This means that they are mainly dependent on records which can 

be collected only as the phenomena unfold with the passage of time. It 

has been estimated that at least twenty-five to fifty years of hydrome- 

tric data are desirable to give an adequate picture of conditions for 

design of water-resources projects. This is obviously an ideal situati- 

on, unlikely to be realized very often before development commences, 

however, it indicates the need for setting up at least a minimum net- 

work in undeveloped areas, well in advance of actual need for the data. 

Once a development plan is under consideration, the need for the data 

is immediate. It is of course difficult to determine ahead of time what 

data will be required, and impossible to put a station on every stream 

in a country, hence it is necessary to plan the station network care- 

fully to achieve the maximum return from available resources. 

In developed areas, hydrometric data provide the basis for water appor- 

tionment, water licensing and surveillance of water quantity and quali- 

ty to meet requirements specified by municipal, provincial, interpro- 

vincial, national or international obligations. As environmental con- 

cerns increase, there will be need for more monitoring and surveillan- 

ce. The more an area is developed, the more environmental impacts oc- 

cur, and the more data are needed to assess them. The need for hydrome- 

tric data therefore does not vanish just because the natural resources 

of an area are already being exploited. The emphasis may change and al- 

so the type of information may change, but the demand or need will 

steadily grow as users require more data and increasingly sophisticated 

real-time data to continue and expand their operations. 

In this connection it should be noted that in the framework of the In- 

ternational Hydrological Programme attention is paid to the development 

of public awareness of the role of water in the human society and, con- 

sequently, in the development and promotion of operational and scienti- 

f ic hydrology (UNESCO, 1982) . 



Besides the fact, whether the establishment and management of a more or 

less developed network lies within the willingness of a society, the 

fact if a network can really be managed plays a role too. This concerns 

matters like the degree of population and the accessibility of the re- 

gions concerned. For instance, if somewhere gauging stations would be 

desirable, are people disposed to carry out the observations and to 

maintain and manage the stations and the equipment? In remote areas 

possibly only fully automatic stations might give a solution. In these 

cases the methods of power supply and of data acquisition and transmis- 

sion to be applied are of essential importance. Can, in those cases ex- 

pensive automatic stations be justified? 

The accessibility of the stations' sites can be of importance too. One 

can imagine cases that a station is well accessible under normal condi- 

tions, but during floods, when the data are just of great importance, 

the whole surrounding area and the roads to the station may be impassa- 

ble. Can funds be provided to secure the accessibility and functioning 

under such conditions by adequate provisions? 

In this connection it is not astonishingly that in many mountainous re- 

gions raingauges are established in valleys but only a few in the 

higher zones. Such a network will not produce data representative for 

the region as a whole. 

It is sometimes difficult to extend a network, although the need is ob- 

vious, on the other hand, and this may play a role in developed coun- 

tries, it is often difficult to stop measurements at certain stations, 

even if these are no longer required from a hydr~logical point of 

view. Here in many cases questions of status and of habitude play a 

role, e.g. whether an important city is willing to give up its own mea- 

surements, even if the data can easily and accurately be derived from 

other, neighbouring stations. Competence questions between services and 

institutes can be of influence. 



At borders between countries and even between administrative regions, 

each having their own data processing systems, separate stations may 

remain, even if this is hydrologically not required. If problems of 

water management and allocation exist such facts can hardly be avoid- 

ed. In such cases political solutions should be pursued at first. 

Besides the above mentioned aspects the question can be posed whether 

the information produced by a network has such a value to society that 

the costs of construction, maintenance, management and data processing 

are justified. This is particularly pressing during periods of economic 

stagnation or retrenchment. Aware of the economic implications of their 

activity, a number of hydrologists have attempted during the last de- 

cades to ascertain the benefits obtainable from hydrological data and 

to compare them to their costs and thus assess if collection of hydro- 

logical data is economically efficient . The difficulties of such as- 
sessment have been formidable for two reasons: the complexity of a the- 

oretical framework for assessing the total benefits and costs because 

of the special stochastic characteristics of the hydrological data, and 

the practical difficulties related to the lack of information on the 

incremental benefits from water resource projects resulting from incre- 

mental hydrological data. These difficulties are clearly reflected in 

the literature on the subject (WMO, 1982). 

In order to judge the value of the data, produced by the network and 

its stations, it is important to review the information content in re- 

lation to objectives for which these data will be used. These might 

concern information in relation to water-resource developnent, invento- 

ry (water resources assessment), planning and design, operation and mo- 

nitoring, and forecasting. Hydrological data used for forecasting and 

operation are more amenable to cost-benefit analysis than those used 

for other purposes (Day, 1973). As a whole however it is still a diffi- 

cult problem to assess the real value of the data for society, although 

many attemps have been made (Dawdy, 1979). 

A lack of information about the quantities and the quality of the water 

can lead to wrong measures, thus to economic losses. These losses, due 



t o  lack  of information compared with the  idea l  s i t u a t i o n  whereby a l l  

poss ib le  information is avai lable ,  w i l l  be c a l l e d  t h e  "information 

loss".  

The information l o s s  can be decreased by an extension of t he  network, 

which a t  its tu rn  w i l l  increase t h e  cos t s .  I f  t h e  network is b u i l t  up 

i n  such a way, t h a t  t h e  t o t a l  of  information l o s s  and t h e  network c o s t s  

(cons t ruc t ion ,  maintenance, opera t ion ,  d a t a  processing etc.)  is mini- 

mal, t h e  economically optimum so lu t ion  is found. 

Besides it is of importance t o  examine i n  how f a r  t h e  network c o s t s  can 

be reduced without a f f ec t ing  t h e  d a t a  production, t hus  aiming a t  a 

h ighes t  e f f i c i ency  of t h e  network (Moss, 1982). 

Since it is o f t en  d i f f i c u l t  o r  even impossible t o  a s ses s  the  bene f i t s  

i n  quan t i t a t ive  terms, one w i l l  o f t e n  go along o ther  l i nes .  

Examples of a l t e r n a t i v e s  are: 

1. t o  build t h e  most e f f i c i e n t  network within budgetary l i m i t s .  

2. t o  design the  network i n  such a way t h a t  t he  e r r o r s  of in terpola ted  

d a t a ,  w i l l  be always smaller than a f ixed c r i t e r i o n .  

Both a r e  surrogate  approaches. The f i r s t  is simply to apply, but does 

not  take  i n t o  account t he  e r r o r s  o f  est imate,  t hus  i n  f a c t  t he  ex ten t  

of information lo s s .  Improving t h e  e f f i c i ency  (more information a t  

equal  cos t s )  w i l l  reduce the  information l o s s  but not  t he  network 

c o s t s ,  which a r e  f ixed by the  budget. 

In  t h e  second approach the  e r r o r s  o f  es t imate  a r e  f ixed,  thus  with it 

t h e  information loss .  Improving o f  t h e  e f f i c i ency  w i l l  reduce the  net- 

work cos t s ,  but  not  t h e  information loss. In p r a c t i c e  it is d i f f i c u l t  

t o  a s ses s  a c r i t e r i o n  a s  a design value  fo r  t he  standard e r ro r .  Inqui- 

r i e s  of  da t a  users  w i l l  on ly  i n  s p e c i a l  cases  lead t o  a s a t i s f a c t o r y  

answer. It is recommended t h a t  t h e  designer of t he  network makes up h i s  

mind before he poses such a ques t ion  and t h a t  he makes a concrete pro- 

posa l  about t h e  design e r r o r  of  es t imate  t o  the  d a t a  users. 



A graphical demonstration of the various relations can be given on the 

hand of Fig. 5-1, consisting of 4 quadrants. Quadrant I shows the 

physical relation between the network density and the maximum standard 

error of estimate that will be obtained somewhere in the gauged area. 

This is more or less a boundary condition. Quadrant I1 gives the 

relation between standard error of estimate and the information loss, 

which is assumed to be linear (Ingledow, 1970). This relation depends 

for instance on the importance of a certain information. Very important 

information can show a relation 1, less important information a 

relation 2. 

Figure 5-1 A relation between network density and standard error of 

estimate, transformed into pessible relations between network 

eosts and information loss 
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In quadrant I11 is shown the  r e l a t i o n  between t h e  network dens i ty  and 

t h e  c o s t s  of t h e  network i n  t h e  broadest  sense. A high c o s t  l e v e l  w i l l  

produce a r e l a t i o n  a ,  a lower c o s t  l e v e l  a r e l a t i o n  b. 

On the  bas i s  of t h e  ex i s t ing  r e l a t i o n s  i n  t h e  quadrants I1 and 111 a 

r e l a t i o n  between the  value o f  t h e  information loss and the  network 

c o s t s  can be derived,  t he  r e s u l t  of  which is shown i n  quadrant I V  for  

combinations of t h e  cases  of t h e  quadrants I1 and 111. Curve 2-a, for  

instance,  implies a lower information l o s s  a t  equal  c o s t s  than curve 

l-a. Or: curve 2-a a t t a i n s  equal  information l o s s  agains t  lower c o s t s  

than curve I-a. 

Now consider t h e  r e l a t i o n s ,  given i n  quadrant I V  separa te ly ,  i n  view of 

t h e  approaches discussed above. 

Fig. 5-2 shows t h e  "budget approach". Two curves a r e  given: curve 2 

corresponds with a more productive network system than curve 1, i.e. 

curve 2 implies less information l o s s  a t  equal  network costs. 

Fig. 5-3 shows t h e  "information approach". Improved product iv i ty  l eads  

to lower network c o s t s  a t  equal  information lo s s .  

Pig. 5-4 f i n a l l y  shows the  minimum t o t a l  cos ts .  This introduces a 3rd 

approach, t h e  " t o t a l  c o s t s  approachn. Improving o f  t he  product iv i ty  

g ives  p r o f i t s  fo r  t he  network c o s t s  a s  w e l l  a s  fo r  t he  information 

lo s s .  From t h i s  poin t  of  view t h e  minimum t o t a l  c o s t s  approach would 

lead t o  t h e  optimum solution.  However a l l  necessary da t a  fo r  such an 

approach have t o  be avai lable .  Since t h i s  is on ly  seldom t h e  case  one 

has to work with assumptions, which w i l l  su re ly  be determinental  to t h e  

f i n a l  r e su l t .  



Another poin t  is, t h a t  t he  t o t a l  c o s t s  curves a t  t h e i r  minimum may have 

a r a the r  f l a t  shape, i.e. the  t o t a l  c o s t s  a r e  varying only  l i t t l e  with 

t h e  network cos ts .  This means t h a t  reduction of t h e  network c o s t s  i n  

t h a t  a rea  implies an equal  increase  of information lo s s .  Since network 

c o s t s  a r e  more c l e a r l y  defined than information loss a tendency can be 

expected towards low network costs, u n t i l  a t  l a s t  t h e  information l o s s  

becomes too  high. In f a c t  t he  "information loss" approach of Fig. 5-2 

is being applied then. 

Apparently the  above approaches a r e  c l o s e l y  re la ted .  Since i n  f a c t  t h e  

network budget w i l l  be more o r  l e s s  be adjusted t o  t h e  needs the  ques- 

t i o n  is whether t h e  r e s u l t s  w i l l  d i f f e r  importantly. Anyhow it is re- 

commended t o  examine a l l  p o s s i b i l i t i e s  when designing a network. 

In  order t o  judge t h e  various approaches adequately, t h e  r e l a t ion  be- 

tween information lo s s ,  expressed i n  f inanc ia l  terms, and the  (s tan-  

dard) e r ro r  of es t imate  o r  a de t ec t ion  p robab i l i t y  should be deter-  

mined. However, t he  value of information can not always be given i n  f i -  

nancia l  terms. For many aspects  on ly  a s e n s i t i v e  va lue  can be given. It 

depends s t rongly  on t h e  opinion of t h e  pol icy  makers and the  genera l  

publ ic  what value is assigned t o  th ings  l i k e  l o s s  of  l i v e s ,  l o s s  of  

h i s t o r i c a l  and c u l t u r a l  t r ea su res ,  but  a l s o  t o  t h e  importance of hydro- 

l o g i c a l  science,  and consequently of water resources management t o  t h e  

community. I n  t h i s  respect  no genera l  d i r e c t i v e s  can be given. 

The p o s s i b i l i t y  t o  produce f i n a n c i a l  equivalents  o f  t h e  e r r o r s  o f  esti- 

mate decreases with t h e  timespan within which t h e  d a t a  a r e  required. In  

t h i s  order t he  following ob jec t ives  can be given: 

- hydrological  forecas t ing  ( i n c l .  navigation);  

- operation o f  water management ob jec t s ;  

- water balance compilation etc.; 

- s tudy of long term trends;  

- i n s igh t  i n t o  t h e  hydrological  processes. 



However, a l ready f o r  hydrological  fo recas t s  a c los ing  f i n a n c i a l  balance 

can hardly be made. There a r e  cases  however, for  which a reasonable 

ca l cu la t ion  could be set up. An example of t h i s  concerns f lood fore- 

ca s t ing  i n  Canada (Reynolds, 1982).  

Also for navigation,  bene f i c i a l  values might poss ib ly  be concretized.  

Here the  quan t i ty  of f r e i g h t ,  t h a t  could be t ranspor ted  might g ive  some 

information, a s  was shown by a t e n t a t i v e  s tudy o f  t h e  r ive r  Rhine navi- 

gation.  A decrease of t he  standard e r ro r  of  es t imate  of t h e  fo recas t  

w i l l  correspond with an increase  of t h e  allowable draught. It was indi- 

ca ted  t h a t  an increase  of draught of 10 c m  corresponds with a sh ips '  

capaci ty  ga in  o f  3% t o  4%. Depending on the  p r i c e s  and t h e  t r a f f i c  in- 

t e n s i t y  t h i s  can e a s i l y  be converted i n t o  an amount of money. 

Concerning t h e  information needed for  t he  opera t ion  of water management 

objec t ives  t h e  economic value of t h e  d a t a  is even more d i f f i c u l t  t o  de- 

termine. 

But here a l s o  i n  some cases  attemps have been made. Here is re fe r r ed ,  

f o r  instance,  t o  t h e  hydrometric network, designed fo r  t h e  opera t ion  of 

t he  Iskar  r e se rvo i r  i n  Bulgaria (Georgiev, 1974).  

In t h i s  ca se  t h r e e  d i f f e r e n t  network d e n s i t i e s  were examined, each with 

t h r e e  d i f f e r e n t  l e v e l s  of  automization and equipment. The sum of annual 

c o s t s  and information l o s s  was ca l cu la t ed  fo r  a l l  9 a l t e rna t ives ,  f i -  

n a l l y  showing what a l t e r n a t i v e  was to be prefer red .  

Also other examples a r e  described i n  the  l i t e r a t u r e  (Attanasi  e t  a l . ,  

1977: Fontaine et al . ,  1983; Ward et  al . ,  1973). 

Continuing t h e  list of ob jec t ives  one a r r i v e s  i n  t h e  f i e l d  of water ba- 

lance  canpi la t ion ,  water resources  inventor ies ,  d a t a  fo r  design of wa- 

t e r  p ro j ec t s  etc. Here a complete t o t a l  c o s t  assessment can hardly  be 

done, s o  t h a t  one has t o  take  r e s o r t  t o  a surrogate  c r i t e r i a ,  such a s  a 

f ixed  standard e r r o r  of est imate.  A s  was shown e a r l i e r  t h i s  can l ead  t o  

an acceptable so lu t ion .  



To conclude it can be stated that hydrologic data have an important 

value for the society but that it is difficult, or even impossible to 

concretize it in financial terms. So for network design an approach, 

based on real data, can only be applied in a few, as a rule simple 

cases. Further research in this field is required. An evaluation of the 

present state of the art was the item of a WMO workshop to which can be 

referred in this context (WMO, 1982). 
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6 NETWORKS FOR PRECIPITATION AND EVAPORATION 

T.A. Buishand* 

Most meteorological institutes maintain an extensive network of daily 

read storage gages. For precipitation amounts over periods of time 

shorter than a day, use is made of registrations of continuously re- 

cording gages. The network density of these instruments is generally 

much lower than that of daily read gages, and, even today, short-inter- 

val precipitation data are not readily available in many areas of the 

world. 

The commonly accepted types of instruments are subject to appreciable 

underregistration of the real precipitation amounts (3-30 percent or 

sometimes even more). This instrumental problem is not considered in 

this report although it can be an important aspect of network design. 

For a comprehensive review of the subject the reader is referred to 

Sevruk (1982) . 
In countries or regions with snowfall, measurements of snowcover are 

generally also included in the meteorological network. Observations of 

snow depth are made at a large number of sites whereas snowdensity is 

measured at selected stations (because of its smaller spatial variati- 

on). Snow courses may be undertaken to obtain additional information 

about the water equivalent of the snowpack and satellite data may be 

used to determine the area1 extent of the snowcover. 

*) Royal Netherlands Meteorological Institude (KNMI), De Bilt, 

The Netherlands. 



Direct measurements of actual evaporation are still difficult to carry 

out, this in contrast with those of precipitation. Usually one must 

rely on indirect, semi-empirical methods in which data of existing 

meteorological networks are used as an input, in particular global 

radiation, wind speed, air temperature and humidity. As an alternative 

observations of a special network of evaporation pans can be used as a 

starting point in calculations of actual evaporation. 

The objectives of the users of the data from the above networks are 

very different. It may be useful at this stage to discriminate the fol- 

lowing groups of applications: 

a. hydrological forecasting, 

b. casestudies of extreme precipitation events that have caused floods 

or other damage, 

c. water management, 

d. water balance compilations, 

e, planning and design of water projects, 

f. studies of long-term changes of climate. 

A measure of the forecast error has to be introduced to evaluate the 

use of meteorological data in hydrological forecasting. This applicati- 

on is discussed in Chapter 9. 

For casestudies of extreme precipitation events it is important that 

precipitation amounts can be interpolated with sufficient accuracy. 

Also for watermanagement purposes the effectiveness of a network has 

sometimes been related to an interpolation error. However, as soon as 

area1 averages of point observations are used in watermanagement and 

water balance ccmpilations the accuracy of this average value should be 

considered. Quite a few other criteria have to be used in design and 

planning of water projects. Here it is important to know how much data 

are needed to estimate a 10-year or a 100-year return value with a 

given accuracy. For studies of long-term climatic changes it is neces- 

sary to examine detection probabilities of certain types of trends. In 

the sequel a number of helpful comments will be given about these con- 

cepts. 



6.1 Errors of interpolation 

The accuracy of spatial interpolation has often been used to test the 

performance of rain gage networks. An example of the relation between 

the root mean square error (rmse) of interpolation and the network den- 

sity is given in Fig. 6-1. The error refers to the estimation of the 

rainfall amounts in points of a 1 km square grid over the area of the 

Wessex Water Authority (WWA), UK by a rather advanced optimum interpo- 

lation procedure. 

The solid line in Fig. 6-1 presents the situation of the existing net- 

work and arbitrarily reduced networks. By reducing the existing net- 

work, no attemps were made to obtain a more regular distribution of the 

gages over the area. This is in contrast with the rationalized networks 

where special attention was paid to the locations of the stations. 

Further, in these rationalized networks preference was given to stati- 

ons with a good raingage site and with high quality records. From the 

figure it is seen that such rationalized networks have a smaller avera- 

ge rmse of interpolation than largely unplanned networks of the same 

size. 

An important point that Fig. 6-1 shows, is a rather slow decrease of 

the average rmse with the number of gages in the area. For instance, 

for the rationalized network of 133 gages ( % 1 per 75 km2, a common 

density of many national networks in Europe) the average rmse is 1.4 

mm. Extending the network to 220 gages leads to an average rmse of 

about 1.25 mm. So doubling the number of gages leads only to a reduc 

tion of 10% in the average rmse. 

In Fig. 6-1 only days were considered on which the average rainfall 

amount of 12 widely spread gages in the WWA-region exceeded a threshold 

of 1 mm. The magnitude of the rmse of interpolation strongly depends on 

the height of this threshold. For daily rainfall totals in the Nether- 

lands the publication of Kruizinga and Yperlaan (1977) indicates that 

the rmse increases linearly with the square root of the average value 

at surrounding points. In network design it is therefore generally not 

sufficient to quantify an admissable rmse of interpolation only. One 

usually also has to specify a threshold or another condition on the 

rainfall events. 
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Figure 6-1 Average root  mean square e r ro r  of  i n t e rpo la t ion  over t h e  

a r e a  of t h e  Wessex Water Authority, UK (9900 km2) for  days 

with wide spread r a i n f a l l  of  over 1 mm. 

Taken from OIConnell e t  a l .  (1978, 1979) 
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Figure 6-2 Histogram of es t imat ion  e r r o r s  from optimal l i nea r  in ter -  

pola t ion  of d a i l y  r a i n f a l l  on days with widespread r a i n f a l l  

o f  over 1 mm, with f i t t e d  normal d i s t r i b u t i o n .  Sample rmse 

= 1.47 mm. Taken from O'Connell et a l .  (1978) 



It should be realized further that interpolation errors of daily 

rainfall amounts are often not normally distributed. Fig. 6-2 shows a 

histogram of the interpolation errors for a raingage site in the 

WWA-region. Although the distribution of the errors is symmetric, it is 

not normal. From the figure it is seen that the distribution has a 

higher peak and longer tails than the normal distribution. Values of 

more than 5 times the rmse have even occurred. Therefore, the magnitude 

of the rmse should be interpreted with some care. In this particular 

example about 95% of the errors are within the 2 rmse bound, despite 

the fact that their distribution is non-normal. 

6.2 The accuracy of areal averages 

In many hydrological applications one is interested in the average 

value of precipitation over an area. In those cases a useful measure to 

evaluate the network layout is: 

F = var (g A - P ~ )  

where PA stands for the true average value and is an estimate 

from point observations. The symbol A is used to denote the particular 

area as well as its areal extent. 

For any network configuration the value of F can be derived from the 

covariance-structure of the precipitation field (Section 4.3). This 

requires usually numerical integration. For regular networks, however, 

a simple approximation formule for F can be derived (Kagan, 1965; 

Gushchina et al. 1967; WMO, 1972, 111-1.2) Examples of the use of F in 

raingauge network design are given by Bras and Rodriguez-Iturbe 

(1976b), Lenton and Rodriguez-1turbe (1977), Jones et al. (1979) and 

Bastin et al. (1984). 

To obtain a given degree of accuracy in areal averages, generally a 

much less dense network is required than to obtain the same degree of 

accuracy for point interpolation. Moreover, the error in the areal 

average is much more sensitive to changes in network density than an 

error of point interpolation. This will be demonstated here with 

Kagan' S formula. 



Assume that we have N stations, evenly distributed over a homogeneous 

and isotropic area A. Then a natural estimate PA is the arithmetic 

average of the N point observations: 

Further it is assumed that the following relation exists between inter- 

station correlation and distance: 

where p(d) denotes the correlation coefficient of the measured precipi- 

tation amounts for two stations at a distance d; p 0 and r'are two un- 

known parameters which usually have to be estimated from data. The fact 

that g(d) differs from 1 for very small interstation distances is as- 

cribed to observation errors (Section 4.4),  but one can also think of 

microscale variations. Under these assumptions the following approxima- 

tion can be derived for the error variance F: 

where U is the standard deviation of the point observations Pi. P 
Fig. 6-3 gives a plot of F against the reciprocal of network density 

for monthly rainfall amounts in the Netherlands (U = 30 mm, p0 ~0.98, P 
F' =350 km). From the figure it is seen, that as the area over which 

the average rainfall is required increases, F decreases if the network 

density remains fixed (for fixed &IN the quantity F is proportional to 

1/A). Further the figure shows that F is rather sensitive to network 

density. Doubling the number of gages in a given area A gives about a 

35% reduction in the value of JF. This is much larger than the percen- 

tage reduction in the rmse of interpolation. 



The value of F depends s t rong ly  on t h e  quan t i ty  l-  m, e s p e c i a l l y  fo r  

dense networks (small  A D ) .  Since t h e  es t imate  o f  t h i s  quan t i ty  is usu- 

a l l y  r a the r  poor, Eq. (6.4) on ly  g ives  a rough idea  about t he  magnitude 

o f  F. Further,  t h e  v a l i d i t y  of t h e  co r re l a t ion  funct ion  (6.3) is ques- 

t i onab le  fo r  small  d. Therefore, Eq. (6.4) can not  be used for  a rb i t r a -  

r i l y  small i n t e r s t a t i o n  d i s t ances  (small  A m ) .  On t h e  o ther  hand,from a 

p r a c t i c a l  point  o f  view, it is usua l ly  s u f f i c i e n t  t o  have a rough idea 

about F and how it can be influenced by changes i n  t h e  network layout. 

Kagan's formula holds f o r  regular  networks. The e r r o r  variance F w i l l  

be l a rge r  when t h e  s t a t i o n s  a r e  unevenly d i s t r i b u t e d  over t h e  area ,  

even i f  an optimal es t imate  of PA is  used ins tead  o f  t h e  a r i t hme t i c  

mean P (Gandin, 1970). J u s t  l i k e  t h e  rmse of i n t e rpo la t ion ,  t h e  va lue  

of F usual ly  increases  with event magnitude (Huff, 1970; Bastin e t  al . ,  

1984). Therefore, a l s o  fo r  t h i s  quan t i ty ,  it can be worthwile t o  consi- 

der  only  a r e a l  averages o f  r a i n f a l l  events  t h a t  s a t i s f y  some condition. 

6.3 Planning and design of water p r o j e c t s  

It is obvious t h a t  more d a t a  r e s u l t  i n  b e t t e r  rainfall-frequency-dura- 

t i o n  re la t ionships .  The standard e r r o r  of  a 10-year r e tu rn  value is 

usual ly  between 3 and 15% i f  a r a i n f a l l  record is ava i l ab le  with a 

length  g rea t e r  than 50 years.  This  is genera l ly  judged a s  being good 

enough fo r  planning and design. 

For l a r g e  r e tu rn  per iods  ( >l00 years)  use has t o  be made of regional  

es t imates  based on d a t a  from seve ra l  co r re l a t ed  sites. 

It is d i f f i c u l t  t o  quant i fy  t h e  uncer ta in ty  of t hese  es t imates  and 

the re fo re  no recommendations can be given y e t  f o r  t h e  amount of d a t a  

needed when l a r g e  r e tu rn  per iods  a r e  o f  i n t e r e s t .  
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Figure 6-3 Standard deviation J F  of the estimate of the average 
monthly rainfall amount over an area of A km2 from a 

regular raingage network with N gages for the Netherlands 

The accuracy of design values is an important objective in regions with 

no or sparse data. Especially for short durations there is still a de- 

ficiency of precipitation datainmany parts of the world. In such situ- 

ations it may be possible, however, to obtain some information from ad- 

jacent countries or from generalized rainfall-frequency-duration rela- 

tionships (Bell, 1969). Such information does not only provide the or- 

der of design values but it gives also a rough idea of the accuracy of 

estimates which can be used in planning additional measurements. 



6.4 Studies of long-term changes of climate 

For reference stations providing data for studies of long-term climatic 

changes a high standard is required with respect to the measurement 

site and the quality of observations. Up to now little attention has 

been paid to quantitative methods to determine the optimal density of 

such stations. Here this topic will be illustrated with an example. 

In studies of climatic changes over a large region, it is advantageous 

to consider a sequence of regional averages instead of a record from a 

single site. An important question is: how many stations are required 

in the regional average? 

For the variance of the average of N stations over a region A we can 

write (Rodriguez-1turbe and ~ e j  ia, 1974) : 

Jar 5 = F2(N)up 2 

where u2 is the variance of point observations and F2(N) is a variance 
P 

reduction factor. This factor is comparable with the quantity 1/N* in 

Section 4.2. 

For annual rainfall amounts of randomly distributed stations in the 

Central Venezuela region Portuguesa ( 30,000 km2) ~odriguez-1turbe and 

~ejia found the following values for F2(N): 

N =  1 F2(N) = 1 

= 10 = 0.37 

= 100 = 0.31 

So the variance of the average annual precipitation amount of 10 stati- 

ons is 0.37 a 2 and this reduced variance gives a gain in power for 
P 

testing for a systematic change in mean precipitation. For instance, 

the detection probability of a systematic linear change in the mean of 

10% over a 100-year period is about 40% for rainfall data of a single 

record in this region (level of significance = 0.05) ; using the average 

of 10 stations gives a detection probability of about 80% for such a 

trend. 



Going from 10 to 100 stations does not result in a considerable vari- 

ance reduction due to increasing dependence between adjacent stations 

with growing network density. Hence, for the detection of long-term 

trends over a large area usually a low density of reference stations is 

sufficient. 

6.5 Further remarks 

In the previous comments the emphasis was on precipitation networks. 

Little has been published yet about optimal densities of networks for 

snowcover data and for evaporation data. 

Chemerenko (1975) discusses the rationalization of the network for data 

on the water equivalent of snow in the USSR, using the accuracy of are- 

a1 averages as a measure for network performance. Attention is paid to 

the effect of network density and the size of the area on IF. Further, 
the optimal location of new stations, given a number of existing stati- 

ons, is also considered. The combination of a sparse network of snow 

density measurements with additional measurements of snow depths at a 

large number of sites is not examined in Chemerenko's paper. 

Research on evaporation has mainly been devoted to the estimation of 

actual evaporation by semi-empirical methods or by physical experi- 

ments, but not on the optimal densities of stations providing infoma- 

tion on this element. The determination of areal evaporation is often 

considered to be a purely physical problem. Yet, for water balance com- 

pilations, for instance, it would be worthwhile to examine the magnitu- 

de of interpolation errors or the errors in estimating an areal average 

for evaporation data, and to compare this with the same quantity for 

the precipitation amounts. 

A problem in designing or redesigning a network for evaporation data 

can be that networks of such elements as temperature, global radiation, 

etc. must be considered, which have not been primarily designed for hy- 

drological applications. 

Most literature about rainfall network design is on network density and 

on station configuration. Much less attention has been paid to sampling 

frequency. 



For t h e  use of  meteorological  d a t a  i n  hydrological  models t h e  sampling 

frequency has t o  be adjus ted  t o  t h e  frequency response of  t h e  system 

(Sect ion  3.4.1). Network dens i ty  and sampling frequency have q u i t e  

d i f f e r e n t  c o s t  e f f e c t s .  The c o s t  funct ion  C r egu la r ly  increases  with 

t h e  number of gages,  but  it jumps a t  t h e  t ime- in terva l  o f  1 day because 

f o r  sho r t e r  du ra t ions  more expensive recording gages (o r  radar)  a r e  

required.  
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7 NETWORKS FOR SURFACE WATER 

Networks for  su r face  water d a t a  concern a l l  water bodies where t h e  

water,  i n  l i qu id  form, shows an open l e v e l  which is i n  d i r e c t  contac t  

with t h e  atmosphere. Such water bodies are:  

- r ive r s ;  

- l akes  and r e se rvo i r s ;  

- d e l t a s  and e s t u a r i e s ;  

- s e a s  and c o a s t a l  waters. 

7.1 Networks fo r  surface  water quan t i ty  

J.W. van der Made.* 

In r i v e r s  t he  quan t i ty  of water c a r r i e d  o f f  is of primary importance, 

i.e. the  discharge,  a s  a r u l e  expressed i n  m3/s. Besides, i f  t he  main 

purpose is focussed on water balance aspects ,  t h e  discharge da t a  w i l l  

be converted i n t o  runoff da t a  expressed i n  mean depth over t h e  drainage 

bas in ,  e.g. i n  mm/year . 
I f  t h e  scope is mainly d i r ec t ed  t o  f lood warning o r  t o  navigation,  one 

is more in t e re s t ed  i n  the  water l e v e l s  a s  such. Since t h e  water su r face  

p r o f i l e  shows more va r i a t ions  along t h e  r i v e r  than t h e  discharges,  t h e  

network for water l e v e l s  should be more dense than t h e  discharge net- 

work. However, a s  i n  most ca ses  t h e  discharges a r e  derived from r a t i n g  

curves,  t he  d ischarge  network can e a s i l y  be in t eg ra t ed  i n  t h e  water le-  

v e l  network. 

In  l akes  and r e se rvo i r s ,  d e l t a s  and e s t u a r i e s ,  s e a s  and c o a s t a l  waters 

one is mainly i n t e r e s t e d  i n  water l e v e l s  a s  such. 

*) R i  j kswaterstaat  (Public Works Department) 

Tidal  Waters Division,  The Hague, The Netherlands. 



In r e se rvo i r s  t h e  l e v e l  d a t a  a r e  used t o  c a l c u l a t e  t he  water volume i n  

t h e  reservoi r .  For a l l  these  kinds o f  water bodies f lood warning is one 

o f  the  most important scopes, together  with navigation purposes. Al-  

though the  r i v e r  flow is important too, i n  p a r t i c u l a r  i n  the  r i v e r  

reaches i n  d e l t a s  and e s t u a r i e s ,  t h i s  phenomenon a s  a r u l e  w i l l  not  be 

measured d i r e c t l y ,  s ince  it is sub jec t  t o  t h e  water l e v e l  i n  t h e  water 

receiving body (sea ,  lake) and w i l l  o f t e n  show a l t e r n a t i n g  flow di rec-  

t ions .  In  case  of t i d a l  movements t h e  r i v e r  outflow can be only  a minor 

p a r t  of  t he  t o t a l  flow. Unless d i r e c t  measurement techniques a r e  used, 

such a s  u l t r a son ic  measurements, t h e  flow has t o  be derived by canpl i -  

ca t ed  ca l cu la t ions ,  based on t h e  flow and con t inu i ty  equations. 

In Table 7.1 t h e  va r i ab le  t o  be measured ( l e v e l  o r  discharge) is indi-  

ca ted  for  t he  d i f f e r e n t  water bodies on t h e  one hand and for  a number 

of uses on t h e  o the r  hand. D i s t inc t ion  is made i n t o  immediate opera- 

t iona l  uses (water management, f lood warning, navigation) and uses fo r  

water pol icy  (water balances , long term changes) . The d i f f e r e n t  requi- 

rements may lead  t o  d i f f e r e n t  networks. However, fo r  reasons of e f f i -  

ciency it might be expedient to combine these  t o  one network. For net- 

work planning procedures it is recommended t o  s t a r t  with separa te  de- 

s igns  and afterwards t o  i n t e g r a t e  these  i n t o  one s i n g l e  network. 

Table 7.1 Uses of su r face  water networks 



7.1.1 Water level networks 

Regarding the steps in the design process, as discribed in section 

2.2 one should first determine the objectives. These differ from site 

to site. At specific sites data should be acquired anyhow, e.g. at: 

- inflow of important tributaries; 
- branching points of rivers (e.g. in deltas) ; 

- at inflows of a river into the sea, a lake or a reservoir; 
- upstream and downstream of weirs and sluices. 

Also political and organizational aspects may require measurement 

stations, e.g. at: 

- international border crossings; 
- important cities, harbours, navigation locks, intake points, etc. 

Whether along intermediate reaches more observing stations are needed 

depends on the requirement of accuracy of the values to be estimated 

from the gauging stations. At navigable rivers for instance, stations 

should be located such that the transition from water levels at sites 

to the values of depth at shallows is possible; also the acquisition of 

operational information about ice phenomena should be taken into 

account. 

The transfer of data from gauged to non gauged sites, can be done by 

interpolation or by hydraulical computations. 

Here one arrives at the second step in Section 2.2, the investigation 

of the physical system. The need for knowledge is obvious if hydrauli- 

cal computations have to be used. However, also for the application of 

an adequate interpolation technique some knowledge of the physical 

system is desirable, since this strongly influences the correlation 

structure. In tidal waters, for instance, the correlation structure is 

related to the system of harmonic canponents and the velocity of propa- 

gation of the tidal waves. Also in non-tidal rivers the motion of the 

waters influences the correlation structure. Insight in the channel 

network structure can lead to a better understanding of the behaviour 

of the correlation as a function of distance'and time. 



The third and fourth step in Section 2.2 require the examination of the 

relation between distance (or reversely, density) and standard error of 

estimate. This can be carried out on the hand of existing data and of 

physical considerations. 

Like for all hydrological networks, here the rule also holds that for 

any site it should be possible to determine the phenomena concerned 

with sufficient accuracy. This standard error should not exceed a cer- 

tain limit value, which depends on the requirements made by the user. 

It might be tried to determine this value by a cost benefit analysis as 

described in Chapter 5. 

However, since in many cases it is impossible to express the standard 

error of estimate in financial terns, one often resorts to what is 

called a surrogate criterion. This is also a limit value, not to be ex- 

ceeded by the standard error of estimate. As a rule the assessment is 

more or less arbitrarily, based on different considerations. Sometimes 

this limit is assessed at a value equal to the standard error of measu- 

rement at the gauging stations. This choice can be justified by the 

fact that a network, designed on that base, will produce data which are 

affected with about equal standard errors, either of measurement or of 

estimate, along the reach or over the area considered. From this point 

of view this is indeed an efficient solution if the same accuracy is 

required everywhere. If certain sites require a greater accuracy the 

network design should be focussed on such requirements. 

Although the WMO Technical Regulations require an accuracy of 1 cm, and 

in special cases even 3 mm, in practice the standard error of measure- 

ment appears to amount to some centimeters, say 1 to 3 cm, depending on 

the conditions of the gauging station, its location and the hydraulic 

conditions in the adjacent area (Van der Made, 1982). 



For the calculation of the water levels at interstation sites the fol- 

lowing methods might be considered: 

- pure mathematical interpolation (e.g. linear, higher power curves, 

spline functions); 

- interpolation, based on statistical considerations (e.g. optimum in- 

terpolation, kriging) ; 

- physical models (e.g. hydraulical computations based on the St. 

Venant equations) . 
All those kinds of calculation models might be combined with an adapti- 

ve mechanism, e.g. a Kalman filter, in order to find the best results. 

In most cases these techniques are still in an experimental phase. 

Whatever method is used, it is necessary to check the results with the 

reality. Therefore it is recommended to carry out measurements at some 

intermediate sites for comparison with the interpolation results. The 

relations which are used in the interpolation methods can change in 

course of time. A second, additional network, besides the main network 

can serve this scope. 

This leads to the concept of two network systems along the same water 

body, i.e. a main network of stations of high quality and reliability 

and an additional network of stations, as a matter of fact also of good 

quality, but for which the requirements are lower. For the latter cate- 

gory a limited number of interruptions might be accepted. 

Further arguments, besides the regularly check of the used relations, 

for an additional network are to supply information in case of: 

- fall out of a main network station; 
- extreme conditions, for which the used relations are not fully ade- 

quate. 

As a general guideline the main and additional networks might be plann- 

ed in such a way that an additional station is located somewhere half- 

way between two main stations. 



The above concept was used for the design of the hydrometric network of 

the major rivers, the tidal streams, the coastal zones and the main 

lakes in the Netherlands. 

A network intended for reservoir operation must ensure the 

determination of the mean water level, computation of actual water 

balances of the reservoir, collection of information about ice 

phenomena, waves and other regime elements necessary for the operation 

of hydro-electric power plants, water intake structures, navigation, 

fish industry, recreation, etc. 

As an example is discussed the water level network in the tidal estuary 

of the Western Scheldt in the Netherlands (Fig. 7-1). 

Figure 7-1 Water level gauging stations in the Western Scheldt tidal 
estuary 



The standard error of the difference y between a measured level at an 

intermediate site between a series of main network stations and the 

value, calculated for that site, using the data of the main stations, 

can be derived according to: 

0 
I R all stations ( 

d 
Ay = I R main stations 1 .  

where: 

a2 = the variance of the water level at 
Y 

the intermediate site 

(R main stations1 = the determinant of the correlation matrix between 

the water levels at the main stations 

IR all stations1 = the determinant of the correlation matrix between 

the water levels at all stations, i.e. at the main 

stations and at the intermediate site 

If there are n input data of the main stations, the determinant of 

the denominator is of the order n, that of the numerator of order 

(n+l) . 



In  the  example considered t h e  d a t a  of t he  s t a t i o n  Terneuzen were de- 

r ived fo r  2 cases:  

- from the  couple Vlissingen-Hansweert (42 km); 

- from t h e  couple Cadzand-Bath (78.4 km). 

Besides simultaneous d a t a  a t  t h e  th ree  s t a t i o n s  a l s o  use was made of 

d a t a ,  occurring a time i n t e r v a l  A t  e a r l i e r  a t  t h e  seaward s t a t i o n ,  

and of those,  occurring A t  l a t e r  a t  t h e  landward s t a t i o n .  Thus, of  t he  

two main s t a t i o n s ,  two da ta  each were used, i n  t o t a l  4 input da ta .  In 

t h i s  case  t h e  denominator determinant was of order 4, t he  numerator de- 

terminant of order 5. 

The s p a t i a l ,  auto- and c ross  c o r r e l a t i o n  c o e f f i c i e n t s ,  f igur ing  i n  t h e  

co r re l a t ion  matr ices  were der ived from a - r e l a t i o n ,  including the  harmo- 

n i c  t i d a l  components, t he  propagation ve loc i ty  of t h e  t i d a l  wave and a 

noise term, decreasing with time and d is tance .  

The behaviour of t he  standard e r r o r  o a s  a funct ion  of t he  t i m e  in- 
AY 

t e r v a l  A t  and t h e  locat ion  of t h e  main s t a t i o n s  is shown i n  Fig. 7-2. 

Here the  inf luence  of t he  t i d a l  motion is shown. The standard e r r o r  

shows a l o c a l  maximum a t  a d i s t a n c e ,  where t h e  propagation t i m e  between 

the  two main s t a t i o n s  is equal  t o  t h e  t i m e  i n t e r v a l  A t  but it shows a 

minimum i f  t h e  propagation t i m e  is twice A t .  

Since the  design c r i t e r ium of o was assessed a t  3.5 cm a t i m e  in- 
AY 

t e r v a l  of 0,s h would be preferable .  In t h a t  case  a maximum d i s t ance  

between t h e  s t a t i o n s  of around 50 km could be accepted. For l a rge r  time 

i n t e r v a l s  t h i s  r e s u l t  could not  be obtained,  whereas shor ter  t i m e  in- 

t e r v a l s  would not  lead t o  an improvement. 

F ina l ly  the  f i v e  s t a t i o n s ,  shown i n  Fig. 7-1 were included i n  t h e  net- 

work, p a r t i a l l y  a s  main s t a t i o n s ,  p a r t i a l l y  a s  add i t iona l  s t a t ions .  



actual  resu i ts  for 1983: 

5 0 100 

station distance 

Figure 7-2 Curves o f  halfway standard errors U v s  gauging s t a t i o n  
AY 

dis tance  for time in t erva l s  of 0.5h, Ih, 2h and 3h (Western 

Scheldt t i d a l  estuary) 



7.1.2 River d ischarge  networks 

A s  was s t r e s sed  before,  networks fo r  r i v e r  d ischarges  can have a lower 

dens i ty  than those, required fo r  water l eve l s .  However, t he  p r inc ip l e  

t h a t  values a t  non gauged intermediate sites could be reconstructed 

with adequate accuracy here holds  too. Here s imi l a r  questions.  concern- 

ing the  adequacy of t h e  accuracy a r i s e ,  t o  which s imi l a r  approaches can 

be applied. 

A t  r i v e r s  used fo r  i r r i g a t i o n  t h e  locat ion  of s t a t i o n s  must ensure t h e  

acqu i s i t i on  of d a t a  on streamflow, upstream from t h e  zone of water d i -  

version,  a t  main water-intake s t r u c t u r e s  of a l a r g e  i r r i g a t i o n  system, 

downstream from the  inflow of main t r i b u t a r i e s ,  a t  t he  beginning and 

t h e  end of water d ivers ion  channels and a l s o  a t  intermediate sites be- 

tween those a f o r e  mentioned. The s t a t i o n s  should be located  i n  such a 

way t h a t  t h e  n a t u r a l  and a r t i f i c i a l  changes of streamflow between the  

s t a t i o n s  would make a c e r t a i n  amount of t he  d ischarge  a t  t he  upstream 

gauge, depending on t h e  required accuracy. 

A t  r i v e r s  o r  r i v e r  s t r e t c h e s  with i n s u f f i c i e n t  water s torage ,  j u s t  only  

covering water consumption needs, t h e  s t a t i o n  network should provide 

d a t a  fo r  t h e  computation of channel water balances. 

In  the  near f u t u r e  automatic systems of opera t ion  of i r r i g a t i o n ,  hydro- 

energet ic  and complex water-management watershed u n i t s  w i l l  be d e v e l o p  

ed. Such systems a r e  e i t h e r  i n  ac t ion  a l ready o r  a r e  under development 

i n  the  USSR, USA and other  countr ies .  Under such condi t ions  the  s t a t i -  

on network loca t ion  depends on t h e  requirements o f  t h e  automatic system 

o f  operation fo r  t h e  amount and content  of  hydrological  information, 

and here  too  on t h e  observat ional  accuracy. 

I f  t he  above procedure would lead  t o  many stream gauging s t a t i o n s ,  

i.e. t o  a r a the r  expensive network, one might examine whether some kind 

of regional iza t ion  might be f eas ib l e .  In t h a t  ca se  one t r i b u t a r y  is 

gauged and subsequently its r e s u l t  is considered t o  be representa t ive  

fo r  a number o f  o t h e r ,  a s  a r u l e  smal ler ,  t r i b u t a r i e s .  



Obviously this will lead to a less accurate result than for the case, 

whereby all or most tributaries are gauged. Here too one should aim at 

an optimum result, counterweighing the number of stations (network den- 

sity) in a certain area against the accuracy obtained. This problem 

could be approached by a cost-benefit analysis. 

Runoff data of a certain area, expressed in depth per time unit, can be 

derived from discharge data by dividing through the area of the u p  

stream basin. Thus a discharge of Q m3/s, coming from a basin of A km2 

corresponds with an annual runoff q mm of: 

In this case the network density should preferably approached from a 

water balance point of view, i.e. in correspondence with those of pre- 

cipitation and evaporation networks, Now the network density could bet- 

ter be expressed in the number of stations per unit area, in contrast 

to the density of water level or discharge stations, that will prelimi- 

nary be expressed in the number of stations per unit length. 

The design procedure can also in this case be based on the relation be- 

tween network density and the associated errors (Karasev, 1968). 

7.1.3 Planning, design and long-term changes 

Streamflow networks have often been designed to obtain more information 

about mean flows, floods or low flows. On the other hand, sometimes 

networks can be reduced because additional measurements do not result 

in much better design values. 

For planning and design it is not always necessary to have a long re- 

cord at the site of interest. Sometimes additional information can be 

obtained from long records at nearby stations. Further, regional infor- 

mation of streamflow characteristics can be used to get an estimate at 

an ungauged site or to improve estimates at sites with insufficient da- 

ta. 



Such regional information may consist of a regression relation between 

streamflow characteristics (mean discharge, mean annual maximum) and 

catchment characteristics (area and mean slope upstream from the site, 

soil and precipitation indices). Quantile estimates of extreme values 

may be obtained by using a regional curve of quantiles of standardized 

maxima (NERC, 1975; Greis and Wood, 1981). This requires, however, that 

the coefficient of variation does not vary within the region (Hosking 

et al., 1985) . 
Station discontinuance based upon correlation links with other stations 

in the network has been considered by Maddock (1974). As with interpo- 

lation between gauging stations, a network can be reduced when there is 

large spatial correlation between measurements of neighbouring stati- 

ons. However, the effect of correlation on standard errors of estimates 

of the mean, the variance or quantiles is not the same as for the accu- 

racy of interpolation. The accuracy of estimates of flow characteris- 

tics using a correlated longer record from a nearby site is discussed 

by Moran (1 974) , Cooper and Clarke (1 980) and Vogel and Stedinger 

(1985). 

The standard error of the estimate of a streamflow characteristic from 

a regional logarithmic regression has been used as a measure to compare 

different network lay-outs in the NARI technique (Network Analysis for 

Regional Information) . A simulation experiment to study the influence 

of the number of stations, the length of records and the model error on 

the accuracy of the estimate has been described by Moss and Karlinger 

(1974) and Moss et al. (1982). Extensive simulation experiments can be 

avoided by using a generalized least squares procedure to estimate the 

parameters and to determine the precision of the regression model (Ste- 

dinger and Tasker, 1985) . 
Another objective of a network can be to detect long-term changes, 

e.g. due to climatological and geophysical changes or to human activi- 

ties. 



In the latter case two different types of stations should be included: 

- stations in areas influenced by human activities; 
- stations in areas not influenced by such activities (benchmark 

stations). 

The data from the benchmark stations are used to remove a part of the 

variation in the record of the influenced area. This may result in a 

considerable improvement of the trend detectability, especially when 

there is strong correlation between the records of the two sites. 

Besides that some correlation is required, it is also necessary that 

benchmark stations are situated in areas where no important changes are 

expected. Feasible gauge locations might be found in nature reserves. 

In principle, for all kinds of trends, the effectiveness of a benchmark 

station can be related to the quantity Q defined by Eq.(4.17). In 

contrast with detecting trends in water quality data such an approach 

has not been considered yet for long-term changes in water levels and 

discharges. 



7.2 Networks for surface water quality 

T. Schilperoort* 

7.2.1 Monitoring objectives 

Most routine water quality networks have objectives which can be 

classified as follows: 

- to provide a system-wide synopsis of the actual water quality; 
- to detect long-term trends; 
- to enforce quality standards and to detect violations; 
- to identify unknown sources of pollutants; 
- to monitor the water quality and to establish an early warning 

system; 

- to formulate short- and long-term strategies in order to prevent or 
correct undesirable developments of the quality; 

- to assess the effect of any corrective action. 

Besides these routine objectives, water quality data are strongly need- 

ed for the purpose of model building, verification and validation, and 

to improve the understanding of the many, still poorly understood, wa- 

ter quality processes. 

7.2.2 Physical aspects') 

As quality varies from place to place within most water systems, single 

sampling locations are not representative of the entire system and lo- 

cations appropriate to the needs of a particular system, must be se- 

lected. Considering that the nature and extent of spatial heterogeneity 

may vary with time, local knowledge and understanding of the system are 

necessary. 

*) Delft Hydraulics Laboratory, Delft, The Netherlands. 

This Section is based on a note of Rosenthal (1982). 



The main causes of a heterogeneous distribution of quality in water 

systems are the following: 

- If the system is compsed of different bodies of water, these may be 
unmixed or in course of mixing. 

- Another type of heterogeneity is characterized by a non- heterogeni- 
ous distribution of certain determinands in an otherwise homogeneous 

water system. 

When no detailed knowledge is available for a particular system, a pre- 

liminary investigation has to be made to assess the degree of non-homo- 

geneity. Test of the nature and degree of heterogeneity should be pre- 

ferably repeated to check whether they vary with time. 

Hydraulic and hydromorphological considerations have to be taken into 

account when planning quality networks. As a rule, non-uniform hydrau- 

lic conditions have to be avoided. The selection of sites has to be 

such as to obtain as much as possible uniform conditions. 

When mineralogical conditions in a given catchment area are particular 

ones, natural waters may become loaded with significant amounts of va- 

rious chemicals. Such natural mineralogical effects may interfere with 

the detection of water-quality changes. Therefore, when selecting a 

sampling site in such regions, it is necessary to separate the effects 

of natural geochemical anomalies of the waters from those caused by the 

mineralogical phenomena prominent in the monitored area. 

When the desired location has been selected, the particular position 

from which to sample must be also decided. If there is any possibility 

of non-homogeneous distribution of quality at the chosen location, it 

is necessary to determine the nature and magnitude of the heterogenei- 

ty. If the quality is homogeneous, a limited number of samples is re- 

quired. 

If heterogeneity is present, two approaches are possible: 

- alternative locations are sought and tested until a suitable and 
homogeneous one i s  found; 

- the location originally selected is used and samples are routinely 
taken from several positions chosen so that they are properly repre- 

sentative for the quality at the location. 



When considering the spatial distribution of sampling positions, ac- 

count must be taken of the hydraulic conditions which can be charact- 

er ized approximately as follows : 

- homogeneous; 
- stratified flow; 
- plug-flow; 
- longitudinal mixing; 
- lateral and longitudinal mixing; 
- patchy. 
The number of sampling positions needed to obtain the required informa- 

tion, tends to be smallest for completely mixed water-bodies and grea- 

test for patchy systems. 

Various types of water systems require different approaches to sampling 

networks. For streams and rivers sampling locations are chosen with re- 

spect to the actual and desired uses of these water-bodies. Generally, 

sampling at or near the surface, bottom, banks and stagnant areas, 

should be avoided. Bottom sediments should not be disturbed and non-re- 

presentative films floating on the surface, should be avoided. When 

samples must be collected from locations where quality is not uniform 

through the cross section of the river, samples should be taken at an 

appropriate number of points to give proper representativeness con- 

sidering flow-rate over the cross-section. 

Water-bodies such as lakes and reservoirs are subject to several types 

of heterogeneities caused by such factors as inflow of feeder streams, 

isolated bays, wind action causing irregular distribution of various 

types of pollutants. Another characteristic feature is the vertical 

stratification of the water body which is due to the differential heat- 

ing of the surface layers by solar radiation. This leads to marked dif- 

ferences in the water quality at various depths of the investigated 

water-body. This implies changes in the density of the water impending 

vertical mixing of the waters. The bottom waters may eventually become 

anaerobic and other substances are then released into the water from 

the bottom sediments. 



The concentrations of many determinands may thus vary with depth so 

that sampling positions are needed to characterize the quality of water 

at a particular location. A minimum of 3 samples is generally essential 

( 1  m below surface, 1 m above bottom and at an intermediate point). Du- 

ring those periods when the water-body turns over, its quality becomes 

vertically homogeneous and one sampling position at a given location is 

then generally sufficient. The measurement of water temperature or of 

dissolved oxygen at different depths, provides a rapid means of assess- 

ing the degree of stratification. 

In the investigated water systems, regular cyclic variations of quality 

may occur with periods of one day, one week or one year. Diurnal fluc- 

tuations can occur in rivers, lakes and effluents. Persistent cyclic 

variations with other periods may also occur i.e. resonant periodici- 

ties in density-layered-water bodies or regular variations due to dis- 

charges in industrially exploited rivers. If cyclic variations occur, 

biased estimates of quality will be obtained unless sampling times are 

carefully chosen. In certain cases, the objectives of the program re- 

quire sampling at particular times, i.e. samples corresponding to the 

worst quality or particular flow rates. Requirements of this type are 

best considered on the basis of local knowledge. 

7.2.3 Dimensionality of the network 

When designing water quality networks, multidimensional network design 

techniques have to be considered in principle because of two reasons: 

- the multiple (spatial and temporal) dimensions of the physical, che- 
mical and biological processes affecting water quality; 

- the necessity to use multiple variables to describe water quality 
quantitatively. 

This second feature distinguishes water quality networks from other 

hydrologic networks where usually only a single or a small number of 

variables are measured. 



In some instances, where links between variables are unimportant (which 

might be the case, for instance, for a few inorganic constituents) mul- 

tiple univariate design is possible, and dimensionality may not be a 

problem. More commonly, however, water quality variables are dynamical- 

ly linked, and this must be considered explicitly in the design metho- 

dology. Further, even where multiple univar iate analyses are possible, 

logistical considerations normally constrain the designer to coordinate 

sample location and frequencies for the individual variables, so inter- 

dependence of variables normally must be considered at this level in 

any event. 

Referring to Section 4.6, this implies that design techniques which in- 

corporate physical knowledge, like Kalmanfiltering, are especially 

worthwile to be used for waterquality networks. Some results on this 

issue can be found in the literature (Chiu, 1978). 

In the next section, however, the application of some simpler techni- 

ques will be illustrated, with the obvious consequence that only a part 

of the total design problem is solved. 

7.2.4 Some examples of network design 

In this section, two examples are presented, which are taken from the 

activities of the Delft Hydraulics Laboratory with respect to optimiza- 

tion and design of monitoring networks. 

The first example relates to the optimization of the routine water qua- 

lity monitoring network of the main surface waters in the Netherlands 

(Schilperoort et al, 1982). This network includes almost 400 sampling 

stations with a sampling interval ranging from 1-4 weeks. The number of 

water quality variables analyzed in each station varies from 15 to 

100. Initially, only the sampling frequencies for a limited number (18) 

of water quality variables were optimized. Some results of this fre- 

quency optimization will be described here. 



The main objective for which the sampling frequencies were to be opti- 

mized, was identified to be the detection of long term trends. Quanti- 

fication of this objective yielded a minimum detectable trend of 20% of 

the mean annual value, to be detected over a 5-year period with a pro- 

bability of 80%. An obvious measure of the monitoring effectiveness, 

therefore, is the trend detectability of the network which is related 

to the quantity Q (A,T,T~), defined by Equation (4.17), according to 

where Q, denotes the standard Gaussian distribution function and S($) 
a normal percentile point. In order to relate this trend detectability 

to the sampling frequency, the temporal correlation structure of the 

relevant water quality processes must be taken into account. It should 

be noticed, however, that variations in discharge may confuse this cor- 

relation structure considerably. This is illustrated quite clearly in 

Figure 7-3. In this figure the trend detectability for chloride at 

Lobith (river Rhine) is shown, calculated from both original data and 

data, corrected for discharge variations. 

While the original data suggest that the 80%-detection objective cannot 

be met at all, the corrected data clearly show that even a 7-week sam- 

pling interval is still sufficient to meet the objective, instead of 

the weekly interval as used before. It should be stressed, therefore, 

that a good data processing is an indispensable link in the optimiza- 

tion process of monitoring networks. 

Moreover, this example shows the need of integration of a water quality 

network and a water quantity network. 

The second example relates to the design of river and coastal water 

quality monitoring networks, with the aim to support coastal zone mana- 

gement of the Emilia-Romagna Adriatic coast in the northern part of 

Italy (Delft Hydraulics Laboratory, 1983). For both the river and 

coastal network, the sampling frequencies had to be designed in relati- 

on to the objective of trend detection, 



Moreover, the sampling locations of the coastal network had to be de- 

signed in such a way that the density of the network should be adequate 

to permit the assessment, to an accuracy consistent with its purpose, 

of the water quality state anywhere in the coastal area. 

Using the same theory as in the preceding example, design curves were 

constructed from which the sampling intervals can be read, which are 

required to comply with a detection probability P for a trend magnitude 

of Tr/u times the process variability G, over a period of 5 years. 

In Figure 7-4 these curves are shown for processes having a correlation 

coefficient p 1 = 0.85 for weekly observations. To apply these curves, 

one must be able to make some crude estimates of the main characteris- 

tics of the processes to be monitored, for which physical knowledge is 

indispensable. 

To design the sampling locations in the coastal area, various network 

options were judged on the basis of the accuracy at which the water 

quality, anywhere in the coastal area, could be reconstructed from the 

network observations. For that purpose, the interpolation variance, 

calculated using the theory of kriging interpolation and normalized 

with respect to the process variabilities, was chosen as an adequate 

measure of monitoring effectiveness. In Figure 7-5 isolines of this re- 

lative interpolation variance are shown for one specific network confi- 

guration, both in case of an isotrope water quality state (Figure 7-5 

a) and in case of an anisotrope state due to a strong north-south cir- 

culation (Figure 7-5 b) . By ccanparing these results for various net- 
work options, an optimal initial design of the network layout was 

found . 
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Figure 7-3 The probability of detection as a function of 

the sampling interval (chloride, river Rhine) 

Figure 7-4 Detectable Tr/u ratios as a function of the sampling 

interval for different detection probabilities P 
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Figure 7-5a Water qual i ty  monitoring network (offshore region).  

Lines o f  equal r e l a t i v e  interpolation variance 
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Figures 7-5b Water quality monitoring network (offshore region). 
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8 NETWORKS FOR GROUNDWATER 

8.1 Networks for groundwater quantity 

* 
G.K. Brouwer 

For a nation wide groundwater level network some general approaches 

will be outlined to arrive at a suboptimal netmrk. As groundwater va- 

riability mainly follows from physical laws an error measure in statis- 

tical sense can be hardly obtained due to incomplete knowledge of sto- 

chastic groundwater flow. Some recent progresses made in this field 

will be introduced in some length. 

8.1.1 Monitoring objectives 

Monitoring objectives for a nation wide network should follow from ma- 

nagement of groundwater as a resource, effects of constructions (man 

made lakes, polders etc.), cultivation of land and environmental pro- 

tection. The objective formulation is also related to natural influen- 

ces on the geohydrological system, such as climate and sometimes tides 

and earthquackes. Last but not least, knowledge of the regional geohy- 

drological system is indispensable for stating the objective(s) . 
The management generally takes place on a long term base and generation 

of management oriented information has to be seen as' a permanent acti- 

vity. Depending on the monitoring objective(s) an optimal or a subopti- 

mal network is obtained. 

*) DGV-TNO Institute of Applied Geoscience, Delft, The Netherlands. 



An optimal network is a network with maximum expected net benefit of 

the monitoring effort with or without a budget constraint. According to 

Rodr iguez-Iturbe (1 972) network optimization for a base level network 

can be hardly fullfilled due to lack of information with respect to 

economic development. 

Loss in benefit analyses for a nation wide groundwater network are 

scarce or not yet existing. 

A suboptimal network could be either error constrained or budget con- 

strained. 

Considering suboptimal networks the type of error has to be defined. In 

the common case, the interpolation error of piezometric head in time 

and/or space is used. But also errors in the mean, trend, extremes in 

time and/or space could be relevant. 

In case several monitoring objectives have been formulated, multicrite- 

ria models may lead to a common error measure, while policy considera- 

tions can be taken into account. 

Formulating the allowed error will be influenced by the intensity of 

needed study. Davis (WMO, 1972) formulated the following categories: 

reconnaissance, general investigation, intensive study and continuing 

surveillance. Furthermore it can be anticipated beforehand that the 

allowable error can be made region dependent. 

Specific stresses on a small scale on the geohydrological system may 

also need monitoring. The required network is called a specific net- 

work. However as specific networks partly rely' on the nation wide net- 

work an important objective for the nation wide network is its referen- 

ce function. 

8.1.2 Network characteristics 

Network characteristics of groundwater observations locations are: 

- structure (triangular, square, line, random) , 
- density (in three dimensions), 
- observation frequency, 
- construction of observation wells (not to be dealt with in this 

study). 



These c h a r a c t e r i s t i c s  should p a r t l y  follow from a preliminary design 

where monitoring ob jec t ives  and costs have been analysed i n  a (sub) o p  

t ima l  way. Addit ional  f a c t o r s  and cons idera t ions  lead  t o  a de t a i l ed  de- 

s ign  (Bachmat, i n  prep.) and w i l l  be s h o r t l y  introduced here. 

Network s t r u c t u r e  should be d i r e c t l y  r e l a t ed  t o  t h e  d i r e c t i o n  of maxi- 

mum v a r i a b i l i t y  of groundwaterlevel and chlor ide  content .  Shor tes t  d i s -  

tances  a r e  reasonable i n  the  d i r e c t i o n  o f  h ighes t  v a r i a b i l i t y .  

Line w e l l s  should be perpendicular t o  a c o a s t l i n e  o r  r i v e r ,  whereas a 

r a d i a l  s t r u c t u r e  f o r  a groundwater withdrawal site is recommended. The 

dens i ty  of t he  network should be h ighes t  i n  regions with a high var ia-  

b i l i t y  i n  piezometric head. Further d e t a i l s  can be found in  Brown 

(1978), WMO (1972, 1981a) and Bachmat ( i n  prep.). 

The observation frequency depends on the  t i m e  base o f  phenomena under 

study. Short t i m e  phenomena may need continuous monitoring, long obser- 

va t ion  i n t e r v a l s  a r e  advised f o r  slowly i n  t i m e  varying processes 

(Heath, 1976). However, observation frequency may be non uniform due t o  

superimposed v a r i a b i l i t y  sca les .  

8.1.3 Data ana lys i s  

There should be an equil ibrium between d a t a  and t h e  model used t o  ana- 

l y s e  the  data.  According t o  t h e  conclusion of t h e  MIIGS symposium 

(Brouwer e t  a l ,  1983) the  development of hydrogeology nowadays depends 

much more on t h e  c o l l e c t i o n  of r ep resen ta t ive  d a t a  and the  methodology 

t o  analyse t h i s  d a t a  than on t h e  fu r the r  development of model techni-  

ques. 

A per fec t  model needs only  a r e s t r i c t e d  amount o f  piezometric head 

data .  On t h e  o the r  hand no model is necessary, i f  t h e  piezometric head 

i n  t i m e  and space would be f u l l y  known from a dense network with high 

sampling frequency. In p rac t i ce ,  always an intermediate s i t u a t i o n  ex- 

ists. The main point  is then: is v a r i a b i l i t y  i n  piezometric head conduc- 

t i v i t y ,  s t o r a t i v i t y  (and dens i ty  of brackisch/sa l t  water) covered with 

t h e  a l ready e x i s t i n g  data.  



As hardly models exist which can estimate the variability of piezome- 

tric head based on variability in conductivity etc., the variability of 

piezometric head can only be derived from piezometric head data in a 

quantitative way and in a qualitative way from knowledge of system va- 

riability. 

Collection and screening of relevant available data is the first step 

in data analysis. The various information sources (Table 8.1) should 

lead to a global understanding of the geohydrological system. 

Especially the relation with piezometric head should be evaluated. 

Table 8.1 Hydrogeological data globally related to hydrogeological 
system characteristics. Main relations with variablility 
in piezometric head are indicated with a star 

boundary condition 

- p 

A differentiation in hydrogeological systems, based on topography and 

climatology, was given in Brown (1978). 

The effect of scale should be taken into account (Wth, 1963,Engelen 

1981). For the basic network probably regional and subregional flow sy- 

stems are of direct concern where local flow systems are not. Large 

scale withdrawals, cultivation over extensive areas are man made influ- 

ences on the flow system and should also be analysed. 



In the optimal case with no restrictions on the available data satu- 

rated flow should be analysed with the three dimensional and time 

dependent groundwater flow equation following from Darcy's law and the 

continuity equation. 

Dimension reduction and coarse discretization in numerical simulation 

are generally accepted but should be carried out with care. Dimension 

reduction could be introduced when conductivity for aquifers and aqui- 

cludes differs more than two orders of magnitude. This simplification 

in horizontal and vertical flow leads to minor errors (Chorley and 

Frind, 1978). 

For transient flow in a phreatic aquifer it was concluded (Sagar, 1979) 

that uncertainty in the initial condition is a major source of uncer- 

tainty in piezometric head. 

For a heterogeneous formation under confined conditions reduction of 

the transient flow problem to a steady state problem is generally only 

valid for three dimensional flow and not for two dimensional flow. 

For periodic flows with a relative small unsteady head gradient with 

respect to that of the steady one, a reduction of the groundwater flow 

problem to two dimensions however is considered valid (Dagan, 1982). 

For two dimensional steady state confined groundwater flow in a bounded 

domain, Smith and Freeze (1979) found that the standard deviation in 

hydraulic head increases with an increase in either the standard devia- 

tion in hydraulic conductivity and the strength of spatial correlation 

between conductivity values. Also the uncertainties in the predicted 

hydraulic head are strongly influenced by the presence of a spatial 

trend in the mean hydraulic conductivity. 

After definition of aquifers and aquicludes in the region of study a 

practical approach is to model the covariance of piezometric head in 

time and space (see Section 4.6). 

In the common case a groundwater level network does already exist. For 

clarity then two situations can be identified given the maximal allowed 

standard deviation in time and space: network reduction and network ex- 

tension. 



Network reduction 

The groundwater level interpolation error in time is estimated for each 

aquifer as indicated by already collected groundwater level data. When 

the standard deviation of the interpolation error at an existing obser- 

vation location is less than a prescribed value then this observation 

location or screen can be skipped from the existing network. In Figure 

8-1 the prescibed values are 15 cm and 10 cm for respectively high and 

low areas whereas the amplitude of the annual fluctuation amounts to 

0.75 m - 1 m. For these values the network can be considerably reduced. 

With the Kalman interpolation technique the relations between network- 

characteristics (structure, density, observation frequency, observation 

error) and the objective, translated in a maximum allowed standard de- 

viation of the interpolation error, could be obtained (Brouwer, 1983). 

Network extension 

From the existing groundwater level data for each aquifer the standard 

deviation of the interpolation error in space of a specific date has to 

be derived. If this standard deviation of the interpolation error is 

larger than the stated value following from the objective than an ex- 

tension of the existing network is needed. 

Most advantageously the interpolation error in space can be obtained by 

the kriging technique and applying the fictitious point method (Delhom- 

me, 1978) . An impression of the interpolation error in space is given 
in figure 8-1 (network extension). The piezometric level varies here 

from 10 m above NAP (Dutch Ordnance level) to slightly below NAP. 



Figure 8-1 Network reduction and network extension for  a r e s t r i c t e d  

a rea  i n  t h e  Northern Netherlands. S t a t i o n s  indicated by 

open d o t s  i n  the  upper f i g u r e  can be removed when a stan- 

dard devia t ion  of t h e  in t e rpo la t ion  e r r o r  15 c m  (high 

area) or 10 c m  (low area)  is allowed. Areas i n  t h e  

lower f i g u r e  with a g r e a t  standard devia t ion  o f  t h e  

in t e rpo la t ion  e r r o r  a r e  preferable  f o r  new measurement 

sites 
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8.2 Networks f o r  groundwater q u a l i t y  

W. van Duyvenbooden* 

8.2.1 In t roduct ion  

Groundwater q u a l i t y  can d i f f e r  widely, depending on na tu ra l  f a c t o r s  

l i k e  so i l -  and hydrogeological condi t ions ,  presence and nature of pol- 

l u t a n t s  and po l lu t ion  sources. Often a very sharp  boundary is found be- 

tween types of groundwater of  t o t a l l y  d i f f e r e n t  o r i g i n  and compositi- 

on. Even a t  s h o r t  d i s t ances  o f  less then 1 meter, s i g n i f i c a n t  d i f feren-  

ces i n  groundwater q u a l i t y  can occur. 

For t h i s  reason it is not poss ib l e  t o  design a uniform set-up fo r  net- 

works, even i n  t h e  case  where t h e i r  ob jec t ives  a r e  iden t i ca l .  Further- 

more, network design is s t rong ly  dependent on t h e  objec t ives  of t h e  

network. 

In  t h i s  s ec t ion  a t t e n t i o n  w i l l  be given t o  some re levant  aspects  and a 

genera l  approach fo r  network design. 

For more information reference is made t o  the  extens ive  l i t e r a t u r e  i n  

t h i s  f i e l d  (Evere t t ,  1980 and 1981, Nacht, 1983, Pfankuch, 1982, Scal f  

e t  a l ,  1981, T in l in ,  1981). Also is re fe r r ed  t o  publ ica t ions ,  describ- 

ing the  s i t u a t i o n  i n  t h e  Netherlands (Duyvenbooden, 1981, Duyvenbooden 

et  a l ,  1981 and 1985). 

*) National I n s t i t u t e  for Public Health and Environmental Hygiene, 

Leidschendam, The Netherlands. 



8.2.2 Methodology 

Proper design of a groundwater quality monitoring network requires a 

well-considered methodology. It may be clear that in the first place it 

is necessary to define the proposed nature and objectives of the net- 

work. In this respect attention should be given to the need for inform- 

ation and monitor ing devices already available. In general, most net- 

works have at least one or more of the objectives mentioned in Section 

7.2.1 for the surface water. 

In principle it is possible to make a distinction between networks with 

a limited, local purpose and regional networks with a more general na- 

ture. Local networks are mostly directed at monitoring the possible ef- 

fects of point sources of pollution on groundwater quality. Regional 

networks are mostly directed at the effects of pollution sources with a 

more diffuse nature and/or groups of local sources in the area. 

On subregional scale networks can be directed at the protection of 

groundwater in the recharge areas of groundwater pumping stations. 

A chronological, stepwise procedure for designing a network, is given 

below. In this connection is also referred to Chapter 2, but this time 

in particular focussed on groundwater quality monitoring. 

- Definition of the objectives of the network 
In this respect groundwater utilization and environmental factors are 

of importance. 

- Selection of the area for monitoring 
Primarily this selection is based on priority considerations. In this 

.respect utilization of groundwater, number of pollution sources, 

types of pollutants and the possible effect on the environment are of 

importance. In practice the boundaries of these areas are based on 

physiographical (extension of groundwater basin, potentially influ- 

enced area) and administrative considerations (political boundaries 

which cross the boundaries of a groundwater basin). 



- Definition of the hydrogeological situation 
Knowledge of the hydrogeological situation provides insight into the 

potential pathways of pollutants in the subsoil and is necessary for 

a right choice of monitoring points. Furthermore the hydrogeological 

situation determines extension and boundaries of the groundwater ba- 

sin under consideration. 

- Definition of groundwater usage 
This not only includes location and abstraction of pumping centers 

within the area to be monitored, but also zones where the polluted 

groundwater can influence the environment (seepage, drainage to sur- 

face waters) . 

- Identification of pollution sources and pollutants 
Not only attention should be given at existing local sources like 

waste disposal sites, but also at former industrial areas, feedlots 

etc., diffuse pollution sources (agricultural use of soil, air pollu- 

tion, salt and river water intrusion) and potential pollution sources 

(which can pollute groundwater due to incidents, calamities or tech- 

nical failures). Shape of pollution sources and way of screening from 

the environment is mostly determined by human activities related to 

the pollution, and type and risk of the pollutants present in the 

source. 

- Evaluation of potential mobility, persistency and hazards of pollu- 
tants present in the area 

Depending on soil conditions pollutants will be more or less retarded 

and/or degradated in subsoil; certain pollutants are very mobile and 

persistent. 

For example positively charged ions can, depending on ionexchange ca- 

pacity of a soil, be retarded by adsorption or ionexchange. Depending 

on persistency organic pollutants can be degraded; other pollutants 

can be reduced or oxidized. Rapidly degrading pollutants will not be 

found in groundwater; perhaps degradation products will be present. 



If there is sufficient adsorption capacity in the top soil, also 

strongly adsorbable pollutants will be absent from the groundwater. 

Considering the potential hazards for men or environment, more atten- 

tion should be given to monitoring pollutants which can cause trou- 

bles. 

Based on the information gathered, it can be decided whether inclusi- 

on of a pollutant in the monitoring program will be useful or not. 

- Collection and evaluation of already available groundwater 
quality data 

Natural groundwater quality is of importance with respect to possible 

utilization of groundwater. Thus it has its impact on the network de- 

sign procedure. Available information on different watertypes present 

in the area contributes to a more optimized network design. This 

point concerns the inventory phase, described in Section 3.4. 

- Evaluation of existing monitoring devices and programs 
Many times monitoring devices and programs already exist in an area. 

Review of the programs and devices shows monitoring deficiences. Ef- 

forts should be made to incorporate ongoing activities and existing 

devices in the design of the new monitoring program. 

- Additional field investigations 
For a right choice of the locations of the monitoring points it can 

be desirable to carry out additional field investigations. In this 

respect attention should be given to the possibility and utility of 

geophysical measurements and remote sensing techniques. Besides, 

groundwater level measurements and groundwater sampling can be use- 

f ul. 

- Establishment and implementation of the networks 
To get an optimal monitoring system, it can be useful to divide the 

establishment of the network in several successive stages, thus 

making it possible to adjust the network to experiences from former 

stages. 



- This stresses the iterative character of network design as depicted 
in Fig. 2-1. With respect to the implementation attention should also 

be given to aspects as type of monitoring wells, sample handling, 

methods of analysis data management and datahandling and interpreta- 

tion of monitoring results. 

8.2.3 Selection of locations 

In case of local pollution sources usually heavily polluted leachate 

penetrates a restricted area of soil and groundwater. Due to the high 

concentration of pollutants and the fact that adsorption capacity of 

soil is restricted to local sources the physico-chemical conditions of 

soil mostly do not play an important role in the selection of monitor- 

ing locations. Based on hydrogeological conditions at least one refe- 

rence well has to be placed at the upstream side of the pollution sour- 

ce. Attention should be given that this well is not influenced by this 

or other pollution sources. Furthermore one or more wells have to be 

situated in the central flowline downstream of the pollution source. 

Other monitoring wells can be situated at the downstream side of the 

pollution source, perpendicular to the central flowline. Because ef- 

fects of point sources are often restricted to narrow flow tubes sur- 

rounded by non polluted groundwater, there never will be a quarantee 

that these flow tubes will be detected by the monitoring wells, even in 

a situation with a high network density. 

Regional networks require an other approach for the selection of moni- 

toring points. This is due to the fact in that more extended areas 

groundwater quality is primarily determined by type of soil and diffuse 

pollution sources, like agricultural use of soil and pollution due to 

emissions from the air. On local scale point sources can play an impor- 

tant role. 

In fact, due to their physical and physico-chemical properties, three 

main categories of soil can be distinguished with relatively different 

types of groundwater, i.e. sandy, clayey and peaty soils. Besides there 

are the fractured rocks and solution porosity aquifers. 



In sandy regions, types of groundwater can be found which closely re- 

flect soil use, like natural areas, agricultural areas (and kind of 

agriculture) etc. and environmental effects of air pollution. Other 

specific types of groundwater can be found for example in dune regions 

and areas where groundwater is originating from bank filtration. 

In regional networks directed to diffuse sources, a choice has to be 

made of the most important combinations of soil use and type of soil 

which should be considered for groundwater quality monitoring. Based on 

statistical considerations a number of wells can be placed in the se- 

lected combinations. In the field a well-considered choice of locati- 

ons, based on hydrogeological considerations, has to be made in order 

to avoid that groundwater samples originate partly from other areas. 

For this reason, it is recommended to place the monitoring wells on the 

downstream side of the areas to be monitored. In this respect the rela- 

tion between horizontal and vertical groundwater flow is of importan- 

ce. Especially in areas with fractured rocks and solution porosity 

aquifers it should be taken in mind that the direction of groundwater 

flow is strongly determined by position and direction of fractures and 

holes. 

8.2.4 Network density 

In case of local networks directed to single local pollution sources, 

no general directions can be given on network density. It is strongly 

dependent on the specific situation and the objectives. When monitoring 

groundwater quality of an extended area directed on trend measurements 

due to the effects of all human activities in the area, it is recom- 

mended to divide the area in zones with specific types of groundwater, 

mostly related to type and use of soil. 

In this way it is possible to restrict both the number of monitoring 

wells required and the sampling frequency. In this connection is re- 

ferred to chapter 4, and to Nelson and ward (1981). 



8.2.5 Location of well screens 

Locations and length of well screens is strongly dependent on the local 

situation and objectives of the network. In this respect, attention 

should be given to the vertical flow component of the pollutant or the 

polluted groundwater. Primarily, vertical flow is determined by local 

hydrogeological conditions, but also nature of the pollutant can play 

an important role. 

In case of heavy fluids, for example chlorinated hydrocarbons, density 

flow may occur, resulting in rapid transport of the pollutant to the 

base of the aquifer. Concerning fluids with a lower density than the 

surrounding groundwaters, for example oil, there can be an upward gra- 

dient of the pollutants, resulting in pollution that density effects 

can influence the choice of depth of well screen. 

Considering hydrogeological conditions, a distinction can be made be- 

tween infiltration- and seepage areas. In seepage areas, there is an 

upward gradient in groundwater flow, thus preventing penetration of 

pollutants in deeper parts of the aquifer (except in case of density 

flow). In sandy areas, vertical groundwater flow is usually very low. 

In case of trend monitoring directed to the arrival of possible pollu- 

tants, well screens have to be placed in the upper groundwater. 

In this respect, it is important to realize, that quality of very shal- 

low groundwaters, close to the phreatic level, can vary widely in time 

and space, requiring a frequent sampling and many monitoring wells. For 

this reason it can be useful to place the well screens some what dee- 

per, in groundwater with a more homogeneous composition. On the other 

hand it must be taken in mind that at large depths it is very difficult 

to recover the intake area of the groundwater sample taken. 

In areas with fractured rocks and solution porosity aquifers, groundwa- 

ter flow is strongly determined by fractures and holes. This increases 

the risk of an incorrect choice of location of a well screen. 



The impression might be given t h a t  wrong dec i s ions  with respect  t o  

choice of monitoring depth could be avoided by using long well  screens  

over t he  whole depth o f  an aqui fer .  In r e a l i t y  t h i s  causes problems due 

t o  t h e  e f f e c t  of sho r t - c i r cu i t  flow along the  w e l l  sc reen  (propor t ional  

t o  t h e  length of t h e  screen cubed) and mixing e f f e c t s  (d i lu t ion  of 

pol lu ted  with non-polluted groundwater even t o  concent ra t ions  below de- 

t e c t i o n  l i m i t ) .  Depending on t h e  ob jec t ives  o f  t h e  network it can be 

considered t o  p lace  seve ra l  r e l a t i v e  s h o r t  screens,  till about 2 meter 

length ,  i n  a borehole. In t h a t  case ,  depth of t he  screens  can be r e l a t -  

ed t o  hydrogeological f a c t o r s  l i k e  t h e  presence o f  more permeable lay- 

e r s  and f r ac tu res ,  p r e f e r e n t i a l  pathways for  t he  po l lu t an t s .  In t h a t  

way, it is poss ib le  t o  cover the  whole depth of an aqu i f e r  And t o  moni- 

t o r  s e l ec t ed  s t r a t a  i n  t h a t  aqui fer .  

8.2.6 Selec t ion  o f  va r i ab le s  

In  case  of trend monitoring d i r ec t ed  a t  t he  e f f e c t s  of  pol lu t ion  sour- 

ces on an extended a rea ,  a genera l  change i n  the  q u a l i t y  o f  groondwater 

o f t e n  can be es tabl i shed by determining the  so-called macroparameters, 

gene ra l ly  substances which make up t h e  major p a r t  of  t h e  various emis- 

s ions  and which a l s o  can occur n a t u r a l l y  i n  t h e  groundwater. Clearly,  

t hese  parameters can be a pa r t  of  t h e  se l ec t ion .  In  t h i s  scope chlor i -  

de,  sulphate,  carbonate,  n i t r a t e ,  natrium, potassium, calcium, magnesi- 

um and ammonium can be mentioned. The same holds t r u e  fo r  o v e r a l l  vari-  

a b l e s  a s  e l e c t r i c a l  conduct iv i ty  (EC), pH and ind ica t ive  parameters f o r  

t h e  presence o f  macro-organic compounds ( fo r  example dissolved organic  

carbon; E). 

Furthermore it is of importance t o  have some o v e r a l l  va r i ab le s  for  or- 

ganic micropol lu tants  and a s e l e c t i o n  of t r a c e  elements. Depending on 

type o f  po l lu t ion  courses  i n  t h e  a rea  s p e c i f i c  va r i ab le s  can be added. 

When monitoring t h e  e f f e c t s  on groundwater q u a l i t y  of s p e c i f i c  l o c a l  

po l lu t ion  sources,  information is necessary on presence,  na ture  and mo-  

b i l i t y  of  po l lu t an t s  i n  the  po l lu t ion  source. When monitoring t h e  

groundwater downstreams the  po l lu t ions  source,  t he  monitoring program 

pr imar i ly  can be d i r e c t e d  t o  some of  t h e  po l lu t an t s  with a r e l a t i v e l y  

l a r g e  mobi l i ty  i n  vadose zone and groundwater. 



In fact these pollutants act asetracer. After detection of these pollu- 

tants in the groundwater, the analytical program can be extended to the 

other pollutants present in the pollution source and their possible de- 

gradation products. 

When monitoring minor constituents in groundwater, it is necessary to 

take into account the possible effects of materials used during sampl- 

ing, way of sampling and samplehandling and type of boreholes and 

tubing and filtermaterials, i.e. materials brought into subsoil by 

drilling the borehole on the quality of the groundwater sampled. 

8.2.7 Sampling frequency 

Sampling frequency is closely related to velocity of groundwater. Espe- 

cially in sandy aquifers, groundwater flow is often very slow (some me- 

ters till some hundreds of meters a year) . Under such conditions fre- 
quent sampling in general will not be very useful. Often an annual 

sampling will be sufficient. 

Short term variations can be reduced by a right choice of length of the 

well screen, monitoring depth and time of sampling. Depending on 

groundwater velocity, in case of fractured rocks and solution porosity 

aquifers the sampling frequency will in general be higher than in sandy 

developed aquifers. The sampling frequency can be determined objective- 

ly by statistical methods, as described in Chapter 4. 

In case of monitoring the effect of single local pollution sources, a 

relation can be made between sampling frequency and the ratio between 

concentration of a pollutant in groundwater and the toxic dose or er- 

missible concentration. 

In case of concentrations of a specific variable at about the detection 

limit, there will be a great uncertainty in the measurements. Important 

changes in such concentrations can be found only after a long period, 

since differences between measurements, done at short time intervals, 

will fall within the inaccuracies of the measurements. 



So, for trend detection of low concentration no high measurement fre- 

quency is required. For comparison of analytical results, standard pro- 

cedures for sample handling and analytical procedures are necessary. 

8.3 Specific hydrological networks* 

Specific hydrogeological networks are set up to meet the requirements 

of a particular water management system in the region whose groundwater 

is affected by the system's operation. 

The purpose of any given specific network is to obtain information on 

the changes in groundwater regime caused by the operation of the parti- 

cular water management system which directly affects the normal ground- 

water exploitation. Consequently, the specific network explains the 

predominantly homogenic changes in groundwater regime caused by the 

particular water management system. In order to assess the rate of the 

particular changes (whether positive or negative) which occur after the 

system has been put into operation, it is necessary to have similar in- 

formation on the studies element of the groundwater regime for a mini- 

mum prior period, as a standard for comparison. 

The following special requirements made on any specific network result 

from this precondition: 

a. Each specific network should be designed simultaneously with the 

corresponding water management system; 

b. Construction of the specific network should precede that of the 

water management system; 

c. The specific network should be put into operation at least one year 

before the water management system; 

*) Condensed from an unpublished report by P. Becinsky, Bulgaria. 



d. In designing,  cons t ruc t ing  and equipping t h e  s p e c i f i c  network, a s  

w e l l  a s  i n  making the  observat ions  of t h e  p a r t i c u l a r  element of  

groundwater regime, t h e  manuals, i n s t ruc t ions  and guidel ines  i n  

force  fo r  t h e  bas ic  network a r e  a l s o  used and observed; 

e.  Regime information from t h e  s p e c i f i c  network, while it is being 

used ope ra t iona l ly ,  is a l s o  s e n t  from the  corresponding water mana- 

gement system t o  the  archives  of t he  bas i c  hydrogeological network 

i n  order t o  c r e a t e  a d a t a  bank on groundwater regime of t he  par t icu-  

l a r  region; 

f .  Spec i f i c  networks a r e  operated a s  long a s  t h e  p a r t i c u l a r  water mana- 

gement system is funct ional ,  a f t e r  which some of the  observation 

points  may be t r ans fe r r ed  t o  t h e  bas ic  hydrogeological network, 

whereas o t h e r s  a r e  closed,  a s  determined by an assessment. 

The genera l  requirements f o r  s p e c i f i c  hydrogeological networks were 

considered above independent of  t h e  type of watermanagement system they 

were crea ted  with. But because t h e  impacts of  indiv idual  water manage- 

ment systems i n  groundwater regime vary, they  should be considered i n  

g rea t e r  d e t a i l .  

Water management systems can be grouped according t o  t h e i r  impact i n t o  

t h e  following two types: 

1. Those with a negative impact on groundwater regime (deple t ion  of 

groundwater resources,  recess ion ,  e t c  .) ; 

2. Those with a p o s i t i v e  impact on groundwater regime ( r a i s ing  the  le- 

vel ,  increas ing  resources,  improvement of t h e  chemical camposition, 

etc.) . 
1. Water management systems with a negative impact on groundwater regi-  

me 

This group inc ludes  groundwater withdrawal systems f o r  domestic water 

supply and i n d u s t r i a l  use, f o r  i r r i g a t i n g  crops ,  drying marshland and 

dra in ing mines, etc. Such systems genera l ly  work e i t h e r  g rav i t a t iona l -  

l y ,  e.g. t h e  tapping o f  sp r ings  o r  cons t ruc t ion  o f  drainage d i t ches ,  o r  

with pumps i n  boreholes. 



A l l  g r a v i t a t i o n a l  systems use l e s s  o r  t h e  same amount of water a s  t h e  

na tu ra l  groundwater runoff. A t  t h e  design s t age  it is necessary t o  pro- 

v ide  fo r  s u i t a b l e  equipment t o  measure t h e  discharge i n  t h e  undisturbed 

regime. A t  t he  hydrogeological observation po in t s  t h e  observation f re-  

quency is 3-5 t imes per month. In some cases  d a i l y  y i e ld  observations 

a r e  made. A t  high-yield water sources,  normal hydrological  s t a t i o n s  a r e  

s e t  up, a s  on a r i v e r .  

When groundwater is pumped t h r e e  cases  can be d is t inguished:  t he  amount 

of water pumped may be e i t h e r  smal ler ,  equal t o  o r  g rea t e r  than t h e  

a q u i f e r ' s  na tu ra l  discharge. In  t h e  f i r s t  two cases ,  a l t e r a t i o n  of t h e  

groundwater regime is within the  l i m i t s  of  na tu ra l  changes i n  groundwa- 

t e r  replenishment and the  groundwater reserves  do not  change. In t h e  

t h i r d  case ,  cons tant  pumping over a long period has a heavy impact, 

leading t o  exhaustion o f  t he  a q u i f e r ' s  s t a t i c  reserves.  In  such a case  

t h e  groundwater l e v e l  drops i n  t h e  v i c i n i t y  of t h e  water management 

system and a so-called cone depression is formed. 

Observation wel ls  a r e  constructed to monitor changes i n  groundwater le- 

v e l  and the  development of t he  cone of depression. The observation f re-  

quency for  t he  var ious  elements is t h e  same a s  f o r  g r a v i t a t i o n a l  sys- 

tems. 

For drainage systems, hydrogeological observation po in t s  (wells) a r e  

constructed i n  which only  the  groundwater l e v e l  is observed i n  order t o  

check the  achievement of t he  design drainage r a t e .  

2. Water management systems which have a pos i t i ve  e f f e c t  on groundwater 

regime 

Water management o f  t h i s  type comprises i r r i g a t i o n  systems, medium and 

large-size r e se rvo i r s ,  systems f o r  t h e  use of chemical agents i n  agri-  

c u l t u r e ,  a r t i f i c i a l  replenishment o f  groundwater reserves ,  etc. 



The putting of these systems into operation causes a greater or lesser 

rise in groundwater level but when chemical agents are actively used in 

agriculture, significant groundwater pollution occurs, especially by 

nitrates and other harmful chemical substances, through infiltration 

processes. Hydrogeological observation networks must therefore be con- 

structed in regions affected by these systems. 

In regions where irrigation is practised the hydrogeological network is 

designed to cover the area of the supply pipeline and the main irriga- 

tion ditches, the irrigated fields and certain areas beyond the irriga- 

tion system. 

The distance between the wells is shorter in the area of the supply 

pipeline and the main ditches after which it increases in the irrigated 

fields. The network density depends on the depth of the groundwater 

level. These hydrogeological networks should give groundwater level 

observations 3 to 5 times a month and the chemical composition of the 

water not less than twice a year before the beginning and at the end of 

the irrigation period. 

In areas surrounding reservoirs hydrogeological observation networks 

are constructed: 

a. in the area of the dam a network to show the percolation under, 

through and around the wall, and 

b. in the area of the reservoir's banks a network to show percolation 

through the bank. 

Everything concerning the siting, density, length and equipment of 

observation wells depends directly on the technical characteristics of 

the reservoir's design and the hydrogeological conditions of the regi- 

on and all these points are settled during the reservoir's design. The 

observation frequency in these specific networks on reservoirs is up to 

3 times a month. Parallel observations are made of the water level in 

the reservoir lake. 
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9 INTEGRATED NETWORKS FOR VARIOUS COMPONENTS AND OBJECTIVES 

J.W. van der Made* 

9.1 General considerations 

The networks, discussed in the preceding chapters concern different 

components of the hydrological cycle. The data produced by these 

networks are for use for immediate operational purposes or for long 

term policy and planning purposes. For many reasons it may be expedient 

to combine the networks to one integrated system, although not all uses 

require such a system. Some examples may illustrate this. 

a. If an entire river basin is considered, the water balance of which 

is examined, all components of the hydrological cycle play a role, 

i.e. precipitation, evaporation, storage (snow, surface- and 

groundwater, soil moisture), runoff (surface- and groundwater) and 

finally the river discharges in tributaries and main rivers. In this 

case a fully integrated network or a network, operated in a 

good coordination between the responsible institutes is to be 

recommended. The same holds if the network is used for flow 

forecasting, in particular if all data have to be brought into one 

hydrological model. 

b. For river water quality studies combined quality and quantity data 

are required for the calculation of the volume of dissolved 

elements, following from the product of content and discharge. In 

this case the networks concerned should be coordinated. 

*) Rijkswaterstaat (Public Works Department) 

Tidal Waters Division, The Hague, The Netherlands. 



This will be obtained most efficiently if these networks form an in- 

tegrated system. 

Besides it is recommended that the times of sampling correspond with 

streamflow measurements or, at least fall within a coordinated pro- 

gram. 

c. In a low delta area the river discharges are caused mainly by preci- 

pitation fallen far upstream. Local precipitation only plays a minor 

role. In this case there is no strong need for integrated networks. 

The groundwater levels in this area too will not strongly influence 

the discharges and water levels in the main streams. Thus an inte- 

gration of ground- and surface water networks is not required too. 

However there is a strong relation between the water levels in the 

river branches and in the water receiving body, e.g. sea or lake. 

Therefore an integration of the water level networks concerned is 

most desirable. 

It appears that in some cases integration is desirable, but that in 

other cases this is not a strong requirement. Because of organizational 

and administrative reasons it even may be preferred to organize those 

systems separately, since integration of systems, which have no relati- 

on may hamper the efficient operation of both. It may be clear that for 

every area or objective the extent of integration should be considered 

separately. A general recommendation for integration of all hydrologi- 

cal networks does not seem appropriate. 

When a network has to serve several objectives one may encounter the 

problem that these objectives may put different requirements on the 

data. Usually a number of the following requirements should be ful- 

filled: 

1. immediate availability; 

2. representativity; 

3. high accuracy; 

4. availability of long time series. 



Table 9.1 denotes which of these requirements are of most importance 

for four different objectives. 

Table 9.1 Some network objectives and requirements 

The essential requirements are given without brackets, the others in 

brackets. The table does not need further explanation. 

objective 

hydrological forecasting 

operation of water management projects 

water balance compilation 

study of long term changes 

For most objectives usually more than one component must be taken into 

account which may be the reason to integrate the measurements of these 

components into a single network. Further, serving more objectives by a 

single network may be questionable because of different requirements to 

the data, see Table 9.1. 

Apart from the distinction according to the above objectives one can 

distinguish networks for water quantity and for water quality. Informa- 

tion about the water quantity as well as about the water quality may be 

required for all four objectives considered. The following examples may 

illustrate this : 

requirement 

- hydrological forecasting: when will a heavy pollution upstream affect 
a downstream area? 

- operation of water management projects: have water intakes to be 

closed for reasons of polluted water? 

- water balance compilation: what is the quality of certain water re- 
sources? 

1 

1 

(21 

2 

2 

(2) 

(3 )  

3  

3 

(4 )  

4  



In t h i s  connection a l s o  t h e  balances of some dissolved elements a r e  

of importance, e.g. t he  ch lo r ide  balance. 

- study of long term changes: !lb what extent  is t h e  water q u a l i t y  o f  a 

r ive r  o r  aqui fer  changing? In  t h i s  connection can be refer red  t o  t h e  

examples o f  Sect ion  7.2.4. 

It is obvious t h a t  q u a l i t a t i v e  and quan t i t a t ive  aspects  a r e  in t e r r e -  

l a t e d  c lose ly .  This should have its repercussion i n  t h e  network confi-  

gura t ion  and measurement programs. For instance,  i n  how f a r  could a 

planned o r  e x i s t i n g  water q u a l i t y  measurement s t a t i o n  a t  a drinking 

water supply in t ake  point  be combined with a water l e v e l  gauging s t a t i -  

on? In f a c t  s imi l a r  s t e p s  a s  when considering t h e  various ob jec t ives  

should be taken i n  t h i s  respect .  

9.2 Hydrological forecas t ing  and opera t ion  o f  water management 

p ro jec t s  

Forecasts  a r e  i ssued t o  inform people about poss ib ly  coming events,  s o  

t h a t  they can prepare themselves f o r  t h e  problems t h a t  such events  may 

cause. These events  may concern r i v e r  f loods,  storm surges,  droughts 

pol lu t ions ,  etc. 

Of g rea t  importance i n  forecas t ing  is the  a v a i l a b i l i t y  of t he  computa- 

t i o n  r e s u l t s  a s  e a r l y  a s  poss ib le ,  preferably  i n  on-line information, 

i n  order t o  have t h e  p o s s i b i l i t y  to i s sue  warnings and t o  t ake  o ther  

necessary s t e p s  i n  cases  of emergency. 

For reasons of e f f i c i ency  i n  drawing up the  fo recas t  a c e r t a i n  simpli- 

c i t y  i n  the  network concept should be pursued a s  each s t a t i o n  might be 

a source of disturbances.  Therefore it looks p re fe rab le  t o  work with a 

l imi ted  number of hydrometeorological s t a t i o n s  ins tead  of with a l a r g e  

number, with which a higher degree of accuracy might be ar r ived a t .  In  

many cases  ea r ly ,  possibly raw, information is b e t t e r  than very accura- 

te, but l a t e  ( too  l a t e? )  information. This is a l s o  t r u e  i f  t he  fore- 

c a s t s  a r e  based on computer operated models, although these  can assimi- 

l a t e  more information than manual operated methods. 



For forecasting, in particular, complete and reliable information is of 

great importance. Therefore it is recommended to aim at a certain 

redundancy in the network, in order to replace missing or doubtful 

observations by others. The immediate availability of information is 

essential, especially for quickly developing phenomena, which may occur 

within a few hours, like flash floods in small river basins with 

impervious soils, or storm tides in estuaries and coastal zones. 

In river flood forecasting, it depends on the conditions to what 

hydrological component the forecast network is to be focussed. In small 

basins, for instance, the quick availability of information about 

precipitation and/or snomelt is of more importance than in large 

basins where conclusions might be drawn from streamflow data in the 

upstream area. Quantitative precipitation forecasts are required to 

obtain better predictions of flash floods. 

Prediction errors of river flows should be taken as a measure for 

evaluating the raingage network density for forecast purposes. In 

Chapter 6 it was demonstrated that the accuracy of areal averages was 

quite sensitive to changes in the network density. However, if areal 

averages of precipitation are used as an input in rainfall-runoff 

models it is possible that the prediction errors of river flows hardly 

change with the number of gages in the catchment area, because of 

uncertainties in the rainfall-runoff relation (OsConnell et al., 1978; 

Bastin et al., 1984). Therefore a limited number of telemeasured gages 

is often sufficient for real time forecasting. 

9.3 Water balance compilation 

In water balances all components of the hydrological cycle are in 

principle included. For the compilation of water balances a good 

coordination of the networks for the various components is a minimum 

condition, a full integration of these networks into one system would 

be most effective. As a matter of fact all components considered must 

concern the same period. 

An important point in water balance studies is the period concerned. 

There are annual, monthly, daily and even continuous water balances. 



For long term planning one can make use of long term balances, fo r  

immediate a c t i v i t i e s  of  sho r t  term balances. The l a t t e r  a c t i v i t i e s  a r e  

c l o s e l y  r e l a t ed  with forecas t ing  and operation o f  watermanagement pro- 

jects. For s h o r t  term balances t h e  requirements might t o  some ex ten t  be 

heavier than f o r  long term balances because they have t o  follow the  

va r i a t ions  more c loser .  In  t h i s  c a s e  the  s torage  components play a r o l e  

(s torage  i n  surface- and groundwater, s o i l  moisture,  snow and ice). 

However, a s  t h e  long term balances form the  b a s i s  fo r  water planning, 

they  should a l s o  be s tudied  ca re fu l ly ;  thus  due c a r e  should be taken o f  

t he  network t h a t  has t o  provide t h e  data.  What components a r e  of impor- 

tance depends on t h e  area  for  which a balance is composed. For a r i v e r  

basin a s  a whole t h e  main input and output components a r e  p r e c i p i t a t i -  

on, evaporation and runoff. When t h e  water balance concerns a water 

body a s  such ( l akes ,  r i v e r  reaches) ,  t he  water l e v e l s  a r e  necessary a s  

an indica t ion  fo r  t he  water volume. When t h e  a rea  of such a body is 

small  compared with the  volume, d a t a  of p r e c i p i t a t i o n  and evaporation 

may be of less importance, i n  p a r t i c u l a r  when t h e r e  is a big amount of 

inflow from upstream. It is c l e a r  t h a t  each s i t u a t i o n  w i l l  have its own 

condit ions and requirements. 

For most components of  the  water balance an a rea1  average o r  t o t a l  

value has t o  be derived from po in t  observations.  An exception forms t h e  

stream flow o r  runoff component, s ince  t h e  r i v e r  d ischarge  d a t a  a r e  i n  

f a c t  in tegra ted  values over t h e  basin concerned. Especia l ly  for  long- 

term water balances high accuracy is required. For instance,  assume 

t h a t  t he  average annual water balance in  a c e r t a i n  a rea  takes  t h e  fo l -  

lowing form: 

p r e c i p i t a t i o n  = 1500 mm 

evaporation = 1200 mm 

discharge = 300 mm. 

Then an e r ro r  of 20% i n  t he  p r e c i p i t a t i o n  amounts g ives  q u i t e  another 

p i c t u r e  o f  t h e  water balance. 



A useful  exe rc i se  i n  water balance s t u d i e s  is t o  compare t h e  accurac ies  

of t he  various components. This may r e s u l t  i n  more o r  b e t t e r  measure- 

ments of  t he  weakest l i n k  in  the  water balance. 

9.4 Studies of long term changes 

Long term changes may concern n a t u r a l  changes, e.g. due t o  cl imatologi-  

c a l  changes, and changes due t o  human a c t i v i t i e s .  Networks s e t  up fo r  

t h i s  purpose both a r e  d i r ec t ed  a t  t rend detec t ion .  In these  cases  long 

s e r i e s  a r e  a f i r s t  requirement, s o  i n  many cases  one w i l l  make use of 

long ex i s t ing  s t a t ions .  For t r ends  i n  mean sea  l e v e l  fo r  instance use 

is made of s e r i e s  of 100 years and more. 

Sometimes long term changes a r e  examined by considering separa te  se- 

ries. In  t h i s  connection a network of s t a t i o n s  is of l e s s  importance. 

However, with regard t o  conjunctive network design it should be con- 

s idered  i n  how f a r  s t a t i o n s  of networks, serving o ther  purposes can be 

used fo r  t he  s tudy  o f  long term changes, o r ,  reverse ly ,  whether long 

ex i s t ing  s t a t i o n s  can be included i n  a design of an in tegra ted  network. 

9.5 Serving d i f f e r e n t  ob jec t ives  by one network 

Fig. 9-1 shows a number of ways i n  which networks for  hydrological  

forecas t ing  and water balance compilat ions can be organized. In case  A 

t h e r e  is no coordination between t h e  networks fo r  both objectives.  This 

is t h e  s i t u a t i o n  o f  a spec ia l  network fo r  hydrological  forecasting.  The 

q u a l i t y  of t h e  observations from t h i s  network may not be high enough 

fo r  accura te  waterbalance compilations. In case  B t h e  s t a t i o n s  fo r  hy- 

d ro log ica l  forecas t ing  coincide with those  for  waterbalance c m p i l a t i -  

ons. The two ob jec t ives  do not  r equ i r e  the  same s t a t i o n  density.  For 

water balance compilat ions o f t e n  a higher accuracy o f  a rea1  averages is 

needed than fo r  hydrological  fo recas t ing  which r e s u l t s  i n  a l a rge r  num- 

ber of  s t a t i o n s  f o r  t h e  former. The s t a t i o n s  used f o r  forecas t ing  d i f -  

f e r  from t h e  o the r  s t a t i o n s  because s p e c i a l  provis ions  a r e  required t o  

make t h e  d a t a  quickly  avai lable .  

F inal ly ,  case  C g ives  a s i t u a t i o n  i n  which s t a t i o n s  fo r  hydrological  

forecas t ing  and water balance compilat ions p a r t l y  coincide. 



For instance, it may be that in some regions there is only interest in 

hydrological forecasting, wheras in other regions there is interest in 

both. 

The scheme in Fig. 9-1 can be extended with networks for other 

objectives, like watermanagement, water quality, planning and design, 

and long-term changes. For each objective a suitable network 

configuration can be established and then, in a second stage, a 

decision has to be made which station could serve more than one 

objective. The results from the questionnaire in Appendix I1 show, 

however, that common practice in most countries differs considerably 

from this concept. 

For instance, in most cases water quality stations are established at 

or near those sites where water quantity stations already exist. 

Although this might produce acceptable information, the question, 

whether this yields the most efficient and optimum solution, remains. 

Therefore it is recommended to keep this matter in attention and, in 

particular when a redesign is foreseen, to examine the feasibility of 

an integrated approach. 

@ weter c o r n o ~ ~ o t m n  balance 

h~dro1og~co1  forecosltng 

Figure 9-1 Ven diagrams of networks for hydrological forecasting and 

water balance compilation. The dots denote measurement 

sites. 
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1 0 SUMMARY AND RECOMMENDATIONS 

The design of hydrological networks takes place between the field of 

the phenomena to be measured on the one hand and the needs to measure 

on the other hand. The design process between these two fields is 

described in Chapter 2 and is in particular clarified in Fig. 2-1. 

The behaviour of the phenomena, in particular their variability, 

which forms the real reason for continued measurements is discussed 

in Chapter 3. The change in variability, due to the hydrologic system 

is explained, whereby use is made of analogy with electrical sys- 

tems. The behaviour of the phenomena in space and time, which is es- 

sential for the network configuration and density as well as for the 

sampling frequency requires a statistical approach, which is extensi- 

vely dealt with in Chapter 4. On the other side of the design pro- 

cess, the needs and requirements of the society, social or economic 

aspects play a role. The central question here is whether the society 

is ready to do investments in a network, in relation to the expected 

benefit of the information, produced by this network. These matters 

are discussed in Chapter 5. The main problem here is to quantify the 

benefits of hydrological information in financial terms. Further 

research in this field is recommended. Preferably with the assistance 

of professionals in the field of social and economical sciences. 

The various hydrological canponents require to a certain extent dif- 

ferent approaches. In the chapters 6 to 8 networks for the main com- 

ponents precipitation - evaporation, surface water and groundwater 
are consecutively discussed. For the latter two both quantitative and 

qualitative aspects are dealt with. 

Apart from a classification of the networks according to the varia- 

bles to be measured one can distinguish the networks according to 

their objective, going from short term objectives, such as forecast- 

ing and operational management of water projects to long term objec- 

tives, such as trend detection. Again another distinction can be made 

in networks for water quantity and water quality data. 



However, i n  many cases  the  same s t a t i o n s  and networks can be used for  

severa l  purposes. This r a i s e s  t h e  point  i n  how f a r  networks can be 

in tegra ted  and i n  how f a r  conjunct ive  design is poss ib le  and des i ra-  

ble.  This is t h e  main subjec t  of  Chapter 9. The va r i ab le s  t o  be mea- 

sured for  var ious  water management purposes a r e  given i n  annex I. 

The p rac t i ces ,  used i n  a number of coun t r i e s  a r e  summarized i n  annex 

11, which is t h e  r e s u l t  of a ques t ionnai re ,  issued by WMO i n  1982. 

The conclusion of t h i s  is such t h a t  although a number of s c i e n t i f i -  

c a l l y  based methods and techniques have come ava i l ab le ,  these  a r e  

only being applied i n  p rac t i ce  i n  a l imi ted  number of cases. This 

s t r e s s e s  the  needs for  t he  s c i e n c t i s t s  t o  make t h e  techniques under- 

standably t o  t h e  f i e l d  hydrologis ts  and fo r  t h e  l a t t e r  t o  develop a 

g rea t e r  acceptance t o  the  newly developed techniques i n  order t o  ac- 

q u i r e  information of optimum bene f i t  fo r  socie ty .  

F inal ly ,  t h e  following po in t s  should be brought t o  t h e  a t t e n t i o n  of 

t h e  designer: 

1. Before designing a network t r y  t o  g e t  a s  much i n s i g h t  a s  poss ib le  

i n  the  phenomena t o  be examined, its behaviour and t h e  s p a t i a l  and 

temporal co r re l a t ion .  On t h i s  base a provis ional  network can be 

s e t  up. I n  t h i s  connection reference  is made t o  Section 3.4. Later  

improvement is poss ib le  when an i n i t i a l  network has been i n  opera- 

t i o n  dur ing  some time and adequate in s igh t  i n t o  t h e  phenomena con- 

cerned has been obtained. 

2. Try t o  g e t  an in s igh t  i n  t h e  economical value of t h e  da t a  i n  order 

t o  judge t o  what extent  t h e  f i n a n c i a l  investments i n t o  a network 

of a c e r t a i n  dens i ty  a r e  j u s t i f i e d .  In t h i s  connection it is a l s o  

of e s s e n t i a l  importance t h a t  optimum use of t h e  acquired da ta  can 

be made. This means t h a t  t h e  network is t o  be planned i n  connecti- 

on with a good access ib le  s to rage  and r e t r i e v a l  system. A c l e a r  

j u s t i f i c a t i o n  of a network w i l l  improve t h e  wi l l ingness  of t h e  so- 

c i e t y  and its po l i cy  makers t o  t h e  r e a l i z a t i o n  of such a network. 
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ANNEX I 

ELEMENTS TO BE MEASURED FOR 

WATER MANAGEMENT PURPOSES 

Composed by: 

B u n d e s a n s t a l t  fiir G e w s s s e r k u n d e ,  

K o b l e n z  





nethods en Procedures 

Means, minimum, frequency, duratlon 

Means, minimum/maximum, frequency, 
duration, groundwater budget 

Means, minimum, 
lowest 30-day mean 

neans, minimum, maximum, extreme 
value, statistics, frequency, 
duration, lowest 10-day mean 

Means, frequency, duration, extreme 
value statistics, complete water- 

balance 

Means, minimum, frequency, duratlon, 
extreme value statistics, lowest 
5-day mean, evaporation loss 

~aximum, extreme value, statistics, 
forecasting, time series analysis 
flood routlng 

Means, maximum. 
extreme value statistlcm 

Maximum, extreme value statistics, 
forecasting 

Means, minimum stages, maxim 

stages, frequency, duration, extreme 
value statistlcs. forecasting 

Frequency, duration, extreme value 
statistics, complete water balance 

Means, maxima, frequency, duration 

Maximum, extreme value statistics, 
Probable Maximum Precipitation 

Means, maxima, minima, frequency. 
duration, lowest mean of several 
days 

Means, minima, maxima 

Means, maxima, minima, frequency, 
duration 

Water management sector 

Public water supply 
(Drinking water and process water 
for industry and domestic use) 

Surface water (storage reservoirs, 
river water) 

Subsurface water 
Groundwater 

Springs 

Power generation 
water power 

River power station 

Storage reservoirs 

Thermal power 

Flood control 
Flood retention basin 

Storage reservoirs 

Dams, dikes 

Navigation 

Irrigation 

Dralnage 
Subsurface drainage 

Tom drainage 

Waste water disposal 

Fishinq 

Recreation, leisure, sports 

Eydrolog 

Variables 

Discharge 
Water quality 
Water temperature 

Groundwater level 
Infiltration 
Precipitation 
Water quallty 

Delivery 
Water quality 

Discharge 
Suspended sediment 
transport 
Water quallty 

Discharge 
Suspended sediment 

transport 
Evaporation 

Discharge 
water temperature 
Water quality 

Dl scharge 
Accumulated runoff 
Precipitation 

Discharge 
Accumulated runoff 

Water level 

water level 
Veloclty 
Suspended sediment 
transport 
Water quality 

Soil misture 
Precipitation 
Evaporation 
Infiltration 
Runoff 
Plant water demand 

Groundwater level 
Soil moisture 
Precipitation 
Evaporation 

Precipitation 
Iqtensity 

Discharge 
Water quality 

Water quality 

Water quality 
Discharge 

ical 

Characteristics 

Degree of development 

Channel dimensions 
Slope 
Bottom roughness 

Permeability 
Pore volume 
Grain distribution 

Channel dimensions 
Slope 

Bottom roughness 

Vulnerabilrty 

Degree of developaent 

Channel dimensions 
Slope 

Bottom roughness 

Bottom level 

Channel dimensions 

Infiltration capacity 
Field capacity 
Wilting point 

Field capacity 
Wilting point 
Transmissivity 

Area 

~ r e a  

Area 





ANNEX 11 

TECHNIQIIES USED IN A NUMRER OF COUNTRIES 



TECHNIQUES USED IN A NUMBER OF COUNTRIES 

In order to get an impression about the state of network design approa- 

ches, WMO issued in 1982 a questionnaire on this matter among 12 

selected Member Countries of CHy and 11 personel experts in various 

countries. Of this questionnaire 16 answers were received. 

The questionnaire included only questions about the general approach to 

the problem. No numerical data were asked. 

In the following the questions are given in the original tekst of the 

questionnaire, followed by a summary of the answers. 

Question 1 

In Chapter 3 of the WMO "Guide to Hydrological Practices" Vol. 1, 4th 

edition (WMO No. 168) under Section 3.1.2 "Network concept", it is sta- 

ted : 

"The aim of a network is to provide a density and distribution of sta- 

tions in a region such that, by interpolation between data sets at dif- 

ferent stations, it will be possible to determine with sufficient accu- 

racy for practical purposes, the characteristics of the basic hydrolo- 

gical and meteorological elements anywhere in the region". 

The WMO Technical Regulations Vol. 111-Hydrology (WMO No. 555) under 

(D.l.l) 2.2 state that: 

"The density of the network of hydrological observing stations should 

be adequate to permit the assessment, to an accuracy consistent with 

its purpose, of the elements of the hydrological characteristics of any 

region". 

Question: In the national hydrological servicefs) of your country, what 

is the interpretation given to the terms *sufficient accuracy" or "ac- 

curacy, consistent with its purpose*? 



For instance, are concrete values used (e.g. "the allowable standard 

deviation after interpolation amounting to 5 cmn), or are some other 

computational methods applied, e.g. based on economic considerations or 

cost-benefit studies? In either case, please give a brief description. 

Most answers to this question did not give concrete, numerical design 

criteria. The situation was judged on the basis of local conditions, 

requirements and personal experience. Although very satisfactory 

networks can be obtained in this way, no general directives can be 

derived from this approach. 

In a number of countries there are design criteria, given as a ratio 

between the standard deviation of the interpolated value and the over- 

all (marginal) standard deviation of the component concerned. These can 

be summarized as follows: 

Bulgaria : For interpolated runoff data a standard deviation crAx is 
required, such that: 

where 0, is the overall standard deviation. 

The ratio oax/ 0, is a function of the distance between 

the stations concerned. 

Canada : (Atmospheric Environment Service) : 

For estimating the mean area1 precipitation an accuracy of 

+ 15% is specified (WMO, 1978; Mapanao et al, 1977) . - 
Chili : An esteemed information for interpolation should be neces- 

sary; this should be under 10%. 

Japan : The accuracy for hydrological data should be within 10% of 

its observed value. 

Netherlands: For calculated water level data a standard error of no 

more than 2.5 cm is aimed at, which value has been deter- 

mined as the standard error of measurement. 

Interpolated data of water quality components should have 

a standard deviation of 10-15% of the standard deviation 

of the component as such. 



USSR : The error of interpolation of annual flow in the middle of 

the interval between observational sites should not exceed 

the standard error of its determining by hydrometric data 

(i.e. by local measurements) , equal to 5%. 

Although in the above examples numerical data are given these are not 

quite comparable since they concern different concepts and components. 

Further it is questionable on which motives these criteria have been 

based. However, notwithstanding these objections, the criteria give a 

certain handhold for designing and judging a observation network. 

In the USA (Geological Survey) the concept of equivalent years of re- 

cord is used, which expresses the accuracy of estimation in terms of 

the accuracy that would be expected from a gauged record at the estima- 

tion site. For major streams 25 equivalent years have been set for es- 

timation of hydrologic variables, for minor streams 10 equivalent years 

were required. 

In Canada (Inland Waters Directorate) cost benefit analysis were used 

for natural streamflow regime networks. Some consultants were charged 

with those studies. In the network a discrimination was made between 

long term stations, to be used for trend detection, and short term sta- 

tions, to be used for the examination of regional differences. 

In one approach the ratio between cost per unit network expansion and 

unit error reduction was minimized. This led to a network of 750 stati- 

ons during 4 years in the western provinces and NW Territories. The 

standard error of estimate of the mean annual runoff arrived at 17,2%. 

If however a constraint was made, limiting the standard error to 15%, 

950 stations would be needed during 9 years. Later on this study was 

extended to monthly means of the runoff. 

By another approach a survey of data users was conducted in order to 

study the benefits of the data. Benefits were assigned as a percentage 

of capital costs and operating costs of projects and programs for which 

budgetary decision could be made by considering hydrometric data. The 

experience was that one-half of the data from regulated streams could 

be adjusted to natural regime values. 



Their equivalent network, therefore, consisted of all natural regime 

stations plus an allowance for one-half of the modified regime stati- 

ons. Data collection costs were calculated from the Water Survey of 

Canada 1977-78 budget allocations. Average benefit/cost ratios were 

calculated by province. 

Marginal benefit/cost ratios were calculated for two assumed network 

size change situations, +20% and -20%. The marginal ratios were based 

on 1977 costs. However, only the projects with directly identifiable 

benefits from the data were considered. Error vs station density data 

were taken from the results of other studies and applied to the enti- 

re network. 

Incremental costs were calculated for the years 1983, 1993 and 2003 

assuming the network changes had been completed in 1977. It was also 

assumed that there would be no real growth in construction expenditu- 

res to the year 2003. Examination of the calculated marginal benefit- 

/cost ratios indicated that network expansion in the three western- 

most provinces would not be profitable at the present level of devel- 

opment. Network expansion in the Yukon and Northwest Territories 

would be economically beneficial. It was, however, conseded that the 

calculated marginal benefit/cost ratios did not allow for many non- 

quantifiable benefits, primarily those due to management for enforce- 

ment by public agencies. 

A part of the stations considered were long term stations, which were 

used for trend detection. To asses the distance between the stations 

the information obtained was considered proportional to the expres- 

sion (I-R~), R being the average correlation coefficient of annual 

runoff values. The relationship R = l-K Jd was approximated using a 

sample plot of correlation for runoff against distances d (km) be- 

tween stations. The coefficient K was establised to be 0,005 however 

depending on terrain conditions. A functional relationship between 

total information and total operation cost was defined. This function 

was maximized. This led to an optimum average distance of 237 km be- 

tween the stations, corresponding with about 100 long term stations. 



Compared with the total of 750 natural regime stations, mentioned 

earlier, the remaining 650 stations were assigned as short term sta- 

tions. These stations are primarily for use in estimating the varia- 

tion in hydrologic characteristics with physiographic characteris- 

tics. The life span of the short term stations will depend upon 

correlation with nearby long term stations as well as upon the models 

being used for data transfer. 

Question 2 

Indicate if in your country the observation of the various variables 

of the hydrological cycle are carried out in: 

- separate networks for the elements concerned 

- separate networks of different agencies and institutes 

- separate and independent observing stations (individual stations 

not forming part of a network) 

- a fully integrated observation network, operated for all or most 

related services and institutes, and covering all or most elements 

concerned 

- an intermediate solution (please describe briefly in an annex) 

The answers to this question are summarized in table I. 

It appears that most answers show separate networks for different 

elements, managed by different agencies and institutes. Concerning 

the intermediate solutions separate comments were given, as 

summarized below: 

Bulgaria: In general the network is integrated; for specific studies 

other solutions may be applied, depending on the purpose. 

Canada : Studies were carried out how hydrometric and meteorological 

networks could be adjusted to each other on the base of 

correlation. One study yielded a result that 1000 

meteorological stations were equivalent to 180 hydrometr ic 

stations. 



Chile : Before 1960 t h e r e  were two separa te  hydrological  networks. 

Under a UNDP-WMO pro jec t  an in tegra ted  network was rea l ized  

and f in i shed  i n  1965. There a r e  separa te  networks for  water 

quan t i ty  and water qual i ty .  

Panama : In t h e  Panama-Canal-watershed the  meteorological and 

hydrological  networks a r e  managed by t h e  Panama Canal 

Commission. In t h e  r e s t  o f  t he  country t h e r e  is an in tegra ted  

network. Groundwater measurements a r e  not  c a r r i e d  out. 

Table I Level o f  i n t eg ra t ion  of hydrological  networks 

Sepuc l t e  networks for the elennts 

Separate nrtworL. o i  aiiyemnt 
a6enoios and inntitaton 

Sepuate sad indopondeat otmnin(! 
stations (individual f iat ions not 
fa* g.rt of a network) 

h l l y  integrated observation network, 
operated for a l l  or m& related 
sedws md institutes, and mering S 
or aont elnoltts eo- 

An interwdiate solution 



Question 3 

Was a special methodology used for the design of the network(s)? If 

yes please provide a short description, if possible with reference to 

literature. 

Five countries answered not to apply a special methodology, two coun- 

tries, India and Chile, referred to the WMO criteria. 

In Bulqariathe hydrometric network has been developed mainly in depen- 

dence with the requirements for the economic use of water resources. In 

the period 1953-1957, for the first time, a detailed estimation and re- 

organization of the network density and location were made. The estima- 

tion was carried out mainly by comparative analysis of network densi- 

ties of regions with similar physical-geographical conditions, charac- 

terized mainly by their integral characteristics: mean multiannual pre- 

cipitation values and run-off per unit area of the basin. In the period 

1971-1975, the methodological grounds for network density optimization, 

and in 1976-1980, the scientific grounds for the location of the stati- 

ons have been created. The applied methods are presented in detail in 

the scientific report "Methods for design of hydrometric network for 

run-off observations", Institute of Hydrology and Meteorology, Sofia, 

1975) and in a number of publications (Georgiev, 1974; Gerasimov, 1977; 

Gerasimov and Mandadjiev, 1977). 

Optimization criteria are grouped as follows: physical-statistical, 

economic and technical-exploitation. 

Physical-statistical: 

a. Criteria of the physical-geographical representativeness of the res- 

pective river basin; the representativeness is accounted differentially 

as a multidimensional function of the basin area, climatic region, pre- 

vailing soil-geological type, etc. or by the integral indicators as 

multiannual run-off per unit area, variation coefficient, mean-square 

variations of the mean multi annual run-off per unit area. 

b. Criteria of admissible errors expressed in general by the inequality 

E(x) g Eg, where E(x) is the (probable) error of the spatial interpola- 

tion of the hydrological value X, Eg is the admissible error. 



c. Criteria of the statistical significance of empirical function argu- 

ments xo = £(xi), where xo are run-off characteristics of a given point 

of the river for which water balance or forecast is done, and xi are 

run-off characteristics of the examined drainage basin. 

The first two criteria (a) and (b) are used for the design of the net- 

work. 

The economic and technical-exploitation criterion is defined as minimum 

total losses for the economy from network construction and exploitation 

expenditure (amortization), upkeep and repair (exploitation expenditu- 

re) are losses from the lack of hydrological information due to the 

space-time incomplete set of hydrological observations. Due to diffi- 

culties of assessment of losses from the lack of information, it is re- 

commended that boundary values should be used, even in case of a con- 

crete water-economy system. 

Much of the available literature on network planning in Canada makes 

use of or refers to the fundamental hypothesis upon which the Shawini- 

gan Engineering Company Limited (1 968, 1969, 1970, 1982) hydrometric 

network studies were based. 

A special technique that is used here is the Modified Regime Network 

Investigative Technique. This is a specific adaption of the network to 

monitor an active or potential modification of the natural flow regi- 

me. The economic benefit, attributable to the use of improved record 

resulting from network expansion is weighed against the corresponding ' 

network costs. The design of some regional networks is described in a 

number of publications (Acres, 1976, 1977, 1982, Solomon et al, 1972). 

Hungary gives a description of the groundwater network. The establish- 

ment of the national groundwater observation network was started aroudd 

1920. No particular methodology had been applied up to 1975. The aim 

was no more than to attain fairly uniform density in the lowland parts 

of the country. 



After 1975 a new development policy has been developed, according to 

which groundwater observations are accompanied by general hydrological 

elements in the lowland, by stations of different types and equipment. 

In the course of designing - mainly in the interest of collecting data 
suited to generalization - the sites are selected by identifying typi- 
cal, representative areas, where the impacts of factors producing a 

change are of similar character. In identifying the typical areas, the 

vegetation, the soil and depth to the groundwater are taken into consi- 

deration. By observing similar principles a regional soil moisture ob- 

servation network has been established. (Major, 1980; Major et al., 

1975). 

In The Netherlands, the surface water level network, although already 

existing since over 100 years, was tested according to multiple linear 

regression equations. In this way a water level y is calculated by 
n 

y = h+ 7, Aixi 
i, l 

where xi are the water levels at n principal gauging stations. These 

may be either simultaneous or time lagged measurements. The standard 

error of estimate of y should not exceed a fixed design value, which as 

a rule is assessed at 2.5 cm. The value of 2.5 cm corresponds with the 

standard error of measurement at a gauging station (Van der Made, 

1982). 

Apart from the network of principal gauging stations there are the ad- 

ditional gauging stations, which serve to assess and to test with ade- 

quate frequency the used relations and furthermore to provide some re- 

dundancy for the case of missing data. As a rule there is one additi- 

onal station between two principal stations. However the construction 

of the additional stations is more simple than that of the principal 

stations. 

For the detection of long term trends of water quality canponents, use 

is made of the method Lettenmaier (Schilperoort et al., 1982). 



In t h e  t h e  design o f  t he  bas i c  streamflow network is based on 

considerations,  described by Karasev (WMO, 1972). A bas ic  streamflow 

network should ensure: 

- Assessment of  zonal  c h a r a c t e r i s t i c s  of  water resources:  runoff values 

for  indiv idual  years  and mean long-term runoff value. 

- Obtaining ope ra t iona l  information on hydrological  processes, i n  par- 

t i c u l a r ,  on regime of water courses  and azonal flow divergence. 

In  order t o  meet t h e  first goal  it is not necessary t o  organize obser- 

va t iona l  gauges i n  each r ive r  bas in  in  pa r t i cu la r  i n  the  case  of a 

r e l a t i v e l y  dense channel network. The problem is t o  c r e a t e  a s u f f i -  

c i e n t l y  dense streamgauge network which can ensure r e l i a b l e  s p a t i a l  in- 

t e rpo la t ion  of flow c h a r a c t e r i s t i c s  between observat ional  sites. 

The second goa l  can be met when gauges for  measuring water l eve l s ,  tem- 

pera ture  regime, ice events, water qua l i t y ,  r i v e r  bed deformations 

etc. a r e  avai lable .  Azonal dev ia t ions  of flow c h a r a c t e r i s t i c s  a r e  

s tudied  in  order t o  determine t h e i r  dependence on var ious  fac tors .  

The influence of each f ac to r  can be taken i n t o  account by using a cor- 

r ec t ion  c o e f f i c i e n t  fo r  zonal values.  The l a t t e r  proposal makes it pos- 

s i b l e  t o  s tudy zonal and azonal c h a r a c t e r i s t i c s  of  s p a t i a l  flow d i s t r i -  

bution i n  couple. 

From the  economical viewpoint it is u n r e a l i s t i c  t o  design a network 

s u i t a b l e  for  each p r a c t i c a l  need. Therefore, t he  problem is t o  design 

an optimum network which w i l l  be s u i t a b l e  for  a r a t i o n a l  combination o f  

requirements. o 

A scheme of a network should correspond t o  t h e  required accuracy of in- 

t e rpo la t ion  of flow c h a r a c t e r i s t i c s .  In  t h i s  case  t h e  problem of net- 

work design inc ludes  the  following aspects:  

a. assessment of  optimum network dens i ty  (by a rea  per observat ional  

site) ; 

b. determining t h e  locat ion  o f  observat ional  sites on water courses of 

indiv idual  r i v e r  system; 

c. determining t h e  order of  network development. 



In Venezuela t h e  r a i n f a l l  network is adjusted t o  t h e  outflow hydrograph 

(Wilson et al . ,  1979) , (Bras and Rodriguez-~turbe,  1976 a) . 

In Sweden a s t r a t e g y  fo r  t h e  runoff network is developed (Jutman, 

1981). Measures of runoff v a r i a b i l i t y  i n  space and t i m e  together with 

demands from use r s  of  da t a  have been considered. Varying demands on t h e  

network made it necessary t o  d iv ide  t h e  s t a t i o n s  i n t o  t h r e e  ca tegor ies :  

1. Sta t ions  i n  r i v e r s  influenced by regula t ions ;  

2. Sta t ions  i n  r i v e r s  uninfluenced by regula t ions ,  drainage a rea  100 

km2; 

3. S ta t ions  i n  r i v e r s  uninfluenced by regula t ions ,  drainage a rea  100 

km2. 

Approximately one hal f  of t h e  t o t a l  number of s t a t i o n s  belong t o  t h e  

f i r s t  category. Rather few s t a t i o n s  were suggested t o  be added to t h i s  

category, t he  add i t iona l  s t a t i o n s  mainly for  environmental con t ro l  pur- 

poses. 

S t a t ions  i n  small ,  na tu ra l  r i v e r s  (second category) need t o  be water 

balance s t a t i o n s .  This  is due t o  the  s t rong dependence of t he  physio- 

graphy of t h e  bas in  and l o c a l  meteorological  f ac to r s .  Locations of wa- 

ter balance s t a t i o n s  w i l l  be chosen according t o  a s t r a t i f i e d  sampling 

procedure. A map of hydrologic regime regions has been combined with a 

map showing a subdivision i n  n a t u r a l  geographic regions. 

A method presented by Karasev (1972) is used f o r  t h e  t h i r d  category. 

S t a t i s t i c a l  measures of runoff v a r i a b i l i t y  have been comparted with 

d i f f e r e n t  types  o f  e r r o r s  involved t o  g ive  the  network density.  

Question 4 

Are the  networks f o r  water quan t i ty  and water q u a l i t y  designed and es- 

tabl i shed so t h a t  they  a r e  coordinated with one another? 



If yes please give a short description of the factors that were 

considered and the methodology applied, if possible with references to 

literature. This question might be dealt with in connection with 

question 3. 

Some countries indicated that the networks were designed independent- 

ly. Others did not answer the question. A summary of those answers 

which include more information is given in the following. 

Bulgaria 

Studies on water quality are carried out at some stations from the in- 

tegrated observation network. Besides, observations of surface- and 

groundwater quality are carried out at a definite nwnber of stations 

not included in the integrated observation network. 

Canada (Inland Waters Directorate) 

Stations in the national stream inventory network are always establish- 

ed near a water quantity station. Other water quality stations for spe- 

cific project purposes would include water quantity measurements when 

required. 

Chile 

Only in some stations from the principal network quality samples are 

taken. 

Hungary 

On the streams the water quality sampling sections are in 

general at, or in the vicinity of, the streamflow gaging stations. The 

times of sampling and streamflow gaging are coordinated. 



Netherlands 

Water quality stations are located such that streamflow quantity data 

can be easily derived either from a station at the same location of 

from other stations. The latter concerns in particular the tidal zone, 

where streamflow data determination requires a more complicated a p  

proach than local measurements only. 

Panama 

The water quality network was established in 1976 taking into account 

the existing hydrometric network and the recommendations of GEMS/WATER 

program (UNESCO, 1978) . Economic constraints, access conditions and 
travel time to the laboratory have also been considered. 

USA 

No special techniques are involved. The needs of the various data users 

are coordinated through the Office of Water Data Coordination. 

Switzerland 

Water quality measurements are always carried out in the vicinity of a 

station for water quantity measurements. 

Sweden 

Networks for water quality are designed so that data on water quantity 

are available or can be easily derived. 



Question 5 

Indicate the main purposes for which the network(s) data are used: 

- documentation 

- water supply 

- agriculture and irrigation 

- navigation 

- hydropower 

- hydrological forecasting 

The answers to this question are summarized in Table 11. 

Table I1 Purposes of water data collection 



Apparently the data are used for various purposes, depending on the 

country. It should be taken into account that the answer is strongly 

influenced by the service that answered the questionnaire, so that in 

the country concerned also other uses can be expected. 

Question 6 

Is an improvement or redesign of the network(s) foreseen? If E, to 

what extent and based on what considerations? 

If E, why not? (e.g. not required, financial restrictions, etc.) . 
The answers of the countries in which redesign is intended or carried 

out can be summarized as follows. 

Bulgaria 

The design of the network, drafted in 1980, is being improved further. 

See also the answer to question 3. 

Canada 

Improvements and redesign of networks are being carried out in regions 

where deficiencies in the existing data base have been identified and 

where major developments are foreseen to warrant network improvements. 

For example, network improvements are current1 y being planned for the 

Mackenzie River Basin, one of the largest river basins in Canada s u p  

porting diverse and productive ecosystems, abundant natural resources 

and associated land uses. Major developments in this basin in recent 

years included oil sands and other mining projects, hydro-electric po- 

wer and pipeline and highway corridors. The approach taken in improving 

the various existing networks was to develop an integrated network of 

hydrometric, water quality, sediment and meteorological observations. 



Improvements to the existing meteorological network are being 

rationalized by assessing the existing network and using optimum 

interpolation to determine network improvements required for a 

specified interpolation error. 

Between 1968 and 1973, the Water Resources Branch, Inland Waters Direc- 

torate, Department of the Environment, in cooperation with provincial 

and other federal agencies, undertook through private consulting firms 

a series of hydrometric network planning studies covering various regi- 

ons of Canada. These resulted in major study reports which included 

methodologies for transfer of hydrological information for stations and 

basins to grid points or average grid area values. Similar studies are 

now being reactivated in Canada. 

A major evaluation and rationalization of the hydrometric network using 

the "Karasev" method is underway in the Province of Quebec. 

Chile 

~irecci6n General de Aguas (DAG) are studying the real situation of the 

southest part of the country, but there are financial restrictions for 

the implementation of these projects. 

Hungary 

The networks developed gradually by hydrological elements and in re- 

sponse to the prevailing actual demands are being integrated, with due 

regard to the requirement of water management, hydrological systems 

analysis and the operational organization of the network. The aim is to 

operate a reduced number, but multi-purpose stations. It is contemplat- 

ed to develop from the existing stations the lowland hydrological sta- 

tions as well as the stations observing the flux of chemicals. It is 

also envisaged to expand and/or set up the observation network on di- 

versions and return discharges at the expense of the consumers. 



India 

It is aimed to improve the network density in respect of precipitation 

gauges considerably in near future particularly in mountainous catch- 

ments. These will be done with the consideration of latest theories 

such as the concept of error minimisation and correlation structure of 

precipitation field. 

For discharge measurement network system approach is likely to be 

adopted. In this case a redesign is possible as that can be justified 

by financial and other benefit returns. 

Netherlands 

Concerning the groundwater data network can be remarked: 

. A nation wide redesign of the groundwater level network is foreseen. 

. No definite criteria have been agreed upon. 

. Suggested criteria are based on the standard deviation of the inter- 
polation error in time and space as estimated with the Kalman filter 

and kr iging interpolation techniques (Brouwer , 1983; Brouwer and 

Defize, 1983).  

The surface water network is being checked and if necessary improved on 

the basis of the principles outlined in the answer to question 3. 

USA 

Techniques that rely on measuring the cost effectiveness of networks 

have recently become available. These techniques are being used to ana- 

lyze and revise operations of the various streamflow data networks ope- 

rated by the Geological Survey. 



USSR 

In order to improve the observational network in the USSR much work has 

been carried out to develop "The prospective plan of rationalization of 

location and development of hydrological observational sites in rivers, 

lakes and reservoirs". This plan was based on the principle of network 

development ahead of economical development of a region and the princi- 

ple of the dependence of necessary precision of water resources account 

(network density) on the existing and planned degree of their use for 

economical purposes. 

The first principle, from a territorial viewpoint, means that the basic 

network should be organized over the whole territory of the country in- 

dependently of actual and planned economical development of these or 

those regions - as a prerequisite of the assessment and future use of 
the national resources, necessary at the same extent as a topographic 

and geological survey. This principle also means that sites in definite 

water bodies should be organized prior to the projecting and creation 

of various economical objects. 

The second principle means giving up the concept of more or less even 

distribution of observational hydrological network over the territory 

of the whole country as econanically nonefficient in case the greatest 

part of the territory is occupied by poorly economically developed re- 

gions or those difficult to access. 

Sweden 

A coordination of the separate networks for different elements will be 

done. An automatization of the data collection and an extension of the 

hydrometric network is going on. Techniques for short period measure- 

ments (5-20 years) are studied. 



Question 7 

Are values for sites without observations derived from the observed 

data of other locations? 

a) If yes, indicate the methods used: 

(i) Simple interpolation in time and space 

- linear 
- power functions 
- other functions (please specify) 

(ii) Statistical methods 

- single linear regression 
- single higher order regression 
- multiple linear regression 
- spline functions 
- optimal interpolation 
- kriging 
- Kalman filtering (eventually combined with other methods) 
- others (please specify) 

(iii) Physical methods 

- Based on fluid mechanics 
- simulation by water balance modelling 
- others (please specify) 

The answers are suagnarized in table 111. 



Table 111 Methods used for the determination of values at ungauged 

sites 

s u e  higher order ragmuion 

Ihltipla 1i- ~ s s i o s  

1) W-* 
2) CaWtion opt- interpolatia and spliae irmotion (ia tt.9) 
3 )  Cabinatios stmuflw .d.l and khan filter (in study) 
4) &dr~lOgh 84.1 



Apparently the well known methods like linear interpolation are widely 

used. The same holds for single and multiple linear regression. More 

advanced methods, like optimal interpolation were introduced in a num- 

ber of countries, just as water balance modelling. Probably more tech- 

niques are in development, but not yet in the operational stage. 

In Canada (Atmospheric Environment Service) Gandin's optimum interpola- 

tion method has been used to assess and design networks of various me- 

teorological parameters (Ottawa, Saint John and Mackenzie River Ba- 

sins). Principal component analysis has been used in rationalization of 

meteorological networks for hydrological applications in the province 

of Quebec. 

At the Inland Waters Directorate of Canada two kinds of methods for the 

calculation of hydrologic variables at ungauged sites are used. 

Data transfer Methods 

a. Isolines of hydrologic data: Without further refinement, this is 

simply the simulation of a record for ungauged areas through map in- 

terpolation of existing data. 

b. Hydrologic-physiographic correlation: The entire spectrum of availa- 

ble hydrologic and meteorologic data can be utilized in this 

method. Data transfer can be enhanced by incorporation of regression 

techniques which relate available hydrologic and/or meteorologic 

data to terrain factors. 

c. Parametric modelling: All meteorological data and runoff regulatory 

parameters may be used to construct runoff models. The parameters 

are, by correlation, related to the physiographic characteristics 

The system of parametric modelling ultimately recommended by Shawi- 

nigan Engineering (1970) , employs the square grid method for refer- 
encing and storage of physiographic characteristics. 



Hydrologic Regionalization 

Shawinigan's 1969 network study of Ontario showed that hydrologic re- 

gionalization increases the accuracy of interpolated data and should be 

considered in network planning. 

Two systems of Regionalization are considered. These concern: 

a. Statistical Regions: Statistical hydrologic regions are regions 

within which a derived statistical relationship establishing hydro- 

logic characteristics is valid within specified error limits. 

b. Physiographic Regions: Physiographic hydrologic regions are regions 

within which the pertinent physiographic factors vary within narrow 

limits. A statistical region will usually encompass several physio- 

graphic regions. The factors which determine physiographic bounda- 

ries are more directly identifiable. Physiographic boundaries can 

therefore be delineated with greater precision than those by statis- 

tical relationships. 

Question 8 

If you have any general remarks about network design or some personal 

experiences in this field please briefly describe them. 

There were two answers, which are summarized in the following. 

Chile 

It is very difficult in under developed countries to follow the inter- 

national standards referring to the number of stations per km2 which 

are used in the developed ones, specially due to financing problems and 

lack of the appropriate personnel; as generally the professionals are 

better paid in other kind of engineering works. 

A continuous regional program for the training of the technicians from 

the hydrometeorological services of these countries, seems necessary, 

as well as the provision with modern equipment for the networks and the 

data processing. 



India 

In  general  i n  developing countr ies ,  p ro j ec t  formulation is t o  be based 

on da ta  generated by the  network. But a t  t h e  same t i m e  p ro j ec t s  a r e  a l -  

s o  t o  be located  i n  economically and otherwise backward regions. Thus 

s t a t i o n s  a r e  introduced on ly  a s  per need, because of f inanc ia l  con- 

s t r a i n t s .  It is  only  a s  more p r o j e c t s  come up and optimum use ga ins  im- 

portance,  one can improve t h e  d e n s i t y  and number of s t a t ions .  Then alo- 

ne the  network concept comes in: t hus  i n  a l l  s i t u a t i o n s ,  t h e  s t a r t  is 

on a low key progress ive ly  a proper network g e t s  evolved. I n i t i a l l y  t o  

s e t  up a complete network on genera l  norms i n  many circumstances, is a 

luxury t h a t  can not  be af for ted .  

In  India var ious  commissions look i n t o  the  da t a  c o l l e c t i o n  aspects  and 

these  ind ica t e  changes s o  t h a t  u l t ima te ly  a network t h a t  can progressi-  

ve ly  be enhanced emanates. 

There a r e  d i f f i c u l t i e s  i n  i n s t a l l a t i o n  of snoulgauges. Large a reas  of 

upper catchments remain uncovered due t o  t h i s  reason. Concept o f  net- 

work has t o  be reviewed in  the  l i g h t  of development programmes which 

a r e  coming up shor t ly .  

General conclusions 

From the  answers t o  the  ques t ionnai re  it follows t h a t  c l e a r  require-  

ments for  t h e  network design have not been formulated in  most coun- 

t r i e s .  A s  a r u l e ,  t h e  in tegra ted  design of networks is only  applied i n  

inc iden ta l  cases.  

Advanced design techniques a r e  coming t o  development, but  t h e  most s i m -  

p l e  techniques a r e  most commonly used. 

The water q u a l i t y  network a s  a r u l e  has been i n s t a l l e d  l a t e r  than t h e  

water q u a n t i t y  network. Generally t h e  f i r s t  has been adjus ted  t o  t h e  

l a s t  mentioned. 

The networks se rve  a number of purposes, depending on t h e  condi t ions  

and needs of t h e  country concerned. 

F ina l ly  it is o f  g r e a t  importance t h a t  t h e  developing coun t r i e s  g e t  ac- 

quainted with a l l  ex i s t ing  and new knowledge and t h a t  equipment and ma- 

t e r  i a l  becomes avai lable .  
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