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ABSTRACT 
Manned long-duration missions to the Moon and Mars set high operational, human factors and technical demands for a 
distributed support system, which enhances human-machine teams’ capabilities to cope autonomously with unexpected, 
complex and potentially hazardous situations. Based on a situated Cognitive Engineering (sCE) method, we specified a 
theoretical and empirical founded Requirements Baseline (RB) for such a system (called Mission Execution Crew Assistant; 
MECA), and its rational consisting of scenarios and use cases, user experience claims, and core support functions. The 
MECA system comprises distributed personal ePartners that help the team to assess the situation, to determine a suitable 
course of actions to solve a problem, and to safeguard the astronauts from failures. In addition to standard requirements 
reviews, we tested and refined the RB via storyboarding and human-in-the-loop evaluations of a simulation-based prototype 
in a virtual environment with 15 participants. The evaluation results confirmed the claims on effectiveness, efficiency, 
satisfaction, learnability, situation awareness, trust and emotion. Issues for improvement and further research were identified 
and prioritized (e.g., acceptance of mental load and emotion sensing). In general, the sCE method provided a reviewed set of 
167 high-level requirements that explicitly refers to the tested scenarios, claims and core support functions on health 
management, diagnosis, prognosis & prediction, collaboration, resource management, planning, and sense-making. A first 
version of an ontology for this support was implemented in the prototype, which will be used for further ePartner 
development. 
 

1. INTRODUCTION 
 

Future manned missions to the Moon or Mars take 
place in hostile and complex environments, have a 
long duration and may show long delays in 
communication with the Earth. These missions set high 
requirements for crew operation support, concerning 
(a) the scheduling and execution of crew operations to 
maintain acceptable levels of effectiveness, efficiency 
and safety, and (b) the accommodation of user 
characteristics, tasks and contexts to provide the 
“right” information, services and functions at the 
“right” time and in the “right” way. For such missions, 
support systems have to be developed that enhance 
crew safety and performance during all operations. The 
Mission Execution Crew Assistant (MECA) project 
aims at such a system by empowering the cognitive 
capacities of human-machine teams during planetary 
exploration missions in order to cope autonomously 
with unexpected, complex and potentially hazardous 
situations. An elaborate and sound requirements 
analysis has been conducted, focusing on a manned 
mission to Mars. It should be noted that the project 

outcomes are of relevance for manned space missions 
where a greater need for autonomy exists (i.e., most 
outcomes also apply to Moon missions, and a 
substantial part is relevant for International Space 
Station missions and ground-based control missions of 
planetary robots). 

1.1 Human-Machine Collaboration 
Technological developments are causing a 
fundamental change of machine’s role in complex 
work environments. They are becoming part of 
cognitive systems that consist of human and synthetic 
actors who collaborate for successful attainment of 
their joint operation objectives (e.g., [1]). To enhance 
the Human-Machine Collaboration, MECA will act as 
electronic partner, helping the crew to assess the 
situation, to determine a suitable course of actions to 
solve a problem, and to safeguard the astronaut from 
failures [2]. This concept comprises a collection of 
distributed and connected personal ePartners to support 
the (distributed) crew members during exploration 
missions. A personal ePartner predicts its crew 
members momentary support needs by on-line 
gathering and modelling of human, machine, task and 
context information. Based on these models, it attunes 
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the user interface to these needs in order to establish 
optimal human-machine performance. The user 
interface of the ePartner is “natural or intuitive” by 
expressing and interpreting communicative acts based 
on a common reference of the human and machine 
actors. 

1.2 Situated Cognitive Engineering 
Neerincx & Lindenberg [3] developed a situated 
Cognitive Engineering (sCE) method for HMC design. 
Corresponding to the “classical” CE methods [4, 5, 6], 
it consists of an iterative process of generation, 
evaluation and refinement. In addition, the sCE method 
combined the classical human-centered perspective 
with a technology-centered perspective to address the 
adaptive nature of both human and synthetic actors 
with their reciprocal dependencies systematically [7]. 
Furthermore, the sCE method includes an explicit 
transfer and refinement of general state-of-the-art 
theories and models—which include accepted features 
of human cognitive, affective and social processes—
into situated support functions for the specific 
operational contexts (cf. [8]). Application of the sCE 
method results in a sound design knowledge base—
possibly including design patterns, software 
frameworks and algorithms for core support 
functions—with corresponding best practices for the 
application domain. The Mission Execution Crew 
Assistant (MECA) project applied this method in order 
to establish a theoretically sound and empirically 
proven Requirements Baseline (RB). The process of 
specification, refinement and validation is based on 
three information or feedback sources (Figure 1): 

1. A work domain and support analysis to identify 
operational, human factors and technological 
challenges of manned planetary space missions 
and, subsequently, to derive the general support 
concept out of it (see section 2).  

2. Expert and task-analytical reviews to assess the 
RB itself and its rational (i.e., scenarios, claims 
and core functions; see section 3).  

3. Scenario-based prototype evaluation of MECA’s 
claims and core functions with simulation-based 
prototype (see section 4). 

It is important to note that this study focuses on a 
future MECA system that is in a very early 
development stage, in which human factors aspects, 
operational demands and technology are systematically 
explored. This study follows an iterative human-
centered development process corresponding to recent 
human-factors engineering methods and standards 
(e.g., ISO 13407 “Human-centered design processes 
for interactive systems”, and the ECSS-E-ST-10-11C 
“Space Engineering: Human Factors Engineering” 
standard of the European Cooperation for Space 

Standardization (ECSS)). Following these methods, the 
MECA requirements are assessed and refined from 
rather high-level specifications in early development 
stages to detailed definitions in late development 
stages. Consequently, the present requirements 
baseline contains relatively abstract specifications that 
will be assessed and refined further. 
 

Figure 1: The iterative process of requirements analysis.  

 

2. WORK DOMAIN AND SUPPORT 
ANALYSIS 

2.1 Operations 
We conducted a mission and domain analysis, 
consisting of (1) a mission analysis of previous and 
future operations of manned planetary space 
operations, and (2) a work domain analysis to construct 
an Abstraction Decomposition Space (ADS). For the 
mission analysis, we assessed documents that contain 
“lessons learned” from previous missions (e.g., [9], 
[10]) and studies on future mission operations (e.g., 
[11-15]). Although astronauts have excellent 
competencies, are well-trained and have a high work 
motivation, their performance can deteriorate due to 
diminished motor, perceptual and cognitive capacities, 
and emotional or social-psychological problems.  
There is a clear need to support the crew for both 
nominal and off-nominal operations, among other 
things to accommodate team-members creative 
problem solving processes and counter-balancing 
initiatives to share or take over specific critical tasks.  
 
Independent from the mission analysis, a Work 
Domain Analysis (WDA) was performed [16]. WDA 
is the first phase of Cognitive Work Analysis, a 
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method that aims at socio-technical systems that can 
fully exploit the problem-solving capabilities and 
adaptability of human resources in unexpected 
situations, improving efficiency, productivity and 
safety. The analysis is event-independent, based on the 
notion that it is impossible to predict all possible 
system states. Systems are therefore defined in terms 
of their environmental and cognitive constraints: their 
physical environment, priorities, and functionality 
[17], [18]. For MECA, the WDA provided an 
Abstraction Decomposition Space offering substantial 
insight into the properties or, and relationships within 
the Mars surface mission system (ADS; [16]). 
Outcomes were compared with outcomes of the 
mission analysis and the first version of the 
Requirements Baseline (RB). The main conclusion was 
that the RB considered all technical aspects of the 
Mars surface mission in sufficient detail, but that 
further specifications were required in the areas of 
general living. 

2.2 Human Factors 
Parallel to the operations analyses, a literature study 
was conducted on Human Factors of complex high-
demanding task environments, in which well-trained 
human operators may act in extreme and hostile 
situations (such as the defense and safety domains). 
This study provided key issues that MECA should 
address for supporting the Human-Machine 
Collaboration: cognitive task load [8], situation 
awareness [19], sense-making [20], decision making 
[21], diversity of cognitive capacities [22], trust [23], 
emotion [24], collaboration [25], and crew resource 
management [26]): 
Cognitive task load. Due to required combination and 
possibly complexity of different supervision and 
control tasks, the momentary mental load of the 
astronauts can be suboptimal. MECA should support 
an adequate load scheduling over time and available 
human-machine resources based on a model of 
cognitive task load that distinguishes three load 
factors: percentage time occupied, number of task 
switches and task complexity. 
Situation awareness and sense making. If severe, 
unexpected and time-critical problems occur, time may 
be limited to communicate with experts at the earth-
based Mission Control Center (MCC). In these cases 
the astronaut and MECA will have to be self-sufficient 
as a team in their problem-solving capabilities. MECA 
will have to provide situation awareness and sense 
making support by helping the astronauts in collecting 
relevant data, interpreting the data and the generation 
and testing of hypotheses. 
Decision making. Rational decision making shall be 
supported by exhaustive evaluation of options, 

collecting and providing an overview, ranking the 
options, and possibly proposing the best. Naturalistic 
decision-making is supported by functions that assess 
the situation based on patterns capturing experience 
and preference of the crew, recommend actions based 
on the patterns, check that the execution of the course 
of actions is according to expectancies, and test 
assumptions underlying human naturalistic decision-
making. 
Diversity of cognitive capacities. The astronauts have 
different expertise and experiences, and will perform 
their various tasks in different environments. This 
causes differences in the momentary capabilities, 
levels of attention and available modalities. MECA 
needs to be aware of these factors to be able to support 
the astronaut effectively by tailoring the 
communication to the available attentional resources 
and modalities. 
Trust and emotion. Given the dependency of the 
astronauts on MECA and the ways the human-machine 
collaboration will be shaped, a high level of trust is 
required. Such a level of trust can be realized with 
explanatory user interfaces that provide information of 
the inner workings of MECA. Furthermore, MECA 
should take into account the user’s emotional state and 
possible effects of the human-computer interaction on 
these states.  
Collaboration. MECA shall help to avoid gaps and 
overlap in individuals' assigned work (i.e. support 
coordination), to obtain mutual benefits of human and 
machine actors by sharing or partitioning work (i.e. 
support cooperation) and to achieve collective results 
that the participants would be incapable of working 
alone. Furthermore, it shall help to support the 
generation and maintenance of a shared mental model 
within human-machine teams, which contains both 
team knowledge as well as situation knowledge. By 
mediating between actors, insight will be provided into 
the other actors’ goals, intentions behavior and needs. 
Crew resource management (CRM) is a combination 
of techniques used to train a crew to operate in 
complex environments where teams interact with 
technology, aiming to minimize the effects of errors 
related with human factors (including communication 
and cultural aspects) and to maximize the crew 
effectiveness.  MECA should manage the skills and 
task performance of the crew, and plan and support 
training to keep performance to a level required by 
operational demands. 

2.3 Technology 
In addition to the operations and human-factors 
analysis, we conducted a technology assessment that 
distinguished three types of development that will 
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influence future Human-Machine Collaboration 
(HMC). 
1. Developments in the areas of ubiquitous computing, 
ambient intelligence and mixed reality bring forth 
distributed smart task environments with completely 
new ways of (computer mediated) human-human and 
human-technology interaction (e.g., [27, 28, 29]). Such 
environments support (a) the access to, and sharing of 
information, services and resources, and (b) the 
presence and engagement in distributed team activities.  
2. Current cross-disciplinary Research and 
Development (R&D) communities bring forth enabling 
technology that can be integrated, and possibly 
embedded, in such environments in order to sense, 
interpret and anticipate individual human conditions 
and behaviors (e.g. to improve safety and health) 
around themes like pervasive, affective and mobile 
computing; persuasive technology; augmented 
cognition; networked tangible interfaces (“Internet of 
Things”); and human-robot interaction (e.g., [30-35]).  
3. Developments in Artificial Intelligence, such as 
Multi-Agent Systems, bring forth real or virtual 
machines that can act autonomously in dynamic 
environments and take the initiative in joint human-
machine operations (e.g., [36-38]).  
  
There is one essential assumption for MECA derived 
from this assessment, i.e., it will act in a Smart Task 
Environment with automatic distribution of data, 
knowledge, software and reference documents. 
However, MECA should still provide operational 
support—based on history and current available 
information and knowledge—when infrastructure 
failures occur. It will apply state-of-the-art Agent and 
Web technology, model-based reasoning and health 
management, human-machine (e.g. robot) 
collaboration and mixed reality. An interesting new 
approach that fits very well with the MECA 
framework is the concept of self-assembling wireless 
autonomous reconfigurable modules [39]. Boundaries 
for this situated technological design space are set by 
the technical requirements on maturity, graceful 
degradation, maintainability and fault tolerance, and 
the fact that the technology will be performing in a 
hostile environment. Shared ontologies are seen as an 
enabling infrastructure for MECA to effectively 
enhance human-machine collaboration. 
 

3. SITUATED REQUIREMENTS 
BASELINE 

Section 2 summarized the first component of the sCE 
methodology (i.e., a work domain and support 
analysis). The second component of this methodology 

consists of the construction and maintenance of the 
Requirements Baseline (a table with all requirements) 
and the general design rationale that consists of the 
core functions, claims, and scenarios & use cases.  

3.1 Design rationale 
For the specification of the design rationale, we 
distinguish three steps that should be followed both 
from top and bottom  (i.e.,  a top-down, goal-directed 
approach to work out core functions and a bottom-up, 
event-driven approach  to address contextual or 
situational demands in scenarios, [8]).  
First, the core functions of the system are derived from 
the WDS analysis. Based on the analyses of 
operational demands and human-factors aspects, we 
identified seven ‘core functions’ that MECA should 
accomplish with the envisioned enabling technology. 
These core functions are: health management, 
diagnosis, prognosis & prediction, collaboration, 
resource management, planning, and sense-making 
Second, for each core function, one or more testable 
claims on its operational effects have to be specified; 
such a claim can be assessed unambiguously in review 
or evaluation processes. Both positive and negative 
claims can be specified (cf. [40, 41]). The first three 
claims consist of standard usability measures, while 
the subsequent three measures concern additional 
human experience and knowledge measures: 
• Effectiveness and efficiency will be improved 

both for nominal situations and anomalies, 
because MECA extends astronauts cognitive 
resources and knowledge (e.g. procedure and 
planning). 

• Astronauts will express high satisfaction for the 
MECA support, because (a) it is based on human-
machine partnership principles (e.g., for sharing of 
knowledge) and (b) the astronauts remain in 
control. 

• Working with MECA will be easy to learn, 
because the support is integrated into the task 
execution and can be accessed via intuitive 
multimodal user interfaces (application of visual, 
auditory and tactile modalities).  

• Situation awareness will be enhanced by an 
overview of relevant situation knowledge with the 
current plan, and the provision of context-sensitive 
notification mechanisms. 

• Astronauts show appropriate trust levels for 
MECA, because they share knowledge via simple 
“ecological” models that astronaut can easily 
access and understand. 

• MECA accommodates emotional responses 
appropriately in critical situations. 
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Third, scenarios & use cases have to be specified. 
Scenarios are coherent and situated stories about how a 
specific team of human and syntehtic actors behave or 
will behave in specific circumstances with the 
operational consequences. Scenarios are often 
visualized via annotated storyboards to present and 
discuss the design rationale, and used for the 
evaluation of prototypes. Use cases describe the 
general behavioral requirements for software systems 
or business processes, and have a specific specification 
format. According to our methodology, each use case 
should explicitly refer both to one or more 
requirements and to one or more claims. In addition, 
each claim and each requirement should be included in 
one or more use cases. A scenario can be viewed as an 
instance of one or more use cases. Use cases and 
scenarios are very useful when discussing a not-yet-
existing system with different stakeholders. With 
minor help most people are able to understand these 
design specifications. For MECA, we specified a rich 
and diverse set of scenarios. Subsequently, we selected 
a “core” scenario out of the scenario set, which 
incorporated all seven ‘core functions’, and worked 
this scenario out in more detail. Figure 2 presents an 
overview of the teams and actors in the MECA core 
scenario: Team A and B perform extravehicular 
activities on the Mars surface, while Herman is in the 
Habitat to perform some maintenance and self-care 
tasks (rover 2 is moving from Team A to Team B 
during the scenario). 

 
Figure 2: Teams and actors in the MECA scenario. The 

icon     represents a MECA Unit. 
 

 

3.2 Annotated requirements 
The ‘core function’, claims and scenario generation 
support the elicitation, validation and refinement of 
requirements. For each core function, claims and 
scenario, one or more requirements have to be 
specified for the future system (i.e., what the system 
must do in specific contexts with the expected 
consequences). The complete set of requirements 
comprises the requirements baseline. Below is a brief 
example of a requirement that is linked to several use 
cases (UC078, UC091 and UC093).  
 
RG1015 MECA shall enhance crew capabilities to perceive 

their environment, including equipment (health) state 
and crew (health) state, at a level of detail required for 
guaranteeing the safety of crew and the success of the 
mission. 
Use Cases: UC078, UC091, UC093  

 

Table 1 provides a brief overview of the so-called 
functional requirements. The MECA ‘core’ scenario 
incorporates all core functions mentioned in section 
3.1, and includes all processes and corresponding 
functional requirements of Table 1. 
 
Table 1: Outline of functional requirements. 
Process Functional requirement 

Information 
Gathering 

detect needs for operations and training 

Goal Setting select and prioritize goals for operations and 
training 

Plan Generation 
or Selection 

generate plans, or select pre-generated plans 
and procedures, for operations and training 

Plan Evaluation evaluate operational and training plans 

Prepare for 
Execution 

prepare the resources for executing 
operational and training plans 

Execution execute operational and training plans 

Processing 
Evaluation of 
Results 

evaluate execution results for operational 
and/or training purposes 

 
The use cases contain a link to the requirements it 
satisfies. Table 2 contains a simplified use case for the 
MECA ‘core’ scenario that links to the requirement 
RG1015. 
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Table 2: Simplified use case description with 
explicit links to the requirements. 

UC078  Hypothermic astronaut  

Goal Treat hypothermic astronaut that is on EVA, 
arrange that doctor is in medical facility to 
treat astronaut  

Actor personal MECA, MECA habitat, Rover, 
Astronaut in habitat, Astronauts on EVA, 
hypothermic astronaut  

Level Level 0 (High Level Ops Scenarios)  

Precondition Astronaut on EVA is hypothermic  

Post 
condition 

Hypothermic astronaut is in medical facility 
being treated  

Main Success 
Scenario Step Action 

1 

… 
personal MECA detects 
hypothermia in astronaut on EVA 
…  

 
Satisfies 
Requirements 

RG1015, RF2097, RF2110, RF2120, RF2130, 
RF2131, RF2133, RF2140, RF2163… 

 
Table 3: Outline of the core scenario with 
corresponding claims. 

Scenario Claims 
1. Benny and Brenda are rock 

collecting … 
 

2. Benny’s spacesuit heater fails. Emotion ↓ 
Situation awareness ↑ 

3. Benny and MECA unit detect 
and diagnose problem together. 

 

Effectiveness ↑ 
Efficiency ↑ 
Easy-to-learn ↑ 

4. Brenda helps Benny by looking 
if there is ice on his suit. 

Emotion ↓ 
Situation awareness ↑ 

5. MECA predicts hypothermia 
and calls for help …. 

Situation awareness ↑ 
Satisfaction ↑ 

6. MECA advises Team B to start 
walking …. 

Trust ↑ 

7. Herman and MECA select 
rover to pick up Team B 

Situation awareness ↑ 

8. Herman in the habitat prepares 
to receive the astronaut. 

Easy-to-learn ↑ 

9. MECA informs astronaut (and 
other entities) of plan. 

Situation awareness ↑ 

10. Benny faints earlier than 
predicted. 

Trust ↓ 

11. Brenda, MECA and rover 
devise way to pick up Benny. 

Learn., emotion ↑ 
Effectiveness ↑ 
Efficiency ↑ 

12. Rover transports …. Situation awareness ↑ 

 
Table 3 presents an overview of the annotations of the 
user experience claims on the effects of MECA 
support for the core scenario. 
 

3.3 Expert reviews 
A System Requirements Review (SRR) was conducted 
with eight experts from ESA-ESTEC. The experts 
evaluated the requirements baseline, use cases and 
scenarios on consistency, understandability, relevance, 
unambiguousness, verifiability, completeness and 
coherence. Via a website the experts filled in an 
individual review “table”. The review outcomes were 
discussed in a group setting to determine which 
improvement actions should be taken: addition, 
deletion or change of requirements, and refinement of 
use cases. Requirements that were added have a trace 
to the specific input of a reviewer in the table. See an 
example of such a trace below, with left the unique 
requirement number, then the requirement and below 
the trace to the SRR: 
  RF2021   MECA shall support information gathering to 

detect needs for operations and training.  
  Trace: RID:SRR#76; RID:SRR#77  

 
The start of the second type of cycle “scenario-based 
prototype evaluation” (see figure 1) consisted of 
reviewing the design of the MECA system in a 
Preliminary Design Review (PDR), with the “core 
scenario” and corresponding claims. This review was 
conducted by four experts of ESA-ESTEC. The 
procedure of reviewing was the same as with the SRR, 
filling in a review table and participating in a meeting 
to determine the corresponding actions to be taken. 
This resulted in refinement of the design and scenario. 
 

4. PROTOTYPE EVALUATIONS 
 
Based on the analysis and review outcomes of section 
3, we consolidated the scenario and developed a 
general architecture that is the starting point for 
prototype (see Figure 3). The core functions of MECA 
will be incrementally included in this prototype. For 
the scenario and support functions, we constructed a 
storyboard. This storyboard is the vehicle to realize our 
incremental incorporation of MECA functions into the 
prototype: more-and-more the functions—as visualized 
in the storyboard—replace the corresponding 
storyboard components. The first incomplete prototype 
was complemented with a storyboard for a major part 
to allow for a first evaluation via a user group 
walkthrough, whereas the last version only included 
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the “completion storyboard picture” to allow for 
simulation-based evaluation.   
 

 Figure 3: General MECA Architecture. 
 

4.1 User group walkthrough 
Four expert engineers in the domain of human 
exploration and supportive systems participated in the 
user group walkthrough that took about three hours. 
The participants were walked through the scenario by a 
MECA team member and answered questionnaires 
during and after the walkthrough. Storyboarding was 
used to illustrate the operations, context and MECA 
support functions (figure 4). 

 
Figure 4: Storyboard picture with Herman in 
habitat, keeping an overview of all teams on EVA. 
 

The first objective of the walkthrough was to evaluate 
the scenario and, if shortcomings are identified, to get 
recommendations for improvement (adjustment, 
additions). Important recommendations for 
improvement were that the scenario should better show 
that it is an emergency in which all hands are on deck, 
and that MECA should show alternative solutions. 
Furthermore, the scenario could be enriched to include 
remote (MECA-mediated) collaboration, in which the 
medical specialist (in Team A) is communicating with 
Herman during the just-in-time training and the task 
execution itself. 
The second objective of the walkthrough was to assess 
the support functions of MECA in a "scenario-context" 
and, if shortcomings are identified, to get 
recommendations to improve MECA's functionality 
(which should feed into the RB). In particular, the 
acceptance of a support system that monitors cognitive 
and emotional state seemed to be low, and it was 
doubted whether this really could have beneficial 
effects. Further, it was proposed that MECA could 
give a confidence level to its suggestions and that it 
proposes alternatives. 
 

4.2 Human-in-the-loop evaluations 
The MECA core functions were included in the 
prototype incrementally, following a general top-down 
process in which the support functions are being 
refined at three abstraction levels. On the first level, 
based on users’ goals and support needs, the system’s 
functions and information provision are specified (i.e. 
the task level of the user interface is determined). On 
the second level, the control of the functions and the 
presentation of the information is specified (i.e. the 
“look-and-feel” or the communication level of the user 
interface is established). On the third level, the 
interface design is implemented in a specific language 
on a specific platform (i.e. the actual support is 
established at the implementation level). In the lab-
prototype, the focus is on the task level; most functions 
will be simulated by a human experimenter via the 
Wizard of Oz method. This prototype allows for 
human-in-the-loop evaluations, providing support via a 
state-of-the-art mobile device. It should be noted that 
the main objective of this prototype is to assess MECA 
at the task level, and that we did not invest in 
optimizing the communication level. Most functions of 
the prototype are simulated (“scripted”) via the Wizard 
of Oz method (i.e., a human plays most of the MECA-
functions behind the screens according to a strict 
protocol), and the environment (Mars surface with 
objects like rovers and astronauts) is simulated in a 
virtual environment (projected on the walls).  
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We conducted a scenario-based evaluation using such 
a virtual environment (i.e., a Commercial-Of-The-
Shelf (COTS) game-engine), [42]. The evaluation 
consisted of two successive parts: (1) A multi-role test 
with 11 participants playing the different persons 
(roles) of the scenario, and (2) a validation test of the 
results with submarine operators. 

 
Figure 5: Example of MECA user interface, 
providing procedure and diagnosis support. 
 

Figure 6: Example of MECA, helping to re-allocate 
resources (rovers) to cope with critical situations. 
 

In general, the method of game-based evaluation 
worked well and provided further insight into the user 
needs for MECA support, in addition to the previous 
Structured Walkthrough. Distinguishing between task 
level—where the focus was—and communication level 
issues proved to be possible. Corresponding to the 
Structured Walkthrough, participants confirmed the 
good potential MECA has to support astronauts in the 
game-based evaluation. Eight out of eleven 
participants found MECA pleasant to work with. 
Participants who found MECA unpleasant to work 
with had comments on the maturity of the prototype, 
the way of evaluation (no voice communication 
between participants) and that MECA could be more 
pleasant if it was resource oriented instead of task 
oriented. Six out of eleven participants found that 
MECA offered sufficient support. Participants who 
disagreed mostly remarked that there should be a 
single overview page available. 

 

 
Figure 7: These pictures show two participants 
playing different roles in the scenario. 
 
Naval operators are highly trained and prepared for 
nominal and off-nominal situations. Furthermore, they 
have experience with naval missions that are operated 
in rather isolation (communication to the “outside” can 
be blocked), for a relatively long duration (e.g. 
months), and under extreme conditions (limited space, 
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closed working and living environment). The 
operations are highly dependent on technology (e.g. 
energy, oxygen production), and costs of failures are 
high (i.e., safety is a crucial issue). These specific 
characteristics of submarine crew and operations show 
remarkable correspondences with space crew and 
operations. At this moment, European astronauts were 
heavily involved in ISS training and could not 
contribute to our evaluation; therefore, we chose the 
submarine group to validate the evaluation results. In 
general, the submarine participants confirmed the 
outcomes of the first game-based evaluation with 11 
participants. They were very positive on the MECA 
support, and noted that there is a need for such support 
in the envisioned scenario and environmental 
conditions. Two observations were of specific 
relevance. First, the observation that the current 
version of MECA is too rigid and should better allow 
for flexible human operations: it should not 
straightjacket astronauts’ work. This should be 
addressed in MECA’s requirements baseline (e.g. on 
the issue of mixed-initiative) and the next evaluation. 
Second, the submarine operators emphasized the 
importance of affective responses: the crew has to 
adequately cope with such—anticipated—responses, 
and MECA could provide support on this issue. 
Dealing with cognitive and affective load should be 
further worked out in the next prototype. 
Whereas the Walkthrough participants expressed 
reluctance to MECA’s function for monitoring 
astronaut’s cognitive load and emotional state, the 
participants were very positive on this function in the 
simulation-based evaluation. This may be due to the 
fact that the last participants did not include “real” 
astronauts. Based on this result, we will continue to 
refine this function for the next MECA prototype, and 
investigate the possible reluctances and ways to 
overcome them. With respect to the prototype, it is 
important to allow for more flexibility in the next 
evaluation. The current Graphical User Interface (GUI) 
dialogue was rather rigid, providing some hindrance 
for users to express their support needs during the 
scenario. A more free speech dialogue, in which 
speech recognition and synthesis can be simulated in a 
Wizard of Oz setting, should be included in a next 
evaluation. 
 

5. CONCLUSIONS AND DISCUSSION 
 
Manned long-duration missions to the Moon and Mars 
set high operational, human factors and technical 
demands for a distributed support system, which 
enhances human-machine teams’ capabilities to cope 
autonomously with unexpected, complex and 

potentially hazardous situations. Based on a situated 
Cognitive Engineering (sCE) method, we specified a 
sound—theoretical and empirical founded—set of 
requirements for such a system—called Mission 
Execution Crew Assistant (MECA)—and its rational 
consisting of scenarios and use cases, user experience 
claims, and core support functions. We started with an 
elaborate analysis of (1) past and envisioned missions 
to the Moon and Mars, (2) current and future 
technology, that might provide the required operational 
support, and (3) human factors issues, that appear in 
such missions and support technology. This resulted in 
the definition of the distributed personal ePartners 
concept and a first set of MECA requirements and its 
rational. This situated Requirements Baseline (RB) 
was reviewed by persons with relevant but different 
experiences and expertise. Furthermore, the core 
MECA functions were incrementally implemented into 
a lab-prototype (most of the functions were simulated). 
Subsequently, a human-in-the-loop evaluation was 
conducted, using a virtual (game) environment.  
 
Table 4: After the first review, we established a 
Requirements Baseline with 142 requirements. 
Subsequent evaluations and reviews resulted in a RB with 
167 requirements. 

Type  Same Refine New Total 

Task Level 
Requirements  16 5 6 27
Functional 
Requirements  27 14 6 47
User Interface 
Requirements  25 15 5 45
Technical 
Requirements  8 2 6 16
Operational 
requirements  1 2 1 4
Interface 
Requirements  27 0 1 28
TOTAL: 104 38 25 167

 

MECA comprises distributed personal ePartners that 
help the team to assess the situation, to determine a 
suitable course of actions to solve a problem, and to 
safeguard the astronauts from failures. In addition to 
standard requirements reviews, we tested and refined 
the RB via storyboarding and human-in-the-loop 
evaluations of a simulation-based prototype in a virtual 
environment. Overall, the sCE method provided a 
reviewed set of 167 high-level requirements that 
explicitly refers to the tested scenarios, claims and core 
support functions on health management, diagnosis, 
prognosis & prediction, collaboration, resource 
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management, planning, and sense-making (see table 4). 
Taken together, the evaluation results confirmed the 
claims on effectiveness, efficiency, satisfaction, 
learnability, situation awareness, trust and emotion. 
Based on the results, issues for improvement were 
identified and prioritized (e.g., acceptance of mental 
load and emotion sensing, improving team situation 
awareness, and enriching the speech dialogues).  
 
In general, the situated sCE method proved to work 
well. First, the method provided a refined and 
validated scenario, an alternative scenario, and broader 
set of scenarios and use cases that link to the 
requirements. Claims were refined and confirmed, and 
issues for further research prioritized (e.g., acceptance 
of load and emotion sensing). The participants were 
positive on the core functions. Future research and 
developments will have more operational realism (i.e.., 
the Mars500 programme [43], the International Space 
Station, and Mars analogue environments on earth): A 
further development of the MECA knowledge base, 
which will be tested for long duration, in both off-
nominal and nominal situations, in relatively isolation 
and with more astronaut involvement. 
 
The sCE methodology has been developed and 
successfully applied for the design of support systems 
for manned space missions. A recent application of this 
methodology in the defense domain was also 
successful: It provided a practical, coherent and 
extendable requirements baseline for adaptive track-
handling support that can be incrementally developed 
and implemented [44]. It is interesting to note that—
for a part—similar human factors theories and models 
were applied in the work domain and support analysis. 
By explicating the design rationale in a similar way, it 
is rather easy to identify which support elements can 
be applied to the different domains and which elements 
are really domain specific. 
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