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Abstract.

The application of phase arrays is growing for N&pplications. State of the art ultrasonic arraysscsi
of many small piezo-electric elements that canxwited separately to synthesize a desired wave.fron
This may vary from simple plane waves to compleagsd focusing wave fields.

An implicit requirement is that the source stren@tnsitivity) of all elements is equal, to prevartifacts
in the generated wave front. The same holds fodétection of ultrasonic waves. In typical commalrci
ultrasonic arrays, however, the sensitivity vaoiasi can be significant: amplitude variations& dB are
not uncommon. Pulse-echo data can be used foratidib of element strengths, but has some limitetio
Pulse-echo corrections can only be implementedrataly when the sensitivity in transmission is ddqaa
the sensitivity in detection. For ultrasonic measuents this is not necessarily true when sepamatsrit
and receiver arrays are used, but is also not evisben the same array is used. A new data-drivbade
is demonstrated that can be used to determingdljadncy dependent sensitivity of each element in a
phase array in emission and detection separately.
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1 Introduction

Ultrasonic arrays consist of many small piezo-elecelements that can be excited
separately to synthesize a desired wave front. iflaig vary from simple plane waves to
complex-shaped focusing wave fields.

An implicit requirement is that the source strend#ensitivity) of all elements is
approximately equal, to prevent artifacts in thaegated wave front. The same holds for
the detection of ultrasonic waves. In typical comerad ultrasonic arrays, however, the
sensitivity variations can be significant: ampliéud/ariations of+ 3 dB are not
uncommon. Pulse-echo data can be used for cabbrati element strengths, but has
some limitations. For example, it requires preseasfce regularly shaped medium, so that
the medium response is equal for all elements. Mae pulse-echo corrections can only
be implemented accurately when the sensitivityamgmission is equal to the sensitivity
in detection. For ultrasonic measurements thisads mecessarily true when separate
transmit and receiver arrays are used, but isras@vident when the same array is used.
The hardware used for the measurement may alscapialg here.

In this paper, we present the application of abtcation routine for frequency-dependent
emission and recording strengths to ultrasonic sttaner elements. The routine,
originally developed for the calibration of seisndiata, exploits medium reciprocity and
uses waveform inversion [1, 2]. A particular adea® is that the calibration can be
performed for irregularly shaped media, which can éxample even be the medium



under investigation. This allows for a dynamic cemgation for varying source and

receiver strengths, which can in particular be wisehen source and receiver strengths
change or deteriorate over time during inspection.

We first discuss the underlying model and its imiplassumptions. For a complete

description, we refer to extensive discussions by Yossen et al. [1, 2]. The model is
then applied to both a synthetic data set, andt afsmeasurement data obtained in a
laboratory setup.

2 Theory

2.1 Initial assumptions

Consider the case where an array is built from dlvidual ultrasonic source/receiver
transducers, located near an arbitrarily shapddctef. If two separate source/receiver
arrays are used, they should be closely spacedata collection, all source-receiver
combinations are to be fired, recorded and stoepdrsitely, leading to N2 time traces.
For the model to be applied successfully, the ssuend receivers should be equally
spaced. We furthermore assume that the directipgytern of each element is
approximately equal, and the opening angle is slhiahfor a certain source, a significant
amount of receivers is illuminated. Ideally, thensducers should be regarded as point
sources. Finally, we assume that the directivititguas in the out-of-plane direction are
approximately equal for all transducers, and réfdes returning from out-of-plane
events are weak. These conditions are met in nrastipal applications of ultrasonic
arrays, where transducer elements typically hawealedimensions and predominantly
two-dimensional structures are under study.

Under these assumptions, variations in recordedakigtrength are either caused by
varying overall source and receiver strength vimat or a varying medium response.
The task at hand now is to extract the correctc®and receiver variations.

22 Convolutional model in the log-Fourier domain

We describe the recorded signal V(t) by the convahal equation

V(t) = R(t,i)CG(, j,i1) CS(t, j), (1)
where, j indicates the source index, i the receindex, R the i-th receiver response, S
the j-th source signal, and G the unknown lineaeé@’s function) medium response for
this source-receiver combination. Here, (*) indésatthe convolution operator. By
converting to the Fourier (frequency) domain, tie/6 terms are multiplied rather than
convoluted. A more efficient transformation is e tlog/Fourier domain:

V(w) = IogUV(t) exp(iat)dt). )
Then, the measured output for each frequencgn be expressed as a sum of S/R/G
responses rather than a multiplication:

V(@) = R(@,i) +G(@, },)) + S(@, ]). (3)



The real part of &) corresponds to the signal amplitude, while thegmary part
corresponds to the phase. In the remainder, waatetste analysis to the real component
(limiting the method to amplitude corrections), amejglect varying static phase shifts
between the elements.
By transforming to the log/Fourier domain, the peob can now be converted into a
system of linear equations [2]:

AM(w) = d(a), (4)
where, the data vectoral( contains the measured response at frequenend
M) = (MGE)T MR@)T mSE)T)T is the model vector containing the frequency-
dependent medium (mG), receiver (mR) and source (esponse (with T the transpose
operator). These vectors have zero average valuihel definition of the matrix A, we
have implicitly assumed reciprocity of the mediu@tt,i,j) = GT(t,j,i) [2].

2.3 Regularization criteria

In its current formulation, the solution is undestenined, that is, there are more
unknowns than (linearly independent) equations. tAé&refore add information to the
problem by defining two additional criteria [1], weh will be discussed only qualitatively
here. The first (I) is that the variation in comraaffset sections should be minimal. In
other words, when data with common offset is setéftom the full set of measurements,
the amplitude variations are assumed to be largalysed by source/receiver strength
variations. This criterion is valid in case latevalriations (i.e. parallel to the array) in
medium structure are weak.

The second criterion (II) is that variations in #@mmon source domain are assumed to
be due to variations in source strength, and likevior receiver strengths in the common
receiver domain. In other words, when the energgllo$ignal strengths received from a
single source are summed, the variation with rdsigethe sum obtained for a different
source can be attributed to the variation in sowsttength. For this criterion to be
applicable, a sufficiently large number of recesvehould be illuminated by a single
source, vice versa.

These criteria provide us with a covariance matrix

CL 0 0
ci=| 0 ck o] 5)
0 0 CL

with CmG covariance matrices obtained from quatiniédy applying criterion |, and
CmR, CmS for criterion Il. Though not required,st bf reasonable initial estimates for
medium parameters m0 = (MGy)T MR,00)T mS,00)T) T is obtained as well.

24 Inversion

Using the information obtained above, the leastseg solution in the log/Fourier
domain is obtained by [3]:



m = (ATct A+ (ATCd +Cimy ), 6)
where Cd is the (diagonal) data covariance matiire source and receiver correction
factors in the frequency domain are obtained bgutating exp(-mS,LS) and
exp(-mR,LS), respectively. Note that in wave sysifiesource corrections should be
applied a priori (before source signal emissior)ilevreceiver corrections can be
implemented a posteriori. The described model @emented in Matlab. For a typical
geometry of 64 elements, an inversion operatiorafsingle frequency component takes
several seconds.

3 Applications

We demonstrate our calibration model by considefivagexamples. The first is a
synthetic line array consisting of 64 elementshwiburce/receiver variations on the full
spectrum. The second is a set of experimentalatataned with a 256-element circular
array in a laboratory setup.

31 Synthetic example

To demonstrate this technology we use a 64 eleptege array mounted on a wedge.
The wedge is place on top of a wedge-shaped ddgsdtoThis is to show that this
method does not require a rectangular test blolls dnly assumption here is that the
back wall should have a smooth shape.

Using finite difference modeling a dataset is gatest, where all elements of the array
are fired separately (full matrix capture). Thensilg are recorded by all elements.
Random sensitivity variations are introduced ims$raission and detection separately.
Obviously these variations are consistent witheesfp source and receiver.

Figure 1. Geometry of numerical example, consisting wedge shape steel block and a
phase array probe with 64 elements.



A modeled record is shown in Figure 2, before dtet applying the random sensitivity
variation. For simplicity one scale factor is applion a time signal, although the method
is capable of recovering frequency dependent vansit
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Figure 2. (a) Synthetic model. (b) Typical measisignals.

Running the inversion scheme as described in #peipyields the transmit and receive
sensitivities of all elements in the phased arfde inversion result is shown in Figure 3,
where the markers indicate the recovered sengviind the solid blue line indicates the
actual sensitivities. Applying the correctionstte tactual sensitivities yields the green
line, which is very close to unity. The transmitaeceive sensitivities are shown
separately.
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Figure 3. (a) Applied (red) and recovered (bluajrse variations. (b) (red) and recovered
(blue) receiver variations.



After applying the corrections to the modeled tsignals, a very consistent record is
obtained. The image quality will greatly benefardr such a high level of consistency.
Sensitivity variations are generally known to casseous artifacts in images.
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Figure 4 Modeled record with sensitivity variatida3 and after application of
corrections for differences in sensitivity in tramssion and detection

3.2 Measured data

A picture of the measurement setup is shown inréiguWe use a circularly shaped
array (7.5” diameter), developed for inspectiomibfind gas pipe lines. The array counts
256 source/receiver elements, each of approximateiyn diameter and 3 mm height,
and emitting at a center frequency of 600 kHz aitiypical bandwidth of 100%. For
calibration purposes, the array is placed in wiater circular Perspex calibration ring.
The 256x256, 100-pus length raw time traces arermddaby multiplexing over all source
and receiver channels, and are subsequently préf@eh@and stored digitally.

First of all, we look at the pulse-echo data araititegrated signals for each source
(defined as the sum of intensities over all reasiveefore amplitude correction). Figure
6a shows the pulse-echo signals. Typical variatiens the range of +/- 3 dB, with
some elements showing nearly no sensitivity attal. known that for one element
(index 33), the multiplexer receiver channel is dged. This means that this element is
able to emit, but not receive (something which cartoe derived from pulse-echo data
alone).
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Figure 6. (a) Pulse echo spectral intensities fa@lements in the circular array, before
(left) and after (right) calibration. Colors indieasspectral intensity in dB. (b) Integrated
source intensity variations, before (top panel) after (bottom panel) calibration.



The source and receiver strengths calculated bgatligration in the range 300-950 kHz
are shown in Figure 7. One can see that the irtfewaiiations are larger at the high
frequency side (as already demonstrated by Figale $pecific weak sections (element
no. 230 and higher) should be corrected by as raachfactor of six. Over the full array,
only small differences between source and recew@gection terms are found, except for
the afore-mentioned element 33.

The calibration is now implemented by dividing fhequency-dependent source and
receiver strength by the factors shown in Figuréhé corrected integrated pulse-echo
intensities in Figure 6 show a reduction of a facidfive with respect to the uncorrected
results, as well as an improved, regularly shapgskepspectrum.
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Figure 7. (a) Source strengths determined usingéiseribed formalism. (b) Receiver
strengths.

4 |mage quality improvement

Sensitivity variations between different elements iphased array affect the quality of an
image. To illustrate this, we modeled the resparigbree side drilled holes. Amplitude
variations were applied to simulate the variatioelement sensitivity. The amplitude
variations are 1 dB, 3 dB and 6 dB, respectively.

The results are shown kigure 8. The optimal image (no sensitivity variations begn

the array elements) is shownkigure 8a. Comparison witlrigure 8b, leads to the
conclusion that 1 dB sensitivity variation is quateceptable since there is no visible
degradation of the image. However in case of 3 dBiare Figure 8b and c), the image
contains serious artifacts. This effect is morenpumced for the shallow side drilled

hole.
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Figure 8 Images of three point diffractors for m&sing variation in element sensitivity of the ghasay,
a) no sensitivity variation, b) 1 dB variation,XJB variation, d) 6 dB variation



5 Concluson

In our view one should try to remove all factorattmake inspections component
specific. Ultrasonic transducers are known to dffiee signal response significantly,
reducing the repeatability of measurements.

We have presented a method to correct amplitudatiars due to sensitivity variations
in elements of ultrasonic arrays. This allows fonditioning of the spectral response of
arrays and effectively removing their imprint frahe measurement.

This method was demonstrated to yield excellentlt@®n both synthetic and
experimentally obtained data. Application of thereotions shows that sensitivity
variations can be reduced to less that 1 dB.

Imaging results indicate that 1 dB sensitivity ®ions are quite acceptable, but the
image quality degrades quite quickly if the semgitivariations are larger than 1 dB.
The demonstrated calibration routine can be a Wéu@ol for various inspection
techniques. We are now researching the practigalleimentation of this method in
different array geometries. A next improvement wotome from making a correction of
static phase shifts for individual elements, whghburrently being investigated as well.
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