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Abstract This paper presents a method that has enabled us to make a selection
of error types and error production mechanisms relevant to the HUMAN Euro-
pean project, and discusses the reasons underlying those choices. We claim that
this method has the advantage that it is very exhaustive in determining the relevant
error types and error production mechanisms, and that the final objects are selected
according to explicit requirements, without missing relevant error types and error
production mechanisms.

1 Introduction

It is a well known fact that human errors are the main contributing factor in avia-
tion incidents and accidents (according to a Boeing study in 2004, human errors are
involved in 62% of the accidents [1]). The main objective of the European project
HUMAN is to build a methodology for human error prediction that is applicable in
early phases of the design of a new system. The method foresees to simulate the
interaction with the system by means of a dynamic cognitive model. By having a
model of the crew, human behaviour is predicted, including specific types of errors
considered as relevant by the manufacturers, cf. [5]. To achieve this objective, we
rely on two functionally equivalent simulation platforms, a physical simulation plat-
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form, comprising a full scale simulator usable for human-in-the-loop experimental
simulations, and a virtual simulation platform. The virtual simulation platform will
be used to produce predicted crew activities (with a special focus on human er-
rors) on a series of dedicated experimental flight scenarios also used on the physical
platform. The behaviour of the pilots in the experiments on the physical simulation
platform is then compared with the behaviour of the cognitive model on the virtual
simulation platform, to validate and improve the cognitive model.

A major input for the development of the cognitive model is the selection of the
errors on which the HUMAN project will focus. The cognitive model should be
able to predict errors that can occur during interaction with a target system, which
in HUMAN is a cockpit system known as the Advanced Flight Management System
(AFMS), which user interface is the Advanced Human Machine Interface (AHMI).
We also need to determine the cognitive mechanisms that cause the selected error
types. In this paper, we therefore differentiate between the concepts of error type
(ET) and error production mechanism (EPM). ETs are the observable behaviour
(phenotypes), while EPMs are the mechanisms by which error types occur (geno-
types). This paper will describe the process by which the ETs and EPMs for HU-
MAN have been selected.

2 Method

To select ETs (Error Types) and EPMs (Error Production Mechanisms) appropriate
for HUMAN we decided to apply the following strategy, based on 6 steps:

1. Definition of requirements for error taxonomies. As we use existing taxonomies
as a source for the ETs and EPMs, and some in domains very remote from human
factors (e.g., insurance companies), we need to make a selection, and therefore
define requirements our source taxonomies have to comply with.

2. Literature review.
3. Selection of relevant taxonomies. A subset of the candidate taxonomies found in

step 2 are selected, based on the requirements defined in step 1. These are our
source taxonomies that are particularly relevant for our target domain and the
framework of the HUMAN project.

4. Definition of requirements for ETs and EPMs. The source taxonomies contain
plenty of ETs and EPMs, with only a subset of them useful for HUMAN. A
selection therefore has to be made based on requirements specified for ETs and
EPMs.

5. Documentation of ETs and EPMs in the selected taxonomies. To perform the
selection of the final ETs and EPMs (step 6), each ET and EPM first has to be
described along a series of dimensions, relevant to the requirements specified in
step 4.

6. Selection of final ETs and EPMs. The ETs and EPMs found in the source tax-
onomies (step 4) and documented in step 5 are evaluated according to the re-
quirements, ratings are provided, and the final selection is made.
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Several general principles guided us during the performance of these six steps.
First of all, the goal was to be as exhaustive as possible. For that reason, we first
produce candidate taxonomies, and then candidate ETs and EPMs. Also, the selec-
tion processes should be as rational and explicit as possible. This is why we specify
explicit requirements, for taxonomies as well as for ETs and EPMs. Last, the selec-
tion processes should be as ‘democratic’ and efficient as possible, making use of all
resources available to us. Every potential contributor in the project is be required to
provide inputs.

Step 1: Definition of Requirements for Error Taxonomies The selection of a
scope in which to investigate human error taxonomies, error types and error produc-
tion mechanisms is particularly important. The ETs and EPMs selected will become
the central focus of HUMAN. The scope we selected for error taxonomies is ‘The
modern cockpit in a future ATM environment’, since it relates to the overall scope of
HUMAN itself. Aiming at something larger (e.g., other vehicle types than aircraft)
would be too ambitious and yield selected ETs and EPMs which, despite being very
interesting, are beyond the modelling and investigation capabilities of HUMAN.

Having determined the scope, we identified requirements for selecting the tax-
onomies actually relevant for HUMAN: Beside that the taxonomies have to be rel-
evant within the defined scope, they should cover the most relevant ETs within the
defined scope, and should include either observable error characteristics (pheno-
types) for each ET, or the taxonomies should focus on understanding the cognitive
process involved in the production of human error (genotypes) and the associated
EPMs. In addition to this, the taxonomies should refer to ETs and EPMs that have
either a significant frequency of occurrence, or whose occurrence is particularly
safety threatening. In order to easier defer the EPMs, taxonomies with strong theo-
retical or methodological foundations should also be preferred, and they should be
well-established and well-tested.

Step 2: Literature Review The first step was collecting papers on human error
taxonomies and human errors in general, to get a better acquaintance on existing
taxonomies. In this initial research, we did not limit our search to aviation, but also
included other safety critical domains. In addition, we collected also literature about
the relevancy of errors to the aviation. Listing this literature in this paper would
exceed its scope. A very interesting and exhaustive error taxonomy literature survey
can be found in [4]. The authors of this document categorized the taxonomies by
their different foundations:

• Task-based taxonomies mostly describe lists of ‘external error modes’, which
refer to the structure and elements of the external human task and classify the
overt characteristics of the error. An examples for these taxonomies is [11].

• Communication system models and taxonomies mostly deal with mass communi-
cation, and are not primarily models of cognition. However, some of the models
can be used to model communication within HUMAN, e.g. [10].
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• Information processing models and taxonomies examine human performance by
attempting to trace the information flow through several processing stages from
information input to response output, e.g. [12].

• Symbolic processing models and taxonomies regard humans and computers as
general purpose symbol manipulating systems, and are closely related to the in-
formation processing tradition, and related to artificial intelligence and cognitive
science, e.g. [6, 9, 8].

• Other models and taxonomies bundle other taxonomies, not fitting in the above
schema, e.g. the situation awareness error taxonomy of [2].

We used this categorization, but added also other interesting taxonomies that were
not described in [4], e.g. [7, 3]. For each paper on our list of potential error tax-
onomies, we wrote small summaries, to make it accessible for all partners involved
in the selection process. This list has then been used to select these taxonomies, fit-
ting to our requirements and are of particular interest for HUMAN.

Step 3: Selection of Relevant Taxonomies Each partner involved in this task iden-
tified, independently of each other, the most relevant human error taxonomies, in
accordance with the requirements. By doing this independently, we attempted to
ensure that the selection process was exhaustive, as objective as possible, and that
no interesting candidate was missed. Noticeably, most of the taxonomies finally
selected were selected by all partners. We discussed the proposed taxonomies and
their associated papers or reports extensively, taking the requirements explicitly into
account. At the end, we decided to add to the commonly chosen taxonomies some of
the taxonomies chosen by only a single partner, as this was in line with the require-
ment of being able to cover most of the relevant Error Types. After these discussions,
we all agreed on the following ‘source’ error taxonomies:

• The Phenotype oriented taxonomies of [11]: very relevant within the defined
scope, and including observable error characteristics.

• The Genotype oriented taxonomies of [8, 9, 6, 7, 2]: very relevant within the
defined scope, and focusing on understanding the cognitive processes involved
in human error production.

The lists above not only cover most of the categories of taxonomies in [4], but also
additional ones, mentioned in separate literature. The only category we decided to
leave out is the communication models and taxonomies, since we had no commu-
nication model for HUMAN. To reduce the risk of ignoring or even rejecting im-
portant ETs and EPMs, it was decided to ask the other HUMAN experts, namely
human factor experts and pilots, to comment on the completeness of the selection
and whether the error types in the source taxonomies occurred frequently in the
cockpit. The experts approved the selection and did not propose any additional tax-
onomy or error types. In addition, we also performed cross checks with the FAA
error list (FDAI Database).

Step 4: Definition of requirements for ETs and EPMs In order to select ETs and
EPM for HUMAN in a very systematic way, with explicit procedures and decision
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criteria, we derived the following requirements for ETs and EPMs: 1) The ET/EPM
should be frequent in modern flight cockpits. 2) They must be relevant for the HU-
MAN target system (AFMS and AHMI). It must be possible to 3) detect the asso-
ciated error types (ETs) in the data that we will gather in experiments with human
pilots (PSP), and 4) the error production mechanisms (EPMs) behind the ET must
be understandable (i.e., it must be possible to derive them from the observations on
the PSP). Last but not least, 5) the effort for predicting the EPMs with the cognitive
model must be compatible with the resources of HUMAN.

Step 5: Documentation of ETs and EPMs in the selected taxonomies With the
list of selected taxonomies from step 3, we have a list of potential ETs and EPMs.
We documented the potential error types on different dimensions, according to the
requirements derived in step 4. Seven human factor experts and pilots evaluated the
frequency and relevance of the ETs, and three cognitive modelling experts evaluated
the possibility to detect the ETs and evaluated the EPMs on understandability and
effort for predicting them.

Fig. 1 Example of documentation of the different dimensions for the ET Entire task omitted

Figure 1 shows an example of documentation for one of the ETs, namely Entire
task omitted. This error type belongs to the phenotypical, task-based taxonomy [11].
For each identified EPM, the two dimensions predictability and understanding are
evaluated, for example for Learned Carelessness, see Figure 2. After the ratings
have been collected, the mean values of all ratings constituted inputs for the selec-
tion process in step 6. Discussions were held when very conflicting ratings were
provided by the experts.
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Step 6: Selection of final ETs and EPMs The final selection is based on the docu-
mentation of the ETs and EPMs described above. The results of the documentation
are aggregated into a single table, for each candidate ET and EPM, to help with the
selection process. This allows us to derive associated cost (in terms of development
effort), and the difficulty and risk (of failure) for the project for all ETs and EPMs.
We used a series of formulas in the table to calculate the ‘interestingness’ of the
ETs and EPMs in a formal, explicit, and as objective as possible way. An ET will be
considered interesting if it is frequent, relevant for HUMAN and easy to detect on
the physical simulation platform. A formula computes a value based on these three
ratings and considers the ET as ‘interesting’ if the value obtained is above a thresh-
old IET . An EPM will be considered interesting if it is easy to understand and to
predict. Another formula computes a value based on the two respective ratings and
considers the EPM as ‘interesting’ if the value obtained is above threshold IEPM .

Another formula is used to calculate a recommendation for selecting ETs, i.e. an
ET is recommended for selection, if it is above IET , and it has at least one contribut-
ing EPM with a calculated value above IEPM . Even though these formulas provided
a first set of candidate ETs, we developed two further formulas for the final selec-
tion by the experts: The first formula computes the ‘Return on Investment’ (ROI)
for the HUMAN project associated with a given ET (and its underlying EPMs). ETs
with a high level of interestingness and whose EPMs are interesting and easy to
implement have a high ROI. Second, the ROI value obtained for each ET is then
processed to determine if the ET should be considered of high priority (ROI above
a threshold PET ) and therefore addressed early in the project, or of a lesser prior-
ity, to be addressed at a later stage. The final selection has been performed by the
whole HUMAN consortium. The implications of the selection of specific ETs and
their EPMs, in terms of developments for the cognitive model and the experiments
with human pilots have been discussed by the consortium. The final selection was
interestingly close to the recommendations determined by the formulas.

Fig. 2 Documentation of the EPM Learned Carelessness
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3 Results and Discussion

We claim that this method has the advantage that it is very exhaustive in determining
the relevant error types and error production mechanisms, and that the final objects
are selected according to explicit requirements.

The result of this method is the list of ETs and EPMs that are investigated in
HUMAN, see Table 1. Please note that the list is of course specific to HUMAN,
because they fit the specific requirements and objectives of the project.
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Priority 1 1 2 2 2 2 2 2 2 2

Entire task omitted x x x x
Step(s) in task omitted x x x x
Attentional Slips x x x
Application of bad rules x x x
Biases x x
External activation Errors x x x
Misordering of action sequences errors x
Failure to monitor or observe data x x x

Table 1 Overview of selected ETs and EPMs

As mentioned before, we have tried to be exhaustive, rational, explicit, demo-
cratic and efficient, at all steps of the selection process. We however encountered
some difficulties. First of all, the definition of what constitutes a human error is
controversial and the object of many discussions. For the HUMAN project, we have
favoured a definition that relies on the notion of deviation from prescribed or accept-
able activities. Error production mechanisms on the other hand are the mechanisms
by which error types occur. The mechanisms are related to normal cognitive pro-
cesses that do not perform optimally (variance of human performance), for a large
variety of exogenous and endogenous causes, such as high workload, fatigue, inap-
propriate design of information display, and contribute to the occurrence of the error
types.

In addition, the taxonomies obtained after surveying the literature were coming
from very different sources, they were aimed at rather different objectives, and were
relevant to multiple domains. The Error Types (ETs) and Error Production Mech-
anisms (EPMs) found in the source taxonomies were not always homogeneous or
equivalent: identical or similar ETs or EPMs were sometimes described with differ-
ent names, or identical names were used for different things. The levels of granular-
ity within the taxonomies were also sometimes very different.

The distinction between ETs and EPMs is not a clear one. EPMs cause ETs,
but sometimes EPMs cause other EPMs. The more we progressed in the project,
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the more we understood that we were faced with causal chains or trees, not solely
with a simplistic dissociation between two categories (ETs and EPMs). It was too
late, given the constraints of European projects, to get back and redo our initial
structuring of ETs and EPMs. We therefore decided to pay more importance to the
EPMs than to the ETs for the remaining of the project. The EPMs are central to the
project, since they are the error mechanisms we have to describe and implement in
the cognitive model.

We have tried to respond in the most optimal way, given our local constraints,
to each of these difficulties, always having in mind the principles mentioned above.
We believe the resulting list of targeted ETs and EPMs to be far more appropriate to
the peculiarities, limits and constraints of our project than it would have been if the
selection process had been made in a more implicit and subjective way, by a local
set of 2 or 3 participants in charge of this specific task.
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