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Abstract: This paper describes the work in the FP7 STEER 
project on augmenting a live broadcast with live user 
generated content. This user generated content consists of 
both video content, captured with mobile devices, and 
social network content, such as Facebook or Twitter 
messages. To enable multi-source synchronization, all 
content sources need to time stamp the content using 
synchronized clocks. For synchronized play out we use a 
synchronization server to control the output timing of the 
various content. Using social analytics, we determine the 
most relevant social network messages to present 
synchronously with the broadcast. A main part of our 
future research in the project will focus on determining 
the optimal timing of such social content with a live 
broadcast.   
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1 INTRODUCTION 
A recent trend in media consumption is consuming multiple 
different media at the same time, see e.g. [1]. More and more, 
people tend to multitask while watching TV, by being active 
on multiple social networks while at the same time consuming 
content from sites offering video content. In the living room, 
the second screen and the connected TV have changed the 
setting completely. Users no longer just watch a single 
television show. Instead, users use secondary screens such as 
tablets and smartphones, during their television usage. While 
much of this usage is unrelated to the broadcast content, i.e. 
people browsing the web and sending e-mails, the number of 
apps that provide context related to the broadcast is growing 
fast. Also, connected TVs not only allow for browsing the 
web or consuming over-the-top content, they also include new 
features such a communicating with friends while watching 
the same broadcasted show. 

One of the two major use cases in the STEER project is the 
‘Live Augmented Broadcast’ use case. Here, various people 
are visiting an event that is being broadcasted, for example a 
skiing event in Schladming, Austria. While visiting the event, 
these visitors can use a STEER mobile application to record 
(short) videos. Also, a lot of posts related to the event are 
being made on various social networks, e.g. on Twitter or 
Facebook.  

Even though their friends at home will not experience the 
event in the same way as visitors present at the event, their 
broadcast experience can be enriched with these various other 
streams. User generated video’s supply alternative views of 
the event, showing views from the audience perspective and 
perhaps capturing certain events missed by the broadcast 
camera’s. The streams from social networks provide 
additional information and discussion, making the user more 
‘part of it’ by colouring the main broadcast stream. 

 
Figure 1 - STEER Live Augmented Broadcast use case. 

The broadcast can be a professional broadcast, provided by 
the event organization through the regular television broadcast 
chain. The broadcast can also be a semi-professional capture 
provided over the Internet, either by the event organization or 
by one or more users visiting the event. The user generated 
content shown to a particular user can be content from friends 
or family visiting the event, but may also be content provided 
by an anonymous user at the event using the STEER mobile 
application. Twitter and Facebook messages can be provided 
both by users at the event and by users at home watching the 
broadcast. Figure 1 depicts a possible user interface for 
consuming this live augmented broadcast at home.   

This paper deals with the synchronized delivery of broadcast 
media, user generated content and social network streams like 
Twitter and Facebook. Out of scope for this paper is the 
optimized delivery and caching of content, as well as the 
necessary group- and session management for delivering these 
social telemedia services. These topics are part of the STEER 
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project, but are not included in this paper. Instead, the focus of 
this paper is on the synchronization of the various content 
streams and the issues encountered therein. The STEER 
project is currently running, and no experiments have been 
performed so far. This paper is giving an overview of our 
design and our plans in the project. 

This paper is structured as follows. In section 2 we discuss 
related work, both in the area of synchronization and in the 
area of social analytics. Next, various challenges in 
synchronization are discussed in section 3, explaining the 
main research goals of this part of the STEER project. We 
carry out this work based on the use case discussed in section 
4. In section 5 we go into more detail on the social analytics 
aspects of our work. The content distribution architecture and 
related synchronization architecture and implementation are 
discussed in in section 6. Finally, we conclude with some 
remarks on the work that is still ahead of us in section 7. 

2 RELATED WORK 
For media synchronization, a good overview is given in [3], 
discussing intra-media synchronization, inter-media 
synchronization (i.e. lip-sync) and inter-destination media 
synchronization. Our paper focusses on both inter-media 
synchronization and inter-destination media synchronization, 
also discussed extensively in [4]. More recently, various 
synchronization use cases are presented in [5], showing 
synchronization requirements ranging from very high (<10 ms) 
to low (< 2 sec) for various IDMS use cases. 

Earlier work on synchronization of media coming from 
various sources was presented at the Media Sync Workshop in 
2012, showing synchronization in the HBB-TV context [7][8]. 
Synchronization of various sources is performed using 
(inserted) timestamps in the various media streams. Other 
relevant work is in the area of social TV, of which [9] gives a 
good overview, showing categories of social TV, including 
‘community building’, defined as ‘commenting about a 
television program with a large community’. 

Considering related work in the field of social analytics, the 
most popular social network is Twitter, due to its real time 
nature, and ease of access to publicly available streams of 
Twitter data. Second screen applications for broadcasted 
events using Twitter data have been developed commercially, 
e.g. Umami (http://www.umami.tv/), Zeebox 
(http://zeebox.com/) as well as for research [10],[11]. Twitter 
volumes around broadcasts are typically large, and therefore 
most of the second screen applications focus on giving 
overviews and statistics such as volume, aggregated 
sentiments, frequently used terms, etc. Also a common 
element in Twitter and second screen applications is a list of 
tweets, either from your own social network, a curated set of 
influential Twitter users, or a (random) selection of tweets. 

The main social analytics techniques we intend to use in our 
set-up include adaptive event profiling and tracking, sentiment 
mining, and user authority measurement. 
The simplest way to retrieve relevant tweets is to use the 
official hash tag of the broadcasted event. However, in order 

to improve recall and cope with the constant evolution of 
word and hash tag use during events, we need much more 
sophisticated techniques. A lot of research has already been 
conducted in this area, see e.g. [12],[13],[14],[15] and [16]. 
Sentiment mining is the problem of finding subjective 
expression of attitude or sentiment towards e.g. a certain 
product, brand, or topic in text. Sentiment mining has been 
extensively applied to social media [17][18], often for brand 
analysis and recommendation purposes. Improving retrieval 
and recommendation based on information from social 
networks has been investigated by a.o. [19] and [20]. 

3 CHALLENGES IN SYNCHRONIZATION 
There are various challenges in providing a synchronized 
experience for the end user watching the broadcast at home. 
The major challenge we currently focus on, is how to provide 
synchronization of social network streams. At a first glance, 
this seems a rather easy task. Each message on the various 
social networks such as Facebook or Twitter is time stamped. 
Although the timestamp granularity is usually in whole 
seconds, in general this should provide the necessary accuracy 
for these kinds of semi-real time messages. However, the 
complexity comes from two issues encountered when 
synchronizing these message streams to a live broadcasted 
stream. 

The first issue is due to uncertainty about the origin of the 
message, i.e. it is not known who is actually providing the 
message. One can distinguish here between a user at the actual 
event and a user at home. If a user at the event, he or she is 
able to respond much more quickly. That is, he has seen the 
event in real time, while users at home only see the event after 
it has been  delayed by the entire broadcasting chain. Hence 
for any messages directly in response to something that 
happens at the event a real-world timestamp is only relevant 
for users present at the event. For users at home, the 
timestamp for the message should relate to the timestamp of 
the broadcast stream. 

Related to this is the issue of first messages in relation to 
follow-up messages. In a message stream, people respond to 
each other as well as to events that occur. If someone responds 
to another message, the thread should be maintained. If the 
message is a first message, e.g. in response to the event, the 
timing of the message should be in correlation with the timing 
of the event, regardless of the location of the user. To be able 
to distinguish between the two is not obvious and hence 
constitutes a part of our research. 

The second issue is caused by the delay in message 
consumption. Because of the delays of the various broadcast 
chains, it is quite possible that Twitter messages posted by 
users at the actual event arrive earlier than the broadcast 
stream. So, a message like ‘Awww, that fall must have hurt!’ 
can be quite spoiling the experience, if you have not yet seen 
the skier actually fall. To solve this, we aim to synchronize the 
messages to the broadcast stream. However, since people do 
take time to respond to an event, it might be the case that 
messages arrive too late and hence are no longer relevant. The 
delay in the broadcast chain gives us the chance to display 
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messages from users at the event, earlier with respect to the 
broadcast, as we can time the play out of these messages. In 
the STEER project, we aim to investigate the optimal timing 
of social network streams in relation to a broadcasted event. 

Also, in our experiment we will analyse the social streams to 
detect the most relevant messages to display during the 
broadcast. This analysis will take time, due to processing of 
the various messages and the construction of the overall view 
of what is relevant. This will cause an additional delay, and 
will determine the lower bound on the delay which we will 
have to take into account in our augmented live broadcast 
implementation. 

Besides these particular social-network related 
synchronization questions, more typical media 
synchronization issues arise. To be able to synchronize 
multiple streams coming from different sources, one needs 
three things:  

1. One needs the different sources to use synchronized clocks. 
Each source will provide timestamps in the media streams. 
Unless the clocks on which these timestamps are based are 
synchronized clocks, it is not possible to synchronize the 
related streams using these timestamps. Clock 
synchronization itself is well-known, and negotiating on 
synchronized clocks is under standardization in the IETF 
[21]. One related issue here is the access to clocks and 
synchronized clocks on consumer devices, as these often 
do not allow modification of such settings in regular apps, 
i.e. root access may be needed. As discussed later, we 
foresee using (S)NTP as a well-supported clock 
synchronization mechanism, but which has some 
downsides as well. 

2. One needs the different sources to insert timestamps based 
on these synchronized clocks in the media streams. Even 
when a synchronized clock is available, one needs to 
ensure that the proper timestamps are inserted into the 
various streams. This is often not the case, e.g. no 
timestamps at all are inserted, timestamps are starting at 0, 
or random offsets are chosen. With a (semi-professional) 
content ingest platform this will not be a major problem, 
but including proper timestamps in an off-the-shelf 
consumer device (i.e. in an app) can become complicated. 

3. One needs the timestamps to remain untouched during the 
entire broadcast chain or other content delivery chains. If 
transcoding is performed within the delivery chain, this 
often causes timestamps to be changed. Transcoding is 
often part of such a chain, e.g. to optimize video for a 
certain distribution network or to provide multi-bitrate 
encodings to allow switching between bitrates with 
changing network conditions. In such cases, either the 
timestamp should be independent of the encoding, or the 
transcoder should insert the original timeline in the 
transcoded version or the transcoder should be able to 
match in- and outgoing timestamps. 

These issues are further discussed in the implementation 
section. 

4 SOCIAL ANALYTICS ARCHITECTURE 
In Figure 3 an overview of the proposed architecture  for 
social analytics within STEER is given. In this section we 
discuss each module in the architecture. We start with the 
adaptive event profiler, which  generates and incrementally 
adapts an event query which is sent to the social media scraper. 
The adaptive event profiler receives a basic description of the 
event through the STEER mobile application based on the 
available event broadcast meta information. This initial profile 
is extended and adapted based on information retrieved from 
external sources such as Wikipedia and news sites. Also, the 
profile is continuously adapted based on the media objects 
retrieved by the social media scraper. A media object is any 
item that can be retrieved from a social network, e.g. tweets, 
YouTube videos, status updates and photos posted on 
Facebook, etc. The adaptive event profiler generates a number 
of key terms and relevant social network user identifiers 
related to the event which can be used by the social media 
scraper to search and filter social media streams. The social 
media scraper uses a combination of publicly available search 
and streaming APIs to retrieve the media objects. Media 
objects and their relevant attributes are retrieved by the social 
media scraper within a certain relevant time window, and are 
stored in a central database. The collected media objects are 
used as feedback to keep the event profile up to date with the 
latest developments related to the event. 
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Figure 2 – Proposed architecture for Social Analytics.  

In the module for message and user analysis the textual 
contents and the user information contained in the media 
objects are analysed. From the textual contents, entities such 
as people, locations and sub events are extracted. In case of 
the skiing event the participants will be frequently mentioned 
people in the buzz around the event. Sub-events are for 
example the men’s giant slalom, or the women’s downhill. In 
addition to entities,  sentiment and sentiment around entities is 
determined. Sentiment can be extracted from the original 
textual contents of the media objects itself, as well as from 
comments and the likes on YouTube videos or Facebook posts, 
or replies on tweets. Furthermore, the users that have 
generated the media objects are ranked on authority within the 
event space. Authority is measured based on a combination of 
number of friends and followers, centrality in the social 
network graph that is created for the event, number of event 
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related (re)tweets, etc. This extra information about the textual 
contents and the users is added to the media objects in the 
database.  

The media object ranker generates the top ranked media 
objects that will be shown in the STEER application. The 
media ranker is personalized, i.e. content from people in your 
own social networks is considered more relevant. Other 
factors that the media object ranker takes into account include 
sentiment, popularity, relevance weights, and time. Entities 
can be used to group media objects around persons, locations 
or sub events. Finally, an important analysis for 
synchronization is popularity prediction. The popularity 
predictor predicts the popularity of entities and media objects 
by looking at early sentiments, number of times they are 
linked, authority of users involved, etc. The estimation of 
popularity potential can be used to handle synchronization and 
distribution issues due to high demands for a (video) media 
object.  

5 SYNCHRONIZATION ARCHITECTURE 
& IMPLEMENTATION 

5.1 Live Augmented Broadcast Architecture 
Figure 3 shows the current high-level STEER architecture for 
the live augmented broadcast chain. On the right side, it shows 
multiple capture sources, which can be (semi-) professional 
camera’s for the broadcast stream and a variety of consumer 
devices running the STEER application for user generated 
content. These streams are inserted into the content ingest 
platform. From there, STEER will use a P2P overlay network 
to transport the streams to the various homes where users 
watch the augmented broadcast. This P2P overlay network is 
capable of adapting to the network conditions, but is as such 
not the focus of this paper. Once the streams enter the home 
gateway, they can be distributed to various different end-user 
devices, such as a set-top box connected to a large flat screen 
or to secondary screens such as tablets or smartphones. The 
home gateway also supports content transcoding, to deal with 
fluctuating home network conditions such as a tablet 
temporarily having a bad Wi-Fi connection and thus having 
less available bandwidth. Specifically, it can provide multi-
bitrate encodings  using HTTP Adaptive Streaming such as 
HLS [22] or DASH [23].  
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Figure 3 - High-level STEER live augmented broadcast 
chain architecture. 

5.2 Sync Architecture 
Figure 4 shows a more detailed functional overview of this 
augmented broadcast chain. These functions are  now 
discussed, with a special focus on the functions that deal with 
or have to support the synchronization of the various streams 
when presented at the various client devices. 

The capture device main functions include capturing a stream, 
usually consisting of video and audio, and uploading this 
stream to the content ingest platform. For synchronization 
purposes, it has to support the functionalities mentioned in the 
synchronization challenges section: it has to have its clock 
synchronized to the various other capture sources, and during 
capture it has to insert timestamps into the streams based on 
this synchronized clock. 

The content ingest platform is mostly agnostic to the content, 
using P2P transparently for carrying the streams to their 
various destinations. The exception to this occurs when the 
P2P overlay network wants to downscale because of network 
conditions, i.e. when limited bandwidth is available in the 
overlay network. In such a case, the ingest platform will 
perform transcoding, and will have to keep timestamps intact 
or report on the combination of incoming and outgoing 
timestamps. The ingest platform also contains a content 
segmentation function. This function is used to supplement 
the capture device, taking care of transforming streams to 
HAS segments to be used on tablet devices and the like. The 
P2P network can carry these HAS segments transparently as 
well, delivering HAS segments instead of streaming media. 

The home gateway functions as a server in the home network 
domain, hosting various STEER functions. It receives the P2P 
segments and recombines these either in an outgoing stream, 
e.g. to a set-top box, or collects the HAS segments and stores 
these on the internal HAS server. The home gateway also 
contains a transcoder function to be able to deal with 
fluctuating network conditions inside the home network. The 
home gateway can either monitor these conditions itself 
through a bandwidth monitoring function (also not further 
discussed in this paper) or rely on e.g. HAS clients to request 
lower-bitrate versions of segments once the available 
bandwidth has dropped. The home gateway also contains a 
synchronization server. This server collects play out timings 
from the various clients and client modules, calculates 
synchronization settings and thus effectively controls the play 
out timing of the various streams on the various end-user 
devices. 

Finally, the client devices contains the functions for playback 
of the various media streams. To achieve this, we have split 
up that functionality in a number of modules. We have a 
separate STEER session client, which enables users to join 
specific augmented broadcast sessions, e.g. join with their 
friends who are present at the actual event broadcasted. For 
video playback, we have a video client and for the 
presentation of social network streams we have a social 
network module. Both of these report on their play out timing 
to the synchronization server located at the home gateway, 
and are under control of this synchronization server to achieve 
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synchronization. Note that to display various streams, the 
client device will normally have multiple instances of the 
video client running at the same time. All stream presentations 
are bundled together in a single interface in the user interface 
module. Finally, to enable synchronization, the client device 
also needs a synchronized clock. 
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Figure 4 - Detailed functional overview of the live 
augmented broadcast chain. 

5.3 Synchronization Implementation 

5.3.1 Introduction 
Our implementation of synchronization of hybrid media 
builds on the technology developed within the EU FP7 Next 
Generation Hybrid Broadcast Broadband, or HBB-Next, 
project [24]. This project  aims to develop technical solutions 
that allow for innovative new services to be delivered over 
hybrid-broadcast-broadband platforms. Topics being 
researched in HBB-Next include group recommendation 
systems, synchronization of heterogeneous media on a single 
or multiple devices and deployment of device and platform 
independent applications. 

Within STEER, we build upon the achievements of this on-
going project with respect to (frame-accurate) synchronization 
of hybrid media on one or multiple end-user devices. Frame 
accurate synchronization can be useful in case of, for example, 
multi-angle video where one camera angle is broadcasted via 
for example DVB, while another angle is send over-the-top to 
a mobile device. As discussed earlier,  we focus on 
synchronizing media streams of different sources (audio, 
video, chat messages, etc.) in a live case. In contrast to the 
goals of HBB-Next, it has been decided that the accuracy of 
synchronization is limited to the order of one second. Frame 
accurate synchronization is deemed out of scope since the 
content creation (in contrast to HBB-Next) is not limited to a 
closely managed environment (e.g. everyone can contribute 
within STEER). 

5.3.2 Synchronized content creation and play out 
In general, media synchronization has two major hurdles to 
overcome: 1) aligning the timing information of the different 
media sources and 2) synchronizing the play out of different 
media streams on one or multiple devices. In a way, timing 
information needs to be shared between content creators and 
content renderers. Sharing a common clock can be achieved in 
numerous ways and has been abundantly discussed in 
literature, see e.g. [25],[26]. One way to achieve this common 
clock is to alter each media stream, adding (additional) time 
information which has a relation between streams. Another 

approach utilizes a central time-keeping unit, with each device 
reporting their time information and adhering to the time 
information which is shared between the different content 
creators. Yet another method assumes that all devices are in 
sync with each other by using a common clock (e.g. NTP, 
Network Time Protocol). Within STEER, we aim to utilize the 
latter approach, making use of the NTP infrastructure which 
contains a precise clock signal. This time information is then 
used to precisely timestamp generated multimedia content. 
Also, Facebook and Twitter messages are time stamped using 
(presumably) synchronized clocks, which allows us to display 
these messages in synchrony with the other content. Part of 
the STEER project is to analyse the clock usage of Facebook 
and Twitter, to see if our assumption holds up. 

With regard to synchronized play out, the same NTP 
synchronized clock could be used. Assuming that content 
distributed over the renderers has related timing information, 
sharing that information is sufficient to obtain synchronized 
media play out. Within STEER, this sharing of timing 
information is performed using a synchronization server 
provisioned at the home gateway. A detailed description of 
this approach is given in [27]. 

NTP may not always give accurate clock synchronization. 
Support for NTP on various devices fluctuates, as some 
devices only support the less accurate SNTP (Simple NTP). 
Also, different NTP servers may have clocks running (slightly) 
differently, so using various NTP servers can also lead to 
inaccuracies. Finally, NTP assumes symmetric networks. 
Asymmetric networks and network congestion may lead to 
some inaccuracy in the clock synchronization. Still, NTP, or at 
least SNTP, is widely available and the alternative on mobile 
devices (GPS) is less available. Because of this last point, 
within STEER we have chosen (S)NTP as a clock 
synchronization mechanism, also since our use case is not 
depending on exact frame-accurate synchronization. 

5.3.3 HBB-Next synchronization platform 
The HBB-Next synchronization platform allows for frame-
accurate synchronization of hybrid media on multiple devices. 
In its current implementation it is able to synchronize DVB-S, 
HTTP Live Streaming (HLS) [22], MPEG-DASH [23] and 
regular media files across devices, given that the media 
streams share a common clock. [7] gives an in depth overview 
of this framework. The framework is primarily focused on 
synchronizing audio and video content, but can be extended to 
support other media types as well. The framework builds upon 
the open source GStreamer platform [28]. This platform 
allows for accurate and high performance multimedia play out 
and supports numerous (streaming) media formats. The 
GStreamer framework, running on for example a laptop, is 
specifically useful for rendering media on a regular television 
and as such, basically acts as an easy to access set-top-box. 
Furthermore, the GStreamer platform is capable of 
communicating with other devices using regular (TCP) 
sockets and/or Web Sockets . This allows for inter-device 
communication. The mDNS [29] (also known as Bonjour) 
protocol is supported in order to announce a service, such as a 
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synchronization service, on a network to for example media 
renderers, further simplifying device discovery and inter-
device synchronization. 

5.3.4 Synchronization within STEER 
Within the STEER project, we aim to synchronize user 
generated media content which is not limited to just video and 
audio, but includes messaging services like Twitter and 
Facebook as well. For content creation, the use of a common 
clock is proposed (e.g. NTP). Multimedia requires appropriate 
time stamping (e.g. internal time codes likes Presentation 
Time Stamp (PTS) need to relate to the global clock). This 
way, no additional clock information needs to be inserted into 
the media stream, resulting in full compliance to all the 
applicable standards and further simplifying the design and 
implementation.  

Assuming that the media streams are properly aligned to each 
other, the next step is to render them synchronously. To this 
purpose, the use of a centralized sync server (see Figure 5) is 
proposed to which each client can subscribe. This node 
distributes a common clock to the connected clients, taking 
propagation delays into account (for further reading, see 
D4.3.1). Each node should adhere to this timing information. 

6 THE STEER PROJECT 
The work presented in this paper is on-going research, 
conducted as part of the European FP7 project STEER [1]. In 
STEER (a Social Telemedia Environment for Experimental 
Research),  we focus on so-called “Social Telemedia”, a 
cross-breeding of social networks and networked media. In 
the project, various combinations of social analytics and 
content delivery are being studied. Within the STEER project, 
we use the term social analytics to refer to techniques and 
algorithms for intelligent analysis of social media data streams 
and networks, whereas content delivery represents the 
communication medium through which social informatics are 
exchanged through a bundle of synchronized and 
heterogeneous flows. Social analytics involves intelligent 
automated analysis of social connections, opinions, topics and 
entities. Such information can be used to optimize the 
transport of content, to optimize caching of content, and to 
find related content or to give recommendations for content. 
STEER envision various interworking aspects of social 
analytics and media distribution aspects, as depicted in Figure 
5. 

 
Figure 5 - The STEER Reference Architecture. 

7 FUTURE WORK 
As the STEER project has only recently started, this paper 
describes the current status of the on-going research carried 
out in this project. We are now in the process of implementing 
the mentioned architectures, with the goal of carrying out 
experiments with our implementation in 2014. 

The main topic on which our synchronization experiments 
will focus is  the level of required synchronization between 
social media steams and a live broadcast stream. As discussed 
in the challenges section, we will be able to achieve various 
synchronization levels on a technical level. A main purpose of 
doing our experiments will be to discover users’ appreciation 
for the various levels of synchronization. 

On a technical level, the experimental environment builds on 
earlier synchronization work from projects like FP7 HBB-
NEXT, and extends on these projects with synchronization of 
social network streams and a separate synchronization server. 
By continuing our technical work on synchronization, we 
expect to have new insights in how synchronization can be 
achieved best. Also, this will further our experience with and 
insight in challenges in both media synchronization and clock 
synchronization as a main requirement to achieve media 
synchronization. 
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