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Chapter 1

Introduction

At the age of three my niece already knew what dogs are and could recognize
them from their visual appearance. She could also recognize breeds that she

had never seen before, under various illumination and environmental conditions,
and she could do so in a fraction of a second. This visual task, which seems to be
effortless for a young child, is still very difficult for computer vision.

The fact that nearly one-third of the human brain is devoted to visual processing
– more than to any of the other four senses – speaks volumes about the complexity
of object recognition. The remarkable human visual system has fascinated many
researchers and has been extensively studied from different disciplines such as vi-
sual perception and neuroscience. One major goal is to understand how a finite
number of neurons can process visual information for the detection and recognition
of a large number of possible objects types. The ongoing findings of such research
studies have inspired the computer simulation of the enviable visual processing of
the brain. This has been the focus for many research groups in the computer vision
community, the findings of which also contribute to achieve a better understanding
of how the brain processes visual information.

The pioneering studies of Hubel and Wiesel (1962, 1974) on the primary visual
cortex of cats revealed that most neurons in this area of the brain respond to edges
or bars of specific orientation. Their Nobel prize-winning discovery gave new in-
sights about visual processing and motivated a large body of neurophysiological
studies to unveil the selectivity of neurons in other areas of visual cortex. To date
there seems to be an agreement that processing of visual information in the brain is
performed through what is called the visual pathway. It has two parts, called the
dorsal and the ventral stream. The dorsal stream is concerned with processing the
spatial location of a given object from the viewpoint of an observer. In this thesis,
I focus on the processing of the ventral stream, which takes an input signal from
the retina through the lateral geniculate nucleus (LGN) and transforms it to achieve
object detection and recognition. This stream comprises cortical areas V1, V2, V4,
TEO and TE (Ungerleider and Mishkin, 1982; Goodale and Milner, 1992).



2 1. Introduction

1.1 Scope

This thesis is inspired by the visual information processing performed by some neu-
rons in the ventral stream of the brain. It starts by revisiting a speculation of Hubel
and Wiesel (1962). They hypthesized that the orientation selectivity of a simple cell
is achieved by combining the responses of a group of center-surround LGN cells,
the receptive fields of which are aligned in a colinear manner. This hypothesis had
instigated the first two research questions of this thesis:

1. To what extent can a filter, which receives input from model LGN cells, exhibit
properties that are typical of simple cells?

2. How would it perform in contour detection, which is assumed to be the pri-
mary biological role of simple cells?

These questions led to the construction of a novel computational model of a sim-
ple cell. It is implemented in a contour detection operator that takes as input the
responses of appropriately aligned center-surround filters.

A computational model that has the ability to simulate the receptive fields of
simple cells in primary visual cortex is the Gabor function model (Daugman, 1985).
It has gained particular popularity due to its mathematical elegance and has been
extensively used in many image processing and computer vision applications. The
following is, therefore, the next question that is posed in this context:

3. How would the proposed model compare to the Gabor function model?

The above questions are answered in Chapter 2 of this thesis. Area V4 in visual
cortex receives input from areas V1/V2 and is known to comprise neurons that are
selective for various aspects of visual information, such as color (Zeki, 1973), texture
(Hanazawa and Komatsu, 2001) and shape (Pasupathy and Connor, 1999). Here,
focus is given to the latter type of neuron, which respond to curved contour features
rather than to simple edges or bars (Pasupathy and Connor, 1999). Such a neuron
integrates information about the curvature properties of a contour. The properties
of these neurons instigated the following research questions:

4. To what extent can the curvature properties of contours and their position be
modelled by a filter that would achieve selectivity similar to some V4 neurons?

5. In what ways would such a filter be useful in practical computer vision appli-
cations?
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These questions are addressed in Chapter 3 by proposing a new filter that takes
as input the responses of edge- and bar-detectors at certain positions. Such a filter
is configured to give responses at particular points, called keypoints, surrounded
by specific geometrical arrangements of contour parts. In this regard, the proposed
filter is referred to as a keypoint detector.

The complexity of shape tuning increases in ventral stream areas subsequent to
V4. For instance, some neurons in area TEO integrate information about the prop-
erties of multiple concave and convex curvatures and their mutual spatial position.
It is thought that such TEO neurons have as afferents collections of V4 neurons that
respond to independent curvatures (Brincat and Connor, 2004). The combined ac-
tivity of the afferent V4 neurons triggers the concerned TEO neuron to fire. The
involved connectivity and the responsiveness to complex shapes achieved in this
area of the ventral stream motivated the last research questions of this thesis:

6. How can preference to shape of increasing complexity be modelled by a filter?

7. How effective would it be for the detection and recognition of deformable
objects embedded in complex scenes?

This topic is dealt with in Chapter 5. These questions are addressed by config-
uring a more elaborative composite filter. By using the responses of the proposed
keypoint detectors mentioned above instead of simple contour detectors, a more
sophisticated filter can be constructed to give responses for more complex patterns
and for deformable objects.

The three types of filters that are introduced in this thesis share the same ap-
proach for the computation of their responses. They combine input from simpler
filters by a multivariate function. Taking the responses of simpler filters at differ-
ent positions can be implemented by appropriately shifting the responses in such a
way that they meet in some point, which is considered the center of support of the
concerned filter. It is called Combination of Shifted Filter Responses or COSFIRE for
brevity.

In order to distinguish the proposed filters, the contour-, vertex-and shape-
selective filters are referred to as C-COSFIRE, V-COSFIRE and S-COSFIRE, respec-
tively. An alternative name to COSFIRE is CORF. It stands for Combination of
Receptive Fields and it is a term that is more appropriate to neuroscience litera-
ture. Fig. 1.1 illustrates the relationship between the visual processing in the ventral
stream of the visual system of the brain and the types of computer vision COSFIRE
filters that are proposed in this thesis.
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TEO

V4

V1

orientation

curvature

shape

C-COSFIRE
contours

V-COSFIRE
vertices

S-COSFIRE
shapes

Proposed techniques for visual pattern recognition

Figure 1.1: Object detection and recognition is thought to be the biological role of the ven-
tral stream of the visual system of the brain. Area V1 contains neurons that are orientation-
selective, neurons in area V4 are selective for curvatures, and area TEO contains neurons
that are selective for shapes. The arrows indicate the relationship to the computer vision
COSFIRE filters that are proposed in this thesis: C, V, and S stand for contour-, vertex- and
shape-selective, respectively. They are inspired by and share some properties with neurons
of the corresponding areas of the brain.
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1.2 Thesis Organization

The remaining chapters of this thesis are organized as follows.
Chapter 2 describes the proposed computational model of a simple cell in area

V1 of visual cortex. Extensive computational experiments are reported to demon-
strate that the proposed model that is implemented in a contour-selective COSFIRE
or C-COSFIRE filter possesses properties that are typical of simple cells. Moreover,
quantitative analysis is provided that compares the proposed model and the Ga-
bor function model in contour detection in images of natural scenes that are taken
from two public data sets: RuG (Grigorescu et al., 2003a) and Berkeley (Martin et al.,
2001).

Chapter 3 presents a trainable vertex-selective COSFIRE or V-COSFIRE filter and
demonstrates how it can be applied for keypoint detection. A V-COSFIRE filter
gives a response to a preferred set of contour parts and their preferred mutual spa-
tial positions that are learned from a prototype feature. It enables a ”veto-power”
as a response is only achieved when all parts of the concerned prototype feature are
present. This chapter also highlights the aspects where the proposed V-COSFIRE
filter differs, for instance, from the SIFT detector (Lowe, 2004) and other state-of-the-
art techniques. Qualitative experiments are reported to demonstrate the similarity
of a vertex-selective keypoint filter to a neuron in area V4 of visual cortex. As to
computer vision, the effectiveness of V-COSFIRE filters is investigated in two appli-
cations: the recognition of the segmented MNIST handwritten digits (LeCun et al.,
1998) and the detection and recognition of traffic signs in complex scenes.

Chapter 4 addresses an important application in the area of medical imaging
analysis. Here, V-COSFIRE filters of the type introduced in Chapter 3 are applied
in rotation-, scale- and reflection-invariant mode for the detection of vascular bifur-
cations in segmented retinal fundus images. The proposed method is evaluated on
two publicly available data sets: STARE (Hoover et al., 2000) and DRIVE (Staal et al.,
2004). Results are also compared to other related methods.

Chapter 5 provides a description of the proposed shape-selective COSFIRE or
S-COSFIRE filters for the recognition and localization of deformable objects embed-
ded in complex scenes. This is achieved by combining the responses of certain key-
point filters that are tuned for different parts of an object of interest. A descriptive
comparison to other object detection techniques that are inspired by the brain is
also provided. In order to test their effectiveness, the proposed shape filters are
applied in two practical applications: letter and keyword spotting in handwritten
manuscripts and object spotting in complex scenes for the computer vision system
of a domestic robot.

The above mentioned four chapters have been submitted to peer reviewed sci-
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entific journals: the first three are published and the fourth one is currently under
review.

Finally, Chapter 6 provides a summary of the thesis and gives an outlook of
how the proposed techniques can be developed further and applied in different
computer vision applications.
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Chapter 2

A CORF Model for Contour Detection

Abstract

Simple cells in primary visual cortex are believed to extract local contour information
from a visual scene. The 2D Gabor function (GF) model has gained particular popular-
ity as a computational model of a simple cell. However, it short-cuts the LGN, it cannot
reproduce a number of properties of real simple cells, and its effectiveness in contour de-
tection tasks has never been compared with the effectiveness of alternative models. We
propose a computational model that uses as afferent inputs the responses of model LGN
cells with center-surround receptive fields and we refer to it as a CORF (Combination
of Receptive Fields) model. We use shifted gratings as test stimuli and simulated re-
verse correlation to explore the nature of the proposed model. We study its behavior
regarding the effect of contrast on its response and orientation bandwidth as well as the
effect of an orthogonal mask on the response to an optimally oriented stimulus. We also
evaluate and compare the performances of the CORF and GF models regarding contour
detection, using two public data sets of images of natural scenes with associated contour
ground truths. The receptive field map of the proposed CORF model, determined with
simulated reverse correlation, can be divided in elongated excitatory and inhibitory re-
gions typical of simple cells. The modulated response to shifted gratings that this model
shows is also characteristic of a simple cell. Furthermore, the CORF model exhibits cross
orientation suppression, contrast invariant orientation tuning and response saturation.
These properties are observed in real simple cells but are not possessed by the GF model.
The proposed CORF model outperforms the GF model in contour detection with high
statistical confidence (RuG data set: p < 10−4, and Berkeley data set: p < 10−4).
The proposed CORF model is more realistic than the GF model and is more effective in
contour detection, which is assumed to be the primary biological role of simple cells.
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2.1 Introduction

The majority of neurons in primary visual cortex (area V1) exhibit orientation se-
lectivity (Hubel and Wiesel, 1962). Typically, such a neuron would respond to

an edge or a line of a given orientation in a given area of the visual field, called its re-
ceptive field (RF). Hubel and Wiesel identified two main classes of neuron that they
called simple and complex cells. The RFs of simple cells can be divided in excitatory
and inhibitory regions while no such division is possible in complex cells. These
findings gave rise to an active area of research (Hubel and Wiesel, 1974; Macleod
and Rosenfeld, 1974; Tyler, 1978; De Valois et al., 1978, 1979; Albrecht et al., 1980;
Von Der Heydt, 1987) and the pioneers Hubel and Wiesel were later awarded a No-
bel prize (Hubel, 1982).

The above electrophysiological findings had instigated the development of var-
ious computational models. Simple cells are typically modeled by linear spatial
summation followed by half-wave rectification (Movshon et al., 1978; Maffei et al.,
1979; Andrews and Pollen, 1979; Glezer et al., 1980; Kulikowski and Bishop, 1981;
Daugman, 1985; Jones and Palmer, 1987). Marcelja (1980) has suggested that the
elementary one-dimensional signals studied by Gabor (1946) can be used to model
the structure of the RFs of simple cells. Later Daugman (1985) extended this idea
to a family of two-dimensional (2D) Gabor functions that have been claimed to fit
well the 2D RF profiles of cat simple cells (Jones and Palmer, 1987). The validity of
Gabor functions for modeling of simple cells has also been questioned (Stork and
Wilson, 1990) and alternative functions have been proposed, such as differences of
offset Gaussians.

The Gabor function (GF) model does not take into account the anatomical struc-
ture of the visual system as it uses as inputs the intensity values of an image as these
are projected on the retina and bypasses the lateral geniculate nucleus (LGN) within
the thalamus (Chung and Ferster, 1998; Ferster et al., 1996; Reid and Alonso, 1995).
Furthermore, it fails to reproduce some properties of simple cells, such as cross ori-
entation suppression, independence of orientation tuning on contrast, and response
saturation.

Hubel and Wiesel (1962) speculated that the RF profile of a simple cell and its
orientation selectivity are the result of the specific alignment of the RFs of LGN
cells that provide input. In this study we consider such a computational model of a
simple cell and call it the CORF (Combination of Receptive Fields) model.

The biological role of orientation-selective cells is believed to be the extraction
of local contour information, which is a fundamental step for further, more com-
plex visual tasks, such as object recognition (Morrone and Owens, 1987; Morrone
and Burr, 1988; Rosenthaler et al., 1992; Mehrotra et al., 1992; Heitger, 1995; Kovesi,
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1999). The performance of various computational models of a simple cell in contour
detection tasks has, however, not been quantified and they have not been compared
in that respect. In the following, we evaluate and compare the performances of the
proposed CORF model and the GF model, using two public data sets of images of
natural scenes with associated contour ground truths. We also compare their ability
to reproduce other properties of simple cells, such as cross orientation suppression,
independence of orientation tuning on contrast, and response saturation.

The chapter is organized as follows. In Section 2.2 we present the CORF model.
In Section 2.3, we demonstrate that it is a model of a simple cell and compare it with
the GF model in different respects. Section 2.4 contains a discussion of some aspects
of the model. We give a brief summary in Section 2.5 and draw conclusions in
Section 2.6. We explain simulated reverse correlation in Appendix A. In Appendix
B, we elaborate on the choice of an output function for the proposed model and in
Appendix C we give details about the evaluation method of contour localization
that we use in our experiments.

2.2 Computational Model

2.2.1 Overview

Fig. 2.1 illustrates the general set-up of the proposed CORF computational model.
Each of the light and dark disks in Fig. 2.1 represents the RF of a sub-unit that re-
ceives input from a pool of center-on (‘+’) or center-off (‘-’) model LGN cells. Such
model LGN cells detect contrast changes. A sub-unit computes the sum of the
weighted responses of the model LGN cells it receives input from. These model
LGN cells have the same polarity (on or off) and RF size and neighboring RFs. The
RF of the sub-unit is the union of the RFs of the involved model LGN cells and it has

AND−→

Figure 2.1: Sketch of the proposed CORF computational model of a simple cell. Orientation
selectivity is achieved by combining the responses of two parallel sets of co-linear sub-units:
one of center-on (‘+’) and the other of center-off (‘-’) type. Each sub-unit computes a sum of
the weighted responses of a local group of model LGN cells.



10 2. A CORF Model for Contour Detection

the same polarity (on or off) as these cells. In this way, a sub-unit detects contrast
changes, similar to a model LGN cell, but it does so in a wider area. A sub-unit can
be thought of as a dendrite branch of a simple cell which receives input from a pool
of adjacent LGN cells.

The orientation selectivity of a CORF model cell is achieved by combining the
responses of given sub-units with appropriate polarities and alignment of their RFs,
as illustrated by Fig. 2.1. The model parameters are determined in an automatic
configuration process in which an example edge of a given orientation and polar-
ity is presented. This input stimulus gives rise to a certain local configuration of
model LGN cell activities in the RF of the concerned CORF model cell. This local
configuration is used to determine the polarity of the involved sub-units and their
mutual spatial arrangement. The response of the considered CORF model cell is
computed as the weighted geometric mean of the sub-unit responses. In this way,
a CORF model cell generates a response only when all its afferent inputs are stimu-
lated. In the following sub-sections we explain the model configuration process in
more detail.

2.2.2 Model LGN Cells with Center-Surround RFs

We use a difference of 2D Gaussian functions to model an LGN cell (Rodieck, 1965;
Croner and Kaplan, 1995):

DoG+
σ (x, y)

def
=

1

2πσ2
exp

(
−x

2 + y2

2σ2

)
(2.1)

− 1

2π(0.5σ)2
exp

(
− x2 + y2

2(0.5σ)2

)
where σ is the standard deviation of the outer Gaussian function. We fix the stan-
dard deviation of the inner Gaussian function to 0.5σ, which is in accordance with
electrophysiological findings of LGN cells in mammals (Irvin et al., 1993; Xu et al.,
2002). A DoG+

σ (x, y) function corresponds to a center-on RF, such that the central
region is excitatory and the surrounding is inhibitory. A center-off RF is denoted by
DoG−σ (x, y) and is defined as the negative of DoG+

σ (x, y):

DoG−σ (x, y)
def
= −DoG+

σ (x, y) (2.2)

The response of a model LGN cell with a RF centered at image coordinates (x, y)

is computed by linear spatial summation of the intensity distribution I(x′, y′) in the
input image, weighted with the function DoG(x−x′, y− y′), followed by half-wave
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(a) Input image (b) c+σ (x, y) (c) c−σ (x, y)

Figure 2.2: (a) Synthetic input image of a sharp edge. Responses of (b) center-on and (c)
center-off model LGN cells. The response of a model LGN cell is rendered as the brightness
of a pixel on which the RF of that cell is centered.

rectification1:

cδσ(x, y)
def
= |I ? DoGδσ|+ (2.3)

where the symbol δ represents the polarity (+ for center-on and - for center-off) of
the DoG function used.

Fig. 2.2a shows a synthetic input image of a sharp step edge and in Fig. 2.2(b-c)
we show the corresponding responses of center-on and center-off model LGN cells.

2.2.3 Sub-Unit and its Parameters

Fig. 2.3 illustrates the process of configuring a CORF model cell. The outer circle in
Fig. 2.3a demarks the RF of that cell. Its center is positioned on an edge (in the input
image) which gives rise to model LGN cell responses rendered in Fig. 2.3a. The
eight small spots represent the RF centers of eight sub-units, four of center-on and
four of center-off type. The inclusion of such sub-units in the computational model
is decided on as follows. We take two (in general k) concentric circles centered
on the RF center and consider the responses of model LGN cells along these circles,
Fig. 2.3b. The positions along these circles at which these responses reach significant
local maxima are the positions at which we include sub-units. For the considered
example, there are four such positions for each of the two circles, which results in the
inclusion of eight sub-units in the model at hand. The number of sub-units depends
on the number of circles we consider and the specific input pattern presented at
the time of configuration. In our model, each sub-unit included is represented in
parametric form by a tuple (δ, σ, ρ, φ) where the parameters represent the polarity δ
of the sub-unit, the scale parameter σ of the involved model LGN cells in its pool,

1We use ? and |.|+ to denote convolution and half-wave rectification, respectively.
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Figure 2.3: Configuration of a CORF model cell. (a) The largest circle depicts the RF boundary
of the model, the center of which is illustrated by the ‘+’ marker and lies on a vertical edge.
(b) The top and bottom plots show the responses of model LGN cells along the outer and in-
ner interrupted circles in (a), respectively. The labeled small spots represent the RF centers of
eight sub-units, four center-on (white spots with black boundary) and four center-off (black
spots with white boundary) with coordinates that are determined by the corresponding la-
beled local maxima in the considered responses of model LGN cells.

the radius ρ and the polar angle φ of the RF center of the sub-unit relative to the RF
center of the CORF model cell, respectively.

We denote by S = {(δi, σi, ρi, φi) | i = 1 . . . n} the set of 4-tuples that represent
the configured sub-units above. For the concerned model in Fig. 2.3, for σ = 5, and
two configuration circles (ρ ∈ {18, 34}) for an image of size 100 × 100 pixels, the
method described above results in eight sub-units, which are specified by the tuples
in the following set:

S =



(δ1 = −, σ1 = 5, ρ1 = 34, φ1 = 1.48),
(δ2 = +, σ2 = 5, ρ2 = 34, φ2 = 1.66),
(δ3 = +, σ3 = 5, ρ3 = 34, φ3 = 4.62),
(δ4 = −, σ4 = 5, ρ4 = 34, φ4 = 4.80),
(δ5 = −, σ5 = 5, ρ5 = 18, φ5 = 1.41),
(δ6 = +, σ6 = 5, ρ6 = 18, φ6 = 1.74),
(δ7 = +, σ7 = 5, ρ7 = 18, φ7 = 4.55),
(δ8 = −, σ8 = 5, ρ8 = 18, φ8 = 4.88)


The first tuple in the set S, for instance, describes a sub-unit that collects its

afferent inputs from the responses of center-off (δ1 = −) model LGN cells with a RF
size characterized by a standard deviation of (σ1 =) 5 pixels, around a position at
a radius of (ρ1 =) 34 pixels and an angle of (φ1 =) 1.48 radians with respect to the
RF center of the CORF model cell; the RF center of this sub-unit is marked by ‘a’ in
Fig. 2.3a.
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(a) Input image (b) rS(x, y)

Figure 2.4: (a) A synthetic image (512× 512 pixels) and (b) the corresponding responses of a
CORF model that is selective for vertical edges.

2.2.4 Sub-Unit Responses

We denote by sδi,σi,ρi,φi(x, y) the response of a sub-unit, which we compute by lin-
ear spatial summation of the half-wave rectified responses cδiσi(x, y) of model LGN
cells with preferred polarity δi and scale σi around position (ρi, φi) with respect to
the RF center of the CORF model cell, weighted with a 2D Gaussian function Gσ′ :

sδi,σi,ρi,φi(x, y)
def
=
∑
x′

∑
y′

{cδiσi(x+ ∆xi − x′, y + ∆yi − y′)Gσ′(x′, y′)} (2.4)

∆xi = ρi cosφi,∆yi = ρi sinφi,−3σ′ ≤ x′, y′ ≤ 3σ′

The standard deviation σ′ of the Gaussian function Gσ′ is a linear function2 of
the parameter ρ which is consistent with neurophysiological evidence for the re-
lationship between the eccentricity and the average RF diameter of LGN cells (Xu
et al., 2001). Eq. 2.4 presents a convolution of the weighting function Gσ′ with the
function cδiσi(x, y) that is shifted by (∆xi,∆yi) where this shift vector is determined
by the sub-unit parameters (ρi, φi).

2.2.5 Combining Sub-Unit Responses

We define the response rS of a CORF model cell as the weighted geometric mean of
all sub-unit responses that belong to the specific selection determined by the set S:

2The standard deviation σ′ of the 2D Gaussian function Gσ′ is computed as σ′ = (d0 + αρ)/6. We
set d0 = 2 and α = 0.9.



14 2. A CORF Model for Contour Detection

rS(x, y)
def
=

( |S|∏
i=1

(
sδi,σi,ρi,φi(x, y)

)ωi)1/
∑n
i=1 ωi

(2.5)

ωi = exp−
ρ2i

2σ′2 , σ′ =
1

3
max

i∈{1...|S|}
{ρi}

Computing the product of sub-unit responses means that the concerned CORF
model cell is activated only when all its afferent sub-units are active. The input
contribution of sub-units decreases with an increasing distance of their RF centers
from the RF center of the CORF model cell.

As illustrated in Fig. 2.4 the configured CORF model cell responds to a vertical
edge in the given synthetic image.

Fig. 2.5 illustrates the orientation selectivity of the concerned model. A maxi-
mum response is obtained for the orientation for which the model was configured.
The response declines with the deviation of the orientation of the input stimulus
from the optimal one and practically disappears when this deviation is greater than
π/4 radians. Qualitatively, this is in line with the orientation tuning recorded by
De Valois et al. (1982) where the majority of simple cells in macaque visual cortex
have an orientation bandwidth of 0.7 radians at half amplitude.

2.2.6 Treating Different Orientations

The orientation preference of a CORF model cell as defined above depends on the
orientation of the edge used for the model configuration. One can create models
with different orientation preference by presenting different edges. Alternatively,
one can manipulate the parameters in the set S, which corresponds to orientation
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Figure 2.5: Orientation selectivity of the CORF model.
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preference for 0◦ to obtain a new set <ψ(S) with orientation preference ψ. We define
<ψ(S) as follows:

<ψ(S)
def
= {(δi, σi, ρi, φi + ψ) | ∀ (δi, σi, ρi, φi) ∈ S} (2.6)

For the detection of contours of any orientation, we merge the responses of CORF
models with different orientation preference by taking the maximum value at a
given location (x, y):

r̂S(x, y)
def
= max

ψ∈Ψ
{r<ψ(S)(x, y)} (2.7)

where Ψ is a set of nθ equidistant orientations given as Ψ = { 2π
nθ
i | 0 ≤ i < nθ}.

(a) Input (b) r̂S(x, y)

(c) ψ = 0 (d) ψ = π
6

(e) ψ = π
3

(f) ψ = π
2

(g) ψ = 2π
6

(h) ψ = 5π
6

(i) ψ = π (j) ψ = 7π
6

(k) ψ = 4π
3

(l) ψ = 3π
2

(m) ψ = 5π
3

(n) ψ = 11π
6

Figure 2.6: (a) Synthetic input image (512 × 512 pixels). (b) The maximum superposition of
the (c-n) responses of CORF models that are selective for 12 equidistant orientations.
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Fig. 2.6a illustrates a synthetic input image of a bright disk. Fig. 2.6b shows the
maximum superposition r̂S(x, y) of the responses, shown in Fig. 2.6(c-n), of a set of
CORF models that are selective for (nθ =) 12 equidistant orientations. As demon-
strated in Fig. 2.6b, the choice of nθ = 12 ensures sufficient response for all orienta-
tions.

2.3 Results: CORF vs GF Model Comparison

2.3.1 Is CORF a Simple Cell Model?

A classical means of testing an orientation selective cell for its type, simple vs. com-
plex, is to record its response to a grating of its preferred orientation and spatial
frequency and observe if the response changes when the grating is shifted. A com-
plex cell shows unmodulated response while the response of a simple cell alternates
between high and low values with the grating shift. We computed the responses
of the concerned CORF model cell to a grating with a changing spatial phase offset
and observed that this response is qualitatively typical of the behaviour of a simple
cell, Fig. 2.7.

An important feature of a simple cell that distinguishes it from a complex cell is
that its RF can be divided into excitatory and inhibitory regions. Since the CORF
model cell that we propose above computes the response as a product of weighted
LGN responses, it is not clear that its RF can be divided in such regions. To explore
this aspect of the model, we apply to it simulated reverse correlation as explained
in detail in Appendix A. Fig. 2.8 shows a map determined in this way for a CORF
model cell. The map exhibits two elongated regions: an excitatory one (rendered
bright) in which the values are positive and an inhibitory one (shown dark) in which
the values are negative, characteristic of the RF profiles of real simple cells.
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Grating phase shift ψ
(a) (b)

Figure 2.7: (a) Vertical sinusoidal grating and (b) normalized response (in a given point) of a
CORF model cell to this grating as a function of the phase offset ψ. The response of the model
alternates between high and low values with a changing phase offset ψ (that corresponds to
shifting the grating) as the response of a real simple cell would do.
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Figure 2.8: RF map of a CORF model cell determined with simulated reverse correlation,
rendered as (a) intensity map and (b) 2D function. (c) One-dimensional profile of the function
along a RF cross section that is perpendicular to the preferred orientation.

We should point out that the map shown in Fig. 2.8 is not an impulse response
that can be used for weighted summation of the input stimulus followed by half-
wave rectification or thresholding, as this is the case with the GF model. The GF
model and any other semi-linear model based on weighted spatial summation will
produce a non-zero response that grows with stimulus contrast for any edge orien-
tation but the one that is strictly orthogonal to the preferred orientation. This is a
drawback of such models because it is in contrast to neurophysiological evidence
that the orientation bandwidth of simple cells is not affected by the contrast of the
stimuli, Fig. 2.9a (see e.g. Finn et al. (2007) and references therein). The orientation
bandwidth of the CORF model cell can be controlled by appropriate selection of the
model parameters, such as the given ρ and σ values. Similar to real simple cells,
the resulting orientation bandwidth of the CORF model cell is invariant to contrast,
Fig. 2.9b. On the other hand, the orientation bandwidth of the GF model can only
be constrained by using a threshold, which will lead to a broadening orientation
tuning with increasing contrasts (the so-called iceberg effect), Fig. 2.9c.

The key to understanding the orientation tuning of the CORF model cell is its
multiplicative character: the response is computed as a product of the afferent inputs
and if any of these is zero, the response will be zero, independent of how strong
the other inputs are. For instance, the CORF model cell, the structure of which is
depicted in Fig. 2.10, gives a zero response to an edge stimulus of high contrast
with an orientation that differs substantially from the preferred orientation due to
the zero input that it receives from some of the afferent groups (sub-units) of model
LGN cells.

Another property of real simple cells, that cannot be reproduced by semi-linear
spatial summation models such as the GF model, is cross orientation suppression
(Priebe and Ferster, 2006). This means that an oriented mask stimulus that is or-
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Figure 2.9: Orientation tuning curves at four different contrasts obtained for (a) a real simple
cell (redrawn from Sclar and Freeman (1982)), (b) a CORF model cell with similar bandwidth
and (c) a GF model. The GF model gives response at any stimulus orientation but the one
that is strictly orthogonal to the preferred orientation. If a threshold is used, the orientation
bandwidth of the GF model becomes dependent on stimulus contrast, which is not the case
with real simple cells.

thogonal to a simultaneously presented test stimulus of the orientation preferred by
the cell inhibits the response. The proposed CORF model cell also has this property
as illustrated by Fig. 2.11. Linear summation models, such as the GF, do not possess
this property, because an orthogonal mask signal contributes equally to the excita-
tory and inhibitory areas and its net contribution is zero, so that the response to the
main stimulus is not affected.

These two important properties that are exhibited by the proposed CORF model
are attributable to the multiplicative nature (weighted geometric mean) of the out-
put function (Eq. 2.5). In Appendix B we demonstrate that if we use an addition
output function instead of multiplication, the resulting model would lose these two
properties.

Figure 2.10: Model LGN cells with RFs that fall in homogeneous areas of the stimulus provide
zero input and therefore the response of the CORF model cell is zero. This property causes
the CORF model cell to have a band-limited orientation tuning curve.
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Figure 2.11: The CORF model cell exhibits cross orientation suppression while the GF model
does not. The plots illustrate the responses of the CORF and the GF models to the images
shown at the top. In these experiments, the RFs of the models are placed in the center of a
given image. Every image is generated by superimposing a horizontal-edge stimulus (mask)
on a vertical-edge stimulus (test) which is the preferred orientation stimulus of the concerned
models. Similar to real simple cells, the response of the CORF model cell decreases with an
increasing contrast of the mask stimulus. The linear GF model is not affected by any of the
orthogonal mask stimuli.

2.3.2 Performance Evaluation for Contour Detection

In this section, we present a procedure for the evaluation of the performance of the
CORF computational model in a contour detection task. We use the same procedure
to evaluate the performance of the GF model and subsequently we compare the
performances of the two models.

Data Sets and Ground Truth

Fig. 2.12 (first row) shows four images of natural objects and associated ground truth
contour maps (second row) defined by a human observer. These images belong to a
data set that has been developed at the University of Groningen (RuG)3. It comprises
40 such images along with their corresponding ground truths, and was first used

3The complete data set is available at http://www.cs.rug.nl/˜imaging

http://www.cs.rug.nl/~imaging
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Figure 2.12: (First row) Images of natural objects from the RuG dataset. (Second row) The
corresponding contour maps designed by a human observer. Optimal contour maps obtained
by (third row) the GF and by (fourth row) the proposed CORF models, respectively.

by Grigorescu et al. (2003a). The ground truth images depict only the contours of
objects, while omitting edges that are caused by texture.

Fig. 2.13 illustrates further examples of four input images taken from a data set of
Berkeley (Martin et al., 2001). This data set comprises 300 images of natural objects,
and for each image the ground truth is provided as a collection of multiple (5 to 10)
contour maps that are drawn by different human observers, Fig. 2.13 (second row).

In the following we explain how we obtain contour maps from outputs of the
concerned GF and CORF models. We then define performance measures that we
use to evaluate a contour map that is obtained by a model with a corresponding
ground truth contour map made by a human observer (Zhang, 1996; Shin et al.,
1998; Grigorescu et al., 2003a).
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Figure 2.13: (First row) Images of natural objects from the Berkeley data set. (Second row)
Ground truth illustrated as a superimposition of the collection of multiple contour maps
drawn by different observers. Darker contours correspond to the agreement of multiple hand
drawn contours. Optimal contour maps obtained by (third row) the GF and by (fourth row)
the proposed CORF models, respectively.

Binary Contour Map

To obtain a binary contour map for a given input image we apply to the output of
the concerned model (CORF or GF) a procedure widely used in computer vision.
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It consists of edge thinning by non-maxima suppression followed by binarization
by hysteresis thresholding (Canny, 1986; Sonka et al., 1999). The former step essen-
tially determines the ridges in the operator response. The latter step requires two
parameter values, referred to as the low and high thresholds. We work with a value
of the low threshold that is a fixed fraction (0.5) of the value of the high threshold.
The resulting contour map depends on the value of the (high) threshold used: the
lower that value, the larger the number of contour pixels in the map because weaker
responses can pass the threshold.

The third and the fourth rows of Fig. 2.12 and Fig. 2.13 show the contour maps
obtained in this way from the outputs of the GF and CORF models, respectively.
These maps are obtained for certain values of the threshold parameter that are ex-
plained below.

Quantitative Performance Measure

We use performance indicators called recall R and precision P to measure the sim-
ilarity between the contour map obtained by a given model and the ground truth.
Recall R is defined as the fraction of true contour pixels (according to the ground
truth) that are successfully detected by a given model. Precision P is defined as the
fraction of true contour pixels from all the detected ones. They are formally defined
as:

R
def
=

nTP
nTP + nFN

, P
def
=

nTP
nTP + nFP

(2.8)

where nTP , nFP , and nFN stand for the numbers of true positives, false positives,
and false negatives, respectively. The values of the recall and precision depend on
the threshold used for binarization: precision increases and recall decreases with an
increasing value of that threshold.

In order to come to a single performance measure that would allow for results
comparison, as suggested by Martin et al. (2004), we compute the harmonic mean
of recall and precision, commonly referred to as the F -measure:

F
def
=

2PR

P +R
(2.9)

and consider as an optimal result the filter output for which this harmonic mean
reaches its maximum for a given image.4 The contour maps shown in Fig. 2.12
correspond to maximum values of the F -measure for the corresponding images.

4We refer to Appendix C for specification of the way in which we deal with inexact contour localiza-
tion.
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Experimental Results

In our experiments we apply both CORF and GF computational models to every in-
put image. Below, we specify the parameter values that were used by the concerned
models and then we present a statistical comparison between their performances.

The CORF and the GF models that we compare share two parameters: the num-
ber of orientations, nθ, which we set to 12 (intervals of π/6) and a scale parameter σ.
The GF model requires two other parameters, which we set as suggested by Petkov
(1995): the wavelength λ = σ/0.4 and the spatial aspect ratio γ = 0.5. These param-
eter values ensure that the RF maps of the GF and CORF models are similar.

For every input image, we only consider the two maximum F -measure values,
one for each of the two models, across all nine scales (σ ∈ {1, 1.5, . . . , 5}) used. For
every given value of σ, a CORF model is configured with different values5 of the
parameter ρ.

Fig. 2.14 shows a scatter plot that illustrates a comparison between the perfor-
mances of the two models for the RuG data set. The names of the images are
shown on the x-axis in a descending order of the performance achieved with the
CORF model. For 30 out of 40 input images, the maximum F -measure value that
is achieved by the proposed CORF model is greater than the maximum F -measure
value that is achieved by the GF model. For the images where the GF model per-
forms better, the difference in the corresponding F -measure values is minimal.

We apply a right-tailed paired-samples t-test to the set of pairs of F -measure
values that are achieved by the proposed CORF model and the GF model and obtain
as a result that the proposed CORF model outperforms the GF model for both the
RuG (t(39) = 4.39, p < 10−4) and the Berkeley (t(299) = 3.88, p < 10−4) data sets.

Notable is the fact that, compared to the GF model, the best contour maps ob-
tained by the proposed CORF model, such as the ones shown in the fourth rows of
Fig. 2.12 and Fig. 2.13, contain less texture and the high curvature points are better
preserved.

2.4 Discussion

The ground truth maps of the Berkeley data set were designed to evaluate perfor-
mance for region segmentation rather than object contour detection. For instance,
the ground truth maps shown in Fig. 2.13 omit the contours of the stripes in the shirt
(Fig. 2.13a) and the patterns in the hat (Fig. 2.13c) of the the two persons.

5For σ ∈ {1, 1.5, 2} we use three radii (ρ ∈ {3, 7, 14}), for σ ∈ {2.5, 3, 3.5} we use four radii (ρ ∈
{3, 6, 13, 25}) and for σ ∈ {4, 4.5, 5}we use 5 radii (ρ ∈ {3, 5, 9, 18, 34}).
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Figure 2.14: Maximum F -measure values obtained with the CORF and GF models for the
images of the RuG data set.

Fig. 2.15 shows the optimal contour maps achieved by the proposed CORF
model and the GF model for a synthetic stimulus without and with noise. The CORF
model is more robust to noise and achieves better edge localization than the GF
model. As pointed out by DuBuf (1993), curved edges that are detected by the GF
model are orientation-quantized and appear as line segments in the resulting con-
tour maps. In contrast, the proposed CORF model is able to preserve the smoothness
and orientation of contours. While a high curvature contour is correctly detected by
the CORF model, the GF model detects such a contour as multiple extended edges
that cross each other, see, for instance, the difference in how the contours of the
stripes in the shirt (Fig. 2.13a) and the pattern in the hat (Fig. 2.13c) are detected by
the two models.

The class of simple cells is rather broad (DeAngelis et al., 1995). For instance,
many simple cells have non-classical RFs which exhibit inhibition (Grigorescu et al.,
2003a). These effects are outside the scope of this study. Furthermore, the scope of
the proposed CORF computational model is limited to simple cells that respond to
static stimuli.

The responses of real simple cells are often not proportional to stimulus contrast.
This means that the response does not double if the contrast of the stimulus grows,
for instance, from 40% to 80%. This property is known as response saturation (Sclar
et al., 1990). We can also incorporate this nonlinear property in our model by apply-
ing a sublinear function with saturation, such as the sigmoid function, to the model
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Figure 2.15: (First row) One noiseless and two noisy stimuli with different signal-to-noise
ratios (SNR). Optimal contour maps achieved by the (second row) GF model and the (third
row) proposed CORF model.

LGN responses. The resulting CORF model cell shows dependence of response on
contrast that is qualitatively similar to the one shown by real simple cells, Fig. 2.16.

While we use geometric mean (essentially multiplication) as an output function
of the proposed CORF computational model, we did not name it Product but more
generally Combination of Receptive Fields. We did that in order to keep the possibil-
ity open to use other output functions in the future.

The implementation of the proposed CORF model is straightforward: it includes
convolutions of computed model LGN responses to compute sub-unit responses6,
shifting appropriately these sub-unit responses in order to take into account that
they need to be taken in different points, and a pixel-wise evaluation of a multivari-
ate output function. Elsewhere, we refer to this type of filter, built on top of simpler
filters, as Combination Of Shifted Filter Responses, abbreviated as COSFIRE (Az-
zopardi and Petkov, 2013).

The popularity of the GF model is largely due to the fact that a Gabor function

6This is equivalent to blurring the computed LGN responses.
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Figure 2.16: Responses of a CORF model cell as a function of stimulus contrast for the ori-
entation preferred by the model. Here, the responses of the constituent model LGN cells are
modified by a sigmoid function.

is a product of two well-known basic functions, a cosine function and a Gaussian
function, that we all know since secondary school. Consequently, it can be easily
remembered and its properties are easily understood. At a higher level, its elegance
comes from the joint maximization of its compactness in the space domain and the
spatial frequency domain (Daugman, 1985). It is amazing that such a conceptually
simple and elegant function is a good first approximation to the properties of real
neurons. The fact that it cannot reproduce all properties of real simple cells is just
another evidence that the real world is less Platonic than we might wish it to be.

2.5 Summary

In this chapter we proposed a CORF computational model of an orientation-
selective cell in area V1 of visual cortex. Orientation selectivity is achieved by com-
bining in an AND-type operation the responses of a collection of model LGN cells
with center-surround RFs that are properly aligned.

By means of simulated reverse correlation, we demonstrated that the RF of the
proposed model cell can be divided in parallel elongated excitatory and inhibitory
regions, an organization that is characteristic of simple cells. We also showed that,
similar to real simple cells, the response of a CORF model cell to a drifting grating
alternates between high and low values with a changing phase offset of the grating.
Moreover, the proposed CORF model cell exhibits important nonlinear properties,
namely cross orientation suppression, contrast invariant orientation tuning and re-
sponse saturation, which are found in real simple cells. Such properties are not
possessed by models that are based on linear spatial summation, such as the GF
model. Therefore, the proposed CORF computational model should be seen as a
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more realistic model of a simple cell.
We demonstrated the effectiveness of the proposed CORF model in a contour

detection application and compared its performance with that of the popular GF
model. For performance evaluation, we used two public data sets of natural images
(RuG and Berkeley) with associated ground truth contour images. In both cases, the
proposed CORF model outperforms the GF model (RuG: t(39) = 4.39, p < 10−4 and
Berkeley: t(299) = 3.88, p < 10−4).

2.6 Conclusions

The proposed CORF model of a simple cell that relies on input from model LGN
cells is anatomically more realistic than the GF model. Furthermore, it shares more
properties with real simple cells than the GF model, such as cross orientation sup-
pression, contrast invariant orientation tuning and response saturation. Finally, the
proposed CORF model is more effective than the GF model in contour detection,
which is assumed to be the primary biological task of simple cells.
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Appendix A. Simulated Reverse Correlation

Reverse correlation is an electrophysiological technique in which a randomly gen-
erated binary or, more generally, white noise image is presented and the response
of a cell to this stimulus is measured (de Boer and Kuyper, 1968; Jones and Palmer,
1987; Ringach and Shapley, 2004). Many different such images are presented and
the images which elicit spikes from a given neuron are added together. Finally the
average intensity value is subtracted from this accumulated image. The intensity of
a pixel in the resulting image is indicative for the contribution of that position in the
visual field to increase (if the pixel value is positive) or decrease (if it is negative)
the probability of firing of the concerned cell. Reverse correlation can be applied
to determine the spatio-temporal profiles of visual neurons by taking into account
the delay of a spike after a stimulus image is presented and computing a separate
summation image for each delay bin. We are not concerned with temporal aspects
here.

We use simulated reverse correlation by which we mean that we present to our
CORF model cell random binary images and measure the computed response of the
model cell in a given location. This response is however not binary (spike or no
spike) as with real neurons but a graded value which is intended to represent an
approximation of the firing rate of a neuron. To take this aspect into account, we
weight the presented binary stimulus image with the response which the model cell
produces in the considered point and sum up these response-weighted binary input
images. We subtract from the response-weighted sum of binary input images its
mean across all pixels. This is the way in which we obtained the 2D function shown
in Fig. 2.8(a-b).

Appendix B. Nonlinear vs. Linear CORF Response

Fig. 2.17 shows the orientation tuning curves of a linear CORF model in which
the response is computed by summing up the responses of all afferent sub-units.
This model produces response for all orientations of the presented stimulus, in con-
trast to the properties of real simple cells. If a threshold is used to constrain the
response, the orientation bandwidth of the model becomes dependent on the con-
trast of the stimulus, while the orientation bandwidth of real simple cells does not
depend on the contrast.

In these experiments, the RFs of the models are placed in the center of a given im-
age. Every image is generated by superimposing a horizontal-edge stimulus (mask)
on a vertical-edge stimulus (test) which is the preferred orientation stimulus of the
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Figure 2.17: Orientation tuning curves at four different contrasts obtained for a linear CORF
model, the output of which is computed as the sum of the responses of all afferent sub-units.
This linear CORF model gives response even at orientations that are orthogonal to the pre-
ferred orientation.

concerned models.
Moreover, a linear CORF model does not possess the property of cross orienta-

tion suppression. On the contrary, a mask stimulus that is orthogonal to a simulta-
neously presented test stimulus of the orientation preferred by the model increases
rather than suppresses the response, Fig. 2.18.

Appendix C. Evaluation of Inexact Contour Localization

Localization of detected contours may deviate slightly from the desired posi-
tion specified in the corresponding ground truth. This might either be due to the
inaccurate ground truth itself that is designed by a human observer, or otherwise
by the inaccurate detection localization of the operator. For this reason, we use the
tolerance method proposed by Grigorescu et al. (2004), where a detected pixel is
considered correct if a corresponding ground truth contour pixel is present in a 5×5

neighborhood. Every ground truth contour pixel is considered only once, such that
no two or more detected contour pixels can be matched to the same ground truth
contour pixel. The false negatives and false positives can then be determined from
the remaining unmatched contour pixels.

In the case of the Berkeley data set, where the ground truth is provided as a col-
lection of multiple contour maps, we apply the following procedure. First, we match
the operator contour map separately with every contour map in the corresponding
ground truth collection. Subsequently, we compute the number of true positives as
the total sum of the correctly matched boundary pixels with the set of ground truth
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Figure 2.18: A linear CORF model does not exhibit cross orientation suppression, but rather
it shows the opposite effect. The plots illustrate the responses of a linear CORF model to the
images shown at the top, compare with Fig. 2.11.

contour maps. Similarly, the number of false negatives is the total sum of incorrectly
unmatched boundary pixels. However, the false positives are only those boundary
pixels that do not match any of the human observer maps. For further details we
refer to Martin et al. (2004).
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Chapter 3

COSFIRE Filters for Keypoint Detection

Abstract

Keypoint detection is important for many computer vision applications. Existing meth-
ods suffer from insufficient selectivity regarding the shape properties of features and are
vulnerable to contrast variations and to the presence of noise or texture. We propose a
trainable filter which we call COSFIRE (Combination Of Shifted FIlter REsponses) and
use for keypoint detection and pattern recognition. It is automatically configured to be
selective for a local contour pattern specified by an example. The configuration comprises
selecting given channels of a bank of Gabor filters and determining certain blur and shift
parameters. A COSFIRE filter response is computed as the weighted geometric mean of
the blurred and shifted responses of the selected Gabor filters. It shares similar properties
with some shape-selective neurons in visual cortex, which provided inspiration for this
work. We demonstrate the effectiveness of the proposed filters in two applications: the
recognition of handwritten digits (MNIST data set: 99.48% correct classification), and
the detection and recognition of traffic signs in complex scenes (100% recall and pre-
cision). The proposed COSFIRE filters are conceptually simple and easy to implement.
They are versatile keypoint detectors and are highly effective in practical computer vision
applications.

1Section 3.1 is omitted because the application to the automatic detection of vascular bifurcations in
retinal images is treated in more detail in Chapter 5.
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3.1 Introduction

The detection of perceptually salient features, often referred to as keypoints or
landmarks, is an important task in many computer vision applications, such as

image registration, stereo camera calibration, object tracking and object recognition.
A substantial body of work has been done in this area and several methods

have been proposed for the detection, description and matching of keypoints. These
methods characterize a keypoint by a specific data structure derived from the image
content in the surroundings of the concerned point. In this sense, the terms keypoint
and landmark refer to a local pattern rather than a single point. The typical patterns
of interest range from simple edges to corners and junctions, Fig 3.1. The Harris
detector (Harris and Stephens, 1988), for instance, detects corner-like structures and
achieves rotation invariance by using the eigenvalues of the Hessian matrix. This
detector, which aroused much interest, was extended by including local gray-level
invariants based on combinations of Gaussian derivatives (Schmid and Mohr, 1997).
Later, scale-invariant approaches were proposed by selecting keypoints as the max-
ima points in a Laplacian (Lindeberg, 1998) or Difference-of-Gaussian (DoG) (Lowe,
1999) scale space. The Laplacian-based scale selection and the Harris detector were
also combined into the so called Harris-Laplace operator (Mikolajczyk and Schmid,
2001).

A salient feature or keypoint is often characterized by a local image descriptor
which may vary from a simple scalar value to a rich description, such as a feature
vector, a bag of values, or some other data structure. An extensive survey of local de-
scriptors can be found in (Mikolajczyk and Schmid, 2005). It compares a number of
descriptors including derivatives of Gaussians (Florack et al., 1994), moment invari-
ants (Mindru et al., 2004), complex features (Baumberg, 2000), responses of steerable
filters (Freeman and Adelson, 1991), phase-based local features (Carneiro and Jep-
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Figure 3.1: (a) Examples of corners and junction patterns marked in (a) photographic images
and (b) their enlargements.
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(a) (b) (c) (d)

Figure 3.2: (a) Prototype pattern. (b) Test pattern which has 50% similarity (computed by
template matching) to the prototype. (c-d) Test patterns that have only 30% similarity to the
prototype due to (c) contrast differences and (d) presence of texture. From a shape detection
point of view, the patterns in (c) and (d) are more similar to the prototype in (a) than the pat-
tern in (b). This example shows the shortcomings of other models that are based on distance
or dissimilarity of descriptors. The local image pattern is used as a descriptor in this example.
Methods that compute local descriptors only shift the problem to a feature space.

son, 2003), and shows that the best performance is achieved with the SIFT descriptor
(Lowe, 2004). Various extensions of the SIFT descriptor have been proposed includ-
ing the PCA-SIFT (Yan Ke and Sukthankar, 2004) and the GLOH (Mikolajczyk and
Schmid, 2005) which use principal component analysis for dimensionality reduc-
tion. Nevertheless, the original SIFT approach outperforms both mentioned variants
and seems to be the most popular keypoint descriptor currently. Recently, another
operator called SURF (Bay et al., 2008) has been introduced which is somewhat sim-
ilar to SIFT and speeds up the efficiency of keypoint selection.

The detection of keypoints that are similar to some keypoint which is selected as
a prototype is typically done by computing a similarity (or dissimilarity) measure
that is usually based on the Euclidean (or some other) distance between the respec-
tive keypoint descriptors. These methods are not robust to contrast variations and
as a result they suffer from insufficient selectivity to the shape properties of fea-
tures. This issue is illustrated by Fig. 3.2. The pattern in Fig. 3.2a that is formed
by two lines that make a right-angle vertex is, as a shape, very different from a
pattern that is formed by just one of the constituent lines, Fig. 3.2b. Approaches
that are based on the dissimilarity between keypoint descriptors such as the ones
mentioned above may find these two patterns similar to a considerable extent. On
the other hand, such methods might produce lower similarity scores for patterns
that are regarded similar from the aspect of shape by a human observer, but show
differences in contrast and/or contain texture, Fig. 3.2(c-d).

In this article we are interested in the detection of contour-based patterns. We in-
troduce trainable keypoint detection operators that are configured to be selective for
given local patterns defined by the geometrical arrangement of contour segments.
The proposed operators are inspired by the properties of a specific type of shape-
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selective neuron in area V4 of visual cortex, which exhibit selectivity for parts of
(curved) contours or for combinations of line segments (Pasupathy and Connor,
1999, 2002).

We call the proposed keypoint detector COSFIRE (Combination Of Shifted FIl-
ter REsponses) filter as the response of such a filter in a given point is computed
as a function of the shifted responses of simpler (in this case orientation-selective)
filters. Using shifted responses of simpler filters – Gabor filters in this study – cor-
responds to combining their respective supports at different locations to obtain a
more sophisticated filter with a bigger support. The specific function that we use
here to combine filter responses is weighted geometric mean, essentially multiplica-
tion, which has specific advantages regarding shape recognition and robustness to
contrast variations. Such a model design decision is mainly motivated by the better
results obtained using multiplication vs. addition. It gets further support by psy-
chophysical evidence (Gheorghiu and Kingdom, 2009) that curved contour parts are
likely detected by a neural mechanism that multiplies the responses of afferent sub-
units (sensitive for different parts of the curve pattern). Due to the multiplicative
character of the output function, a COSFIRE filter produces a response only when
all constituent parts of a pattern of interest are present.

A COSFIRE filter is conceptually simple and straightforward to implement: it re-
quires the application of selected Gabor filters, Gaussian blurring of their responses,
shifting of the blurred responses by specific, different vectors, and multiplying the
shifted responses. The questions of which Gabor filters to use, how much to blur
their responses and how to shift the blurred responses are answered in a COSFIRE
filter configuration process in which a local pattern of interest that defines a keypoint
is automatically analysed. The configured COSFIRE filter can then successfully de-
tect the same and similar patterns. We also show how the proposed COSFIRE filters
can achieve invariance to rotation, scale, reflection and contrast inversion.

The rest of the chapter is organized as follows: in Section 3.2 we present the COS-
FIRE filter and demonstrate how it can be trained and used to detect local contour
patterns. In Section 3.3, we demonstrate the effectiveness of the proposed trainable
COSFIRE filters in two practical applications: the recognition of handwritten digits
and the detection and the recognition of traffic signs in complex scenes. Section 3.4
contains a discussion of some aspects of the proposed approach and highlights the
differences that distinguish it from other approaches. Finally we draw conclusions
in Section 3.5.
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3.2 Method

3.2.1 Overview

The following example illustrates the main idea of our method. Fig. 3.3a shows an
input image containing three vertices. We consider the encircled vertex, which is
shown enlarged in Fig. 3.3b as a (prototype) pattern of interest and use it to au-
tomatically configure a COSFIRE filter that will respond to the same and similar
patterns.

The two ellipses shown in Fig. 3.3b represent the dominant orientations in the
neighbourhood of the specified point of interest. We detect such lines by symmetric
Gabor filters. The central circle represents the overlapping supports of a group of
such filters. The response of the proposed COSFIRE detector is computed by com-
bining the responses of these Gabor filters in the centers of the corresponding el-
lipses by multiplication. The preferred orientations of these filters and the locations
at which we take their responses are determined by analysing the local prototype
pattern used for the configuration of the concerned COSFIRE filter. Consequently,
the filter is selective for the presented local spatial arrangement of lines of specific
orientations and widths. Taking the responses of Gabor filters at different locations
around a point can be implemented by shifting the responses of these Gabor filters
by different vectors before using them for the pixel-wise evaluation of a multivariate
function which gives the COSFIRE filter output.

In the next sub-sections, we explain the automatic configuration process of a
COSFIRE filter that will respond to a given prototype feature of interest and similar
patterns. The configuration process determines which responses of which Gabor
filters in which locations need to be multiplied in order to obtain the output of the
filter.

(a) (b)

Figure 3.3: (a) Synthetic input image (of size 256 × 256 pixels). The circle indicates a proto-
type feature of interest that is manually selected by a user. (b) Enlargement of the selected
feature. The ellipses represent the support of line detectors that are identified as relevant for
the concerned feature.
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3.2.2 Detection of Orientations by 2D Gabor Filters

We build the proposed COSFIRE filter using as input the responses of Gabor filters
which are known for their orientation selectivity.

We denote by gλ,θ(x, y) the response of a Gabor filter of preferred wavelength λ
and orientation θ to a given input image. Such a filter has other parameters, such
as spatial aspect ratio, bandwidth and phase offset, that we skip here for brevity.
The responses of a symmetrical and an antisymmetrical filter can be combined in
a Gabor energy filter. Surround suppression can also be applied to Gabor (energy)
filter responses to reduce responses to texture and improve the detectability of object
contours. For brevity of presentation, we do not consider all these aspects of Gabor
filters here and we refer to (Petkov, 1995; Petkov and Kruizinga, 1997; Kruizinga and
Petkov, 1999; Grigorescu et al., 2002; Petkov and Westenberg, 2003; Grigorescu et al.,
2003c,b) for technical details and to our online implementation2. We normalize3 all
Gabor functions that we use in such a way that all positive values of such a function
sum up to 1 and all negative values sum up to -1.

We threshold the responses of Gabor filters at a given fraction t1 (0 ≤ t1 ≤ 1)
of the maximum response of gλ,θ(x, y) across all combinations of values (λ, θ) used
and all positions (x, y) in the image, and denote these thresholded responses by
|gλ,θ(x, y)|t1 . We comment on the choice of the value of t1 in Sections 3.3 and 3.4.

3.2.3 Configuration of a COSFIRE Filter

A COSFIRE filter uses as input the responses of some Gabor filters, each character-
ized by parameter values (λi, θi), around certain positions (ρi, φi) with respect to the
center of the COSFIRE filter. A set of four parameter values (λi, θi, ρi, φi) character-
izes the properties of a contour part that is present in the specified area of interest:
λi/2 represents the width, θi represents the orientation and (ρi, φi) represents the
location. In the following we explain how we obtain the parameter values of such
contour parts around a given point of interest.

We consider the responses of a bank of Gabor filters along a circle4 of a given
radius ρ around a selected point of interest, Fig. 3.4. In each position along that
circle, we take the maximum of all responses across the possible values of (λ, θ) used
in the filter bank. The positions that have values greater than the corresponding
values of the neighbouring positions along an arc of angle π/8 are chosen as the

2http://matlabserver.cs.rug.nl
3This normalization ensures that the response to an image of constant intensity is 0. Without normal-

ization, this is true only for antisymmetrical filters. It also ensures that the response to a line of width
w will be largest for a symmetrical filter of preferred wavelength λ = 2w. We mention this explicitly
because line detection is essential in one application that we present in Section 3.3.

4For ρ = 0 we only consider the point of interest.

http://matlabserver.cs.rug.nl


3.2. Method 37

φ

ρ

a

b

0 π/2 π 2π

1

Polar angle φ
M

ax
im

um
G

ab
or

re
sp

on
se

s

a b

(a) (b)
Figure 3.4: Configuration of a COSFIRE filter. (a) The gray-level of a pixel represents the
maximum value superposition of the thresholded (at t1 = 0.2) responses of a bank of Gabor
filters (5 wavelengths λ ∈ {4, 4

√
2, 8, 8

√
2, 16} and 8 orientations θ ∈ {πi

8
, i = 0 . . . 7}) at that

position. The white cross indicates the location of the point of interest selected by a user and
the bright circle of a given radius (here ρ = 30) indicates the locations considered around
the point of interest. (b) Values of the maximum value superposition of thresholded Gabor
filter responses along the concerned circle. The labeled black dots in (a) mark the positions
(relative to the center of the filter) at which the respective strongest Gabor filter responses are
taken. These two positions correspond to the two local maxima in the plot in (b).

points that characterize the dominant orientations around the point of interest. We
determine the polar coordinates (ρi, φi) for each such point with respect to the center
of the filter. For such a location (ρi, φi) we then consider all combinations of (λ, θ)

for which the corresponding responses gλ,θ(x, y) are greater than a fraction t2 = 0.75

of the maximum of gλ,θ(x, y) across the different combinations of values (λ, θ) used.
For each value θ that satisfies this condition, we consider a single value of λ, the
one for which gλ,θ(x, y) is the maximum of all responses across all values of λ. For
each distinct pair of (λ, θ) and for location (ρi, φi) we obtain a tuple (λi, θi, ρi, φi).
Thus, multiple tuples can be formed for the same location (ρi, φi). In Section 3.4, we
provide further comment on the choice of the value of t2.

We denote by Sf = {(λi, θi, ρi, φi) | i = 1 . . . nf} the set of parameter value com-
binations, which fulfill the above conditions. The subscript f stands for the local
prototype pattern around the selected point of interest. Every tuple in the set Sf
specifies the parameters of some contour part in f .

For the point of interest shown in Fig. 3.4a, with two values of the parameter
ρ (ρ ∈ {0, 30}), the selection method described above results in four contour parts
with parameter values specified by the tuples in the following set:

Sf =


(λ1 = 8, θ1 = 0, ρ1 = 0, φ1 = 0),
(λ2 = 8, θ2 = 0, ρ2 = 30, φ2 = π

2 ),
(λ3 = 16, θ3 = π

2 , ρ3 = 0, φ3 = 0),
(λ4 = 16, θ4 = π

2 , ρ4 = 30, φ4 = π)
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Figure 3.5: (a) Input image (of size 256 × 256 pixels). The enframed inlay images show (top)
the enlarged prototype feature of interest, which is the vertex encircled in the input image
and (bottom) the structure of the COSFIRE filter that is configured for this feature. This filter
is trained to detect the spatial local arrangement of four contour parts. The ellipses illustrate
the wavelengths and orientations of the Gabor filters, and the bright blobs are intensity maps
for Gaussian functions that are used to blur the responses of the corresponding Gabor filters.
The blurred responses are then shifted by the corresponding vectors. (b) Each contour part
of the input pattern is detected by a Gabor filter with a given preferred wavelength λi and
orientation θi. Two of these parts (i = {1, 2}) are detected by the same Gabor filter and
the other two parts (i = {3, 4}) are detected by another Gabor filter; therefore, only two
distinct Gabor filters are selected from the filter bank. (c) We then blur the thresholded (here
at t1 = 0.2) response |gλi,θi(x, y)|t1 of each concerned Gabor filter and subsequently shift
the resulting blurred response images by corresponding polar coordinate vectors (ρi, φi +π).
(d) Finally, we obtain the output of the COSFIRE filter by computing the weighted geometric
mean (here σ′ = 25.48) of all the blurred and shifted thresholded Gabor filter responses. The
‘×’ marker indicates the location of the specified point of interest. The two local maxima in
the output of the COSFIRE filter correspond to the two similar vertices in the input image.
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The last tuple in Sf , (λ4 = 16, θ4 = π/2, ρ4 = 30, φ4 = π), for instance, describes
a contour part with a width of (λ4/2 =) 8 pixels and an orientation θ4 = π/2 that
can be detected by a Gabor filter with preferred wavelength λ4 = 16 and orientation
θ4 = π/2, at a position of ρ4 = 30 pixels to the left (φ4 = π) of the point of interest;
this location is marked by the label ‘b’ in Fig. 3.4. This selection is the result of the
presence of a horizontal line to the left of the center of the feature that is used for the
configuration of the filter.

3.2.4 Blurring and Shifting Gabor Filter Responses

The above analysis of the considered local pattern of interest f indicates that this
pattern produces four strong responses gλi,θi(x, y) of Gabor filters with parameters
(λ1 = 8, θ1 = 0), (λ2 = 8, θ2 = 0), (λ3 = 16, θ3 = π/2), and (λ4 = 16, θ4 = π/2) in
the corresponding positions with polar coordinates (ρi, φi) with respect to the filter
center. Next, we use these responses to compute the output of the COSFIRE filter.
Since the concerned responses are in different positions (ρi, φi) with respect to the
filter center, we first shift them appropriately so that they come together in the filter
center. The COSFIRE filter output can then be evaluated as a pixel-wise multivariate
function of the shifted Gabor filter responses.

Before these shift operations, we blur the Gabor filter responses in order to allow
for some tolerance in the position of the respective contour parts. We define the blur-
ring operation as the computation of maximum value of the weighted thresholded
responses of a Gabor filter. For weighting we use a Gaussian function Gσ(x, y), the
standard deviation σ of which is a linear function of the distance ρ from the center
of the COSFIRE filter:

σ = σ0 + αρ (3.1)

where σ0 and α are constants. The choice of the linear function in Eq. 3.1 is explained
in Section 3.4. The value of the parameter α determines the orientation tuning of
the COSFIRE filter: the orientation bandwidth becomes broader with an increasing
value of α.

Next, we shift the blurred responses of each selected Gabor filter (λi, θi) by a dis-
tance ρi in the direction opposite to φi. In polar coordinates, the shift vector is speci-
fied by (ρi, φi + π). In cartesian coordinates, it is (∆xi, ∆yi) where ∆xi = −ρi cosφi,
and ∆yi = −ρi sinφi. We denote by sλi,θi,ρi,φi(x, y) the blurred and shifted response
of the Gabor filter that is specified by the i-th tuple (λi, θi, ρi, φi) in the set Sf :

sλi,θi,ρi,φi(x, y)
def
= max

x′,y′
{|gλi,θi(x− x′ −∆xi, y − y′ −∆yi)|t1 Gσ(x′, y′)} (3.2)

where −3σ ≤ x′, y′ ≤ 3σ.
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Figure 3.6: (a) A set of elementary features. The enframed feature is used as a prototype for
configuring a COSFIRE filter. (b) Responses of the configured filter rendered by shading of
the features. (c) Responses of a rotated version (ψ = π

2
) of the filter obtained by manipulation

of the filter parameters and (d) rotation-invariant responses for sixteen discrete orientations.

Fig. 3.5 illustrates the blurring and shifting operations for this COSFIRE filter,
applied to the image in Fig. 3.3a. For each of the four contour parts detected in the
prototype feature pattern we first compute the corresponding Gabor filter responses
and then we blur and shift these responses accordingly.

In practice, the computation of one blurred response (for the same values of the
parameters λ, θ and ρ), for instance with sλ,θ,ρ,φ=0(x, y), is sufficient: the result of
sλ,θ,ρ,φ(x, y) for any value of φ can be obtained from the result of the output of
sλ,θ,ρ,φ=0(x, y) by appropriate shifting.

3.2.5 Response of a COSFIRE Filter

We define the response rSf (x, y) of a COSFIRE filter as the weighted geometric mean
of all the blurred and shifted thresholded Gabor filter responses sλi,θi,ρi,φi(x, y) that
correspond to the properties of the contour parts described by Sf :
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rSf (x, y)
def
=

∣∣∣∣∣∣∣∣
( |Sf |∏
i=1

(
sλi,σi,ρi,φi(x, y)

)ωi)1/
∑|Sf |
i=1 ωi

∣∣∣∣∣∣∣∣
t3

(3.3)

where ωi = exp−
ρ2i

2σ′2 , 0 ≤ t3 ≤ 1, and |.|t3 stands for thresholding the response at
a fraction t3 of its maximum across all image coordinates (x, y). For 1/σ′ = 0, the
computation of the COSFIRE filter becomes equivalent to the standard geometric
mean, where the s-quantities have the same contribution. Otherwise, for 1/σ′ >

0, the input contribution of s-quantities decreases with an increasing value of the
corresponding parameter ρ. In our experiments we use a value of the standard
deviation σ′ that is computed as a function of the maximum value of the given set
of ρ values: σ′ = (−ρmax

2/2 ln 0.5)1/2, where ρmax = maxi∈{1...|Sf |}{ρi}. We make
this choice in order to achieve a maximum value ω = 1 of the weights in the center
(for ρ = 0), and a minimum value ω = 0.5 in the periphery (for ρ = ρmax).

Fig. 3.5 shows the output of a COSFIRE filter which is defined as the weighted
geometric mean of four blurred and shifted images from the responses of two Ga-
bor filters. Note that this filter responds at points where a pattern is present which
is identical or similar to the prototype pattern f at and around the selected point
of interest, which was used in the configuration of the filter. In this example, the
COSFIRE filter reacts strongly in a given point to a local pattern that contains a hori-
zontal line to the left of that point, a vertical line above it, together with a horizontal
and a vertical line at the point.

Fig. 3.6a shows a set of elementary features that are angles of different acuteness
and orientations. For the illustration in Fig. 3.6 we configure a COSFIRE filter using
the enframed local pattern in Fig. 3.6a where the point of interest is positioned on the
corner of the vertex. The structure of the filter is determined by using three values
of ρ (ρ ∈ {0, 12, 30}). Fig. 3.6b shows the responses of this COSFIRE filter where the
strength of the maximum filter response to a given feature is rendered as a gray level
shading of that feature. The maximum response is reached at or near the corner. In
this case, the COSFIRE filter achieves the strongest response to the local prototype
pattern that was used to configure it, but it also reacts, with less than the maximum
response, to angles that differ slightly in acuteness and/or orientation. This example
illustrates the selectivity and the generalization ability of the proposed filter.

3.2.6 Achieving Invariance

In the following we explain how we achieve invariance to rotation, scale, reflection
and contrast inversion.
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Rotation Invariance

Using the set Sf that defines the concerned filter, we form a new set <ψ(Sf ) that
defines a new filter, which is selective for a version of the prototype feature f that is
rotated by an angle ψ:

<ψ(Sf )
def
= {(λi, θi + ψ, ρi, φi + ψ) | ∀ (λi, θi, ρi, φi) ∈ Sf} (3.4)

For each tuple (λi, θi, ρi, φi) in the original filter Sf that describes a certain local
contour part, we provide a counterpart tuple (λi, θi + ψ, ρi, φi + ψ) in the new set
<ψ(Sf ). The orientation of the concerned contour part and its polar angle position
with respect to the center of the filter are off-set by an angle ψ relative to the values
of the corresponding parameters of the original part.

Fig. 3.6c shows the responses r<ψ(Sf ) of the COSFIRE filter that correspond to
<ψ(Sf ) to the set of elementary features shown in Fig. 3.6a. This filter responds
selectively to a version of the original prototype feature f rotated counterclockwise
at an angle of (ψ =) π/2. It is, however, configured by manipulating the set of
parameter value combinations, rather than by computing them from the responses
to a rotated version of the original prototype pattern f .

A rotation-invariant response is achieved by taking the maximum value of the
responses of filters that are obtained with different values of the parameter ψ:

r̂Sf (x, y)
def
= max

ψ∈Ψ
{r<ψ(Sf )(x, y)} (3.5)

where Ψ is a set of nψ equidistant orientations defined as Ψ = { 2π
nψ
i | 0 ≤ i <

nψ}. Fig. 3.6d shows the maximum superposition r̂Sf (x, y) for nψ = 16. The filter
according to Eq. 3.5 produces the same response to local patterns that are versions
of each other, obtained by rotation at discrete angles ψ ∈ Ψ.

As to the response of the filter to patterns that are rotated at angles of intermedi-
ate values between those in Ψ, it depends on the orientation selectivity of the filter
Sf that is influenced by the orientation bandwidth of the involved Gabor filters and
by the value of the parameter α in Eq. 3.1. Fig. 3.7 illustrates the orientation selec-
tivity of the COSFIRE filter, which is configured with the enframed local prototype
pattern in Fig. 3.6a using α = 0.1. A maximum response is obtained for the local
prototype pattern that was used to configure this filter. The response declines with
the deviation of the orientation of the local input pattern from the optimal one and
practically disappears when this deviation is greater than π/8. When the deviation
of the orientation is π/16, the response of the filter is approximately half of the maxi-
mum response. This means that the half-response bandwidth of this COSFIRE filter
is π/8. Thus, nψ = 16 distinct preferred orientations (in intervals of π/8) ensure
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Figure 3.7: Orientation selectivity of a COSFIRE filter that is configured with a right-angle
vertex.

sufficient response for any orientation of the feature used to configure the filter.

As demonstrated by Fig. 3.6d, when the concerned filter is applied in rotation-
invariant mode (nψ = 16), it responds selectively to the prototype pattern, a right
angle, independently of the orientation of the angle.

Scale Invariance

Scale invariance is achieved in a similar way. Using the set Sf that defines the con-
cerned filter, we form a new set Tυ(Sf ) that defines a new filter which is selective
for a version of the prototype feature f that is scaled in size by a factor υ:

Tυ(Sf )
def
= {(υλi, θi, υρi, φi) | ∀ (λi, θi, ρi, φi) ∈ Sf} (3.6)

For each tuple (λi, θi, ρi, φi) in the original filter Sf that describes a certain local
contour part, we provide a counterpart tuple (υλi, θi, υρi, φi) in the new set Tυ(Sf ).
The width of the concerned contour part and its distance to the center of the filter
are scaled by the factor υ relative to the values of the corresponding parameters of
the original part.

A scale-invariant response is achieved by taking the maximum value of the re-
sponses of filters that are obtained with different values of the parameter υ:

r̃Sf (x, y)
def
= max

υ∈Υ
{rTυ(Sf )(x, y)} (3.7)

where Υ is a set of υ values equidistant on a logarithmic scale defined as Υ =

{2 i
2 | i ∈ Z}.
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Reflection Invariance

As to reflection invariance we first form a new set Śf from the set Sf as follows:

Śf
def
= {(λi, π − θi, ρi, π − φi) | ∀ (λi, θi, ρi, φi) ∈ Sf} (3.8)

The new filter, which is defined by the set Śf , is selective for a reflected version of
the prototype feature f about the y−axis. A reflection-invariant response is achieved
by taking the maximum value of the responses of the filters Sf and Śf :

ŕSf (x, y)
def
= max {rSf (x, y), rŚf (x, y)} (3.9)

Combined Invariance to Rotation, Scale and Reflection

A combined rotation-, scale-, and reflection-invariant response is achieved by taking
the maximum value of the rotation- and scale-invariant responses of the filters Sf
and Śf that are obtained with different values of the parameters ψ and υ:

r̄Sf (x, y)
def
= max

ψ∈Ψ,υ∈Υ
{r̂<ψ(Tυ(Sf ))(x, y), r̂<ψ(Tυ(Śf ))(x, y)} (3.10)

Invariance to Contrast Inversion

Next to the above geometric invariances, we can achieve invariance to contrast in-
version by using Gabor filters with inverse polarity.

We do not elaborate further on this possibility because we do not use it in the
applications presented above.

3.2.7 Detection of More Complex Patterns

The filter considered above is selective for a local pattern that consists of two lines
forming an angle. However, in the configuration of the COSFIRE filter we made no
assumptions about the specific type of local pattern it should detect. The configura-
tion result is determined by the local prototype pattern presented.

Next, we illustrate the configuration a filter that can detect a bifurcation pattern
formed by three lines of different orientations, Fig. 3.8(a-b). In Fig. 3.8c we show
the rotation-invariant response of the concerned COSFIRE filter for the input image
in Fig. 3.8a. Besides the original local prototype pattern that was used to configure
this filter, it correctly detects the presence of another two similar features: one in a
vertical orientation and the other pattern in a horizontal orientation.
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(a) (b) (c)

Figure 3.8: (a) Synthetic input image (of size 256×256 pixels). (b) The structure of a COSFIRE
filter that is configured using the encircled pattern in (a) with three values of ρ (ρ ∈ {0, 12, 30})
and σ0 = 2.5. (c) Rotation-invariant response r̂Sf of the COSFIRE filter (here σ′ = 25.48).

3.3 Applications

In the following we demonstrate the effectiveness of the proposed COSFIRE filters
by applying them in two practical applications: the recognition of handwritten dig-
its and the detection and recognition of traffic signs in complex scenes.

3.3.1 Recognition of Handwritten Digits

Handwritten digit recognition is a challenging task in the community of pattern
recognition, which has various commercial applications, such as bank cheque pro-
cessing and postal mail sorting. It has been used as a benchmark for comparing
shape recognition methods. Feature extraction plays a significant role in the effec-
tiveness of such systems. A detailed review of the state-of-the-art methods is given
in (Liu et al., 2003).

In the following, we show how the proposed trainable COSFIRE filters can be
configured to detect specific parts of handwritten digits. Consequently, the collec-
tive responses of multiple such filters can be used as a shape descriptor of a given
handwritten digit. We use the well known modified NIST (MNIST) data set (LeCun
et al., 1998) to evaluate the performance of this approach. This data set comprises
60000 training and 10000 test digits5 where each digit is given as a grayscale image
of size 28× 28 pixels, Fig. 3.9.

In the configuration step, we choose a random subset of digit images from each
digit class. For each such digit image we choose a random location in the image
and use the local stroke pattern around that location to configure a COSFIRE filter.
We use a given randomly selected location for the configuration of a COSFIRE filter

5The MNIST data set is available online: http://yann.lecun.com/exdb/mnist

http://yann.lecun.com/exdb/mnist


46 3. COSFIRE Filters for Keypoint Detection

Figure 3.9: Examples of handwritten digits from the MNIST data set.

only if that filter consists of at least four tuples, otherwise we choose a different
location. We impose this restriction in order to avoid the selection of small digit
fragments as prototype patterns, which may consequently result in filters with low
discriminative power. We provide further comments on the discriminative abilities
of these COSFIRE filters in Section 3.4. For this application, we use three values of
ρ (ρ ∈ {0, 3, 8}), t2 = 0.75, σ0 = 0.83, α = 0.1, and a bank of antisymmetric Gabor
filters with 16 equidistant orientations (θ ∈ {πi8 | i = 0 . . . 15}) and one wavelength
of (λ =) 2

√
2. Fig. 3.10 illustrates the configuration of four such COSFIRE filters

using local prototype patterns (parts of digits) that are randomly selected from four
handwritten digits.

We perform a number of experiments with different values of the threshold pa-
rameter t1 (t1 ∈ {0, 0.05, 0.1, 0.15}). The values of the other parameters mentioned
above are kept fixed for all experiments. For each value of t1 we run an experiment
by configuring up to 500 COSFIRE filters per digit class. We repeat such an experi-
ment five times and report the average recognition rate. Repetition of experiments
is necessary in order to compensate for the random selection of training digit images
and the random selection of locations within these images that are used to configure
the concerned filters.

After the configuration of a certain number of COSFIRE filters, every digit to
which the set of these filters is applied can be described by a vector where each ele-
ment corresponds to the maximum response of a COSFIRE filter across all locations
in the input image. For instance, with 500 filters per digit class and 10 digit classes,
a digit image to which this set of 5000 COSFIRE filters is applied is described by a
vector of 5000 elements. For this application, the responses of the concerned Ga-
bor filters provide equal contribution (1/σ′ = 0) to the output of the corresponding
COSFIRE filter.

The feature vectors obtained for the digit images of the training set are then used
to train an all-pairs multi-class (with majority vote) support vector machine (SVM)
classifier with a linear kernel. In Fig. 3.11a we plot the recognition rates that we
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Figure 3.10: Example of the configuration of four COSFIRE filters, one for each of the hand-
written digits 0, 4, 8, and 9. (a-d) The ‘+’ markers show the randomly selected locations.
The ellipses around the marked locations represent the support of the Gabor filters that are
determined in the configuration of the concerned COSFIRE filters. (e-h) The corresponding
reconstructions of the local patterns that are illustrated as a superposition of the thresholded
(t1 = 0.1) Gabor filter (inverted) responses, which contribute to the responses of the respec-
tive COSFIRE filters.

achieve for different values of the threshold t1 and for different numbers of COS-
FIRE filters used. We achieve a maximum recognition rate of 99.40% with 4500 COS-
FIRE filters, where the filters are used in a non-invariant mode; i.e. without compen-
sation for possible pattern reflection, rotation and scaling (ψ = 0, υ = 1). In Fig. 3.9
one can observe, however, that some of the handwritten digits given in the MNIST
data set differ slightly in orientation. We consider this fact and repeat the five exper-
iments for the threshold t1 = 0 (that contributed to the best performance so far), but
this time applying the same COSFIRE filters in a partially rotation-invariant mode
with five values of the rotation tolerance angle ψ (ψ ∈ {−π4 ,−

π
8 , 0,

π
8 ,

π
4 }). The plots

in Fig. 3.11b show that the performance that is achieved with the partially rotation-
invariant filters is improved to a maximum recognition rate of 99.48% with 4000
filters. This means that the error rate is decreased by 13.33% and that 500 less filters
are required.

The recognition rate of 99.48% that we achieve is comparable to the best results
obtained with other approaches6 applied on the MNIST data set. In particular, our
method outperforms the shape context approach (99.37% (Belongie et al., 2002)), and
three other approaches (94.2% (Oberhoff and Kolesnik, 2008), 97.62% (Borji et al.,
2008) and 98.73% (Hamidi and Borji, 2010)) that use biologically inspired features

6A list of results obtained by state-of-the-art approaches is maintained
http://yann.lecun.com/exdb/mnist/

http://yann.lecun.com/exdb/mnist/
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Figure 3.11: Experimental results achieved on the MNIST data set. (a) The four plots show
the recognition rates achieved for different values of the threshold t1 as a function of the
number of COSFIRE filters used. The filled-in circle represents the maximum recognition
rate of 99.40% achieved for t1 = 0 with 4500 filters. In these experiments the COSFIRE filters
are used in rotation-non-invariant mode. (b) Performance comparison between the same set
of COSFIRE filters and t1 = 0 that are first applied in rotation-non-invariant mode and then
in a partially rotation-invariant mode. Here partial rotation-invariance is based on five values
of the rotation tolerance angle ψ (ψ ∈ {−π

4
,−π

8
, 0, π

8
, π
4
}). The performance improves with

partial rotation-invariant filters that achieve a maximum recognition rate of 99.48% (shown
as a filled-in circle) with 4000 filters.

combined with a multi-layer perceptron (MLP) (Oberhoff and Kolesnik, 2008) and a
linear SVM classifier (Borji et al., 2008; Hamidi and Borji, 2010). The highest recog-
nition rate achieved to date is 99.61% (Ranzato et al., 2006). The approach used to
achieve that result extends the original training data set by elastically distorting the
training images.

Notable is the fact that we achieve the above result without any optimization
regarding the COSFIRE filters and the parameters used. Moreover, we do not per-
form any pre-processing and/or post-processing operations, neither do we use an
extended training data set with elastic distortion. The fact that we achieve a result
that is very close to the best result ever achieved is remarkable because our method
is versatile and has not been developed with the specific handwritten digit recogni-
tion application in mind, while the best methods are results of long-lasting research
effort in which elaborate application-specific techniques have been developed.

3.3.2 Detection and Recognition of Traffic Signs

The detection and recognition of specific objects in complex scenes is one of the most
challenging tasks in computer vision. Here, we show how the proposed COSFIRE
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(a) (b) (c)

(d) (e) (f)

Figure 3.12: Three reference traffic signs: (a) an intersection, (b) compulsory giveway for
bikes and (c) a pedestrian crossing. (d-f) The structures of the corresponding COSFIRE filters
determined by the following parameter values: ρ ∈ {0, 2, 4, 7, 10, 13, 16, 20, 25}, σ0 = 0.67,
α = 0.04, λ = 4, and θ ∈ {πi

8
| i = 1 . . . 15}.

filters can be used for the detection of traffic signs in complex scenes.
We use a public data set7 of 48 color images (of size 360 × 270 pixels) that was

originally published in (Grigorescu et al., 2003a). Each of these images contains (at
least) one of three possible traffic signs illustrated in Fig. 3.12(a-c).

For this application we configure filters for patterns that are more complex than
the ones involved in the previous two applications. We configure one COSFIRE filter
for each of the three traffic signs, Fig. 3.12(d-f). We use a bank of antisymmetric
Gabor filters with one wavelength (λ = 4) and 16 equidistant orientations (θ ∈
{πi8 | i = 0 . . . 15}), and threshold their responses with t1 = 0.1. The reference traffic
signs that are used to configure the filters and the signs embedded in the complex
scenes have approximately the same viewpoint and their sizes differ only by at most
10%. For such rigid objects, it is more appropriate to configure COSFIRE filters that
achieve high selectivity. With this requirement in mind, we choose to configure the
filters with a large number of ρ values (ρ ∈ {0, 2, 4, 7, 10, 13, 16, 20, 25}) and a small
value of the parameter α (α = 0.04) that allows little tolerance in the position of the
involved edges.

7Traffic sign data set is online:
http://www.cs.rug.nl/˜imaging/databases/traffic_sign_database/traffic_sign_database.
html

http://www.cs.rug.nl/~imaging/databases/traffic_sign_database/traffic_sign_database.html
http://www.cs.rug.nl/~imaging/databases/traffic_sign_database/traffic_sign_database.html
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We use the three COSFIRE filters to detect and recognize the corresponding traf-
fic signs in the entire data set of 48 images. For each color image, we first convert
it to grayscale and subsequently apply the filters. The antisymmetric Gabor filters
that we use to provide inputs to the COSFIRE filters are applied with isotropic sur-
round suppression (Grigorescu et al., 2004) (using an inhibition factor of 2) in order
to reduce responses to the presence of texture in these complex scenes. Rather than
using the parameter t3 to threshold the filter responses at a given fraction of the
maximum filter response, we choose to threshold the responses at a given absolute
value. Moreover, we also threshold responses that are smaller than a fraction of
the maximum value of all the responses produced by the three filters. We call this
threshold validity ratio. For an absolute threshold of 0.04 and a validity ratio of 0.5
we obtain perfect detection and recognition performance for all the 48 traffic scenes.
This means that we detect all the traffic signs in the given images with no false pos-
itives and correctly recognize every detected sign. Fig. 3.13 illustrates the detection
and recognition of two different traffic signs, shown encircled4, in one of the input
images. For this application, we apply the COSFIRE filters in a non-invariant mode
(ψ = 0, υ = 1) and compute their output by a weighted geometric mean of the
concerned Gabor filter responses (σ′ = 21.23).

3.4 Discussion

When presenting the method in Section 3.2, we indicated that a prototype feature
used for the configuration of a COSFIRE filter is selected by a user. The detection
recognition of traffic signs presented in Section 3.3.2 is an example of such an ap-
plication. The method is, however, not restricted by this aspect: there exists the
possibility that a system ‘discovers’ patterns to be used for configuration and Sec-
tion 3.3.1 provides an example of such an application.

We use Gabor filters for the detection of lines and edges. Gabor filters, however,
are not intrinsic to the proposed method, and other orientation-selective filters can
also be used.

The configuration of a COSFIRE filter is based on the spatial arrangement of con-
tour parts that lie along concentric circles of given radii around a specified point of
interest. In the first two applications that we present we choose to configure COS-
FIRE filters with three values of the radius parameter ρ as they provide sufficient
coverage of the corresponding features. However, for the third application we use
nine values of the parameter ρ in order to configure COSFIRE filters that are selec-
tive for more complex patterns. The choice of the number of ρ values is related to
the size and complexity of the local prototype pattern that is used to configure a
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(a) (b)

(c) (d)

Figure 3.13: (a) Input image (crossing 004.png). (b) Superposition of thresholded responses
(t1 = 0.1) of a bank of antisymmetric Gabor filters (λ = 4 and θ ∈ {πi

8
| i = 0 . . . 15}) with

isotropic surround suppression (inhibition factor is 2). (c) Superposition of the thresholded
responses of the three COSFIRE filters. (d) Correct detection and recognition of two traffic
signs. The cross markers indicate the locations of the two local maxima responses each sur-
rounded with a circle that represents the support of the corresponding COSFIRE filter (con-
tinuous circle represents the intersection sign and the dashed circle represents the pedestrian
crossing sign).

filter. The number of ρ values used also controls the tradeoff between the selectivity
and generalization ability of a filter: a COSFIRE filter becomes more selective and
more discriminative with an increasing number of ρ values.

A COSFIRE filter uses three threshold parameters: t1, t2 and t3. The value of
parameter t1 depends on the contrast of the image material involved in a given ap-
plication and the presence of noise. It controls the level at which the response of a
Gabor filter is supposed to indicate the presence of a line or an edge at a given po-
sition. For the first application, which concerns binary input images, we achieved
good results for t1 = 0.2. Yet, for the second and third applications, which use
grayscale input images, we obtained the best results for t1 = 0 and t1 = 0.1, respec-
tively. The threshold parameter t2, which is used only in the configuration phase, is
application-independent. It implements a condition that the selected responses are
significant and comparable with the strongest possible response. We fix the value of
this threshold to (t2 =) 0.75. The parameter t3 is optional. It may be used to suppress
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the responses of the COSFIRE filter that are below a given fraction of the maximum
response value across all locations of the input image. For instance, in the first appli-
cation we evaluate the performance of the COSFIRE filters with different values of
the parameter t3, while for the second application we do not threshold (t3 = 0) the
responses. In the third application we threshold the responses at a given absolute
value rather than use this threshold parameter.

The proposed COSFIRE filters can be applied in various modes. In the next
chapter we demonstrate that rotation-, scale-, and reflection-invariant COSFIRE fil-
ters are effective for the detection of vascular bifurcations in retinal images. For the
recognition of handwritten digits we only made use of partial rotation-invariance
and for the detection and recognition of traffic signs in complex scenes we used
non-invariant COSFIRE filters.

In the following we highlight three main aspects in which the proposed COS-
FIRE filters can be distinguished from other keypoint detectors. First, a COSFIRE
filter gives a response only when all parts of the filter-defining prototype feature are
present. In contrast, dissimilarity based approaches give response also to parts of
the prototype pattern. Second, while a COSFIRE filter combines the responses of
Gabor filters at different scales, typical scale-invariant approaches, such as SIFT, use
the same scale, the one at which the concerned keypoint is an extremum in a given
scale space. Third, the area of support of a COSFIRE filter is adaptive. It is com-
posed of the support of a number of orientation-selective filters whose geometrical
arrangement around a point of interest is learned from a given local contour pro-
totype pattern. On the contrary, the area of support of other operators is typically
related to the appropriate scale rather than to the shape properties of the concerned
pattern. To the best of our knowledge the proposed filters are the first ones which
combine the responses of orientation-selective filters with their main area of sup-
port outside the point of interest. The presence of added noise around a pattern of
interest has little or no affect on a COSFIRE filter response. For other operators, any
added noise in the surroundings of a pattern of interest results in a descriptor that
may differ substantially from the descriptor of the same but noiseless pattern.

The computational cost of the configuration of a COSFIRE filter is proportional
to the maximum value of the given set of ρ values and to the size of the bank of
Gabor filters used. In practice, for the parameter values that we used in the three
applications, a COSFIRE filter is configured in less than half of a second for a Matlab
implementation that runs on a 3GHz processor. The computational cost of the appli-
cation of a COSFIRE filter depends on the computations of the responses of a bank
of Gabor filters and their blurring and shifting. In practice, in the first application, a
handwritten digit of size 28 × 28 pixels is described by 5000 rotation-non-invariant
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COSFIRE filters in less than 10 seconds on a computer cluster8. In the second appli-
cation, a complex scene of size 360× 270 pixels is processed in less than 10 seconds
on a standard 3GHz processor by three non-invariant COSFIRE filters. For this ap-
plication we achieve the same performance as reported in (Grigorescu et al., 2003a)
but with a much lower computational cost. We used Matlab implementation9 for all
the experiments.

The application of the proposed method to the recognition of handwritten digits
contains an interesting aspect from a machine learning point of view. In traditional
machine learning, the features to be used are fixed in advance and the machine
learning aspect concerns the classification of observed feature vectors. If traditional
machine learning is concerned with features at all, this is typically limited to the
selection of predefined features or using them to derive ‘new’ features as (linear)
combinations of the original ones. Examples are principle component analysis and
generalized matrix learning vector quantization (Bunte et al., 2011). Traditional ma-
chine learning is typically not concerned with the question of how the original fea-
tures are defined. This aspect of the problem is, however, crucial for the success:
almost any machine learning method will perform well with good features. The
interesting aspect we would like to point out is that in the proposed approach the
appropriate prototype features are learned in the filter configuration process when
a feature of interest is presented.

In our experiments, we do not analyse the discriminative ability of the individ-
ual COSFIRE filters because in this work we are not concerned with the optimiza-
tion of the filters, but rather to show their versatility. As a consequence some of
the configured filters that we used for the handwritten digit application might be
redundant due to being selective for correlated patterns or for patterns with low
distinctiveness. One way of dealing with such redundancy is to compute a dissim-
ilarity measure between the prototype patterns used for the configuration of dif-
ferent COSFIRE filters. Moreover, a prototype feature selection method may also
be incorporated in a machine learning algorithm, such as relevance learning vector
quantization (Hammer and Villmann, 2002) or a support feature machine (Klement
and Martinetz, 2010), to identify the most relevant COSFIRE filters.

The COSFIRE filters that we propose are inspired by the properties of one class

8We executed the experiments for the MNIST data set on a computer cluster of 255 multi-core nodes
(http://www.rug.nl/cit/hpcv/faciliteiten/HPCCluster/). We split the MNIST data set of
70000 images (60000 training and 10000 test digits) into 250 batches of 280 images each, and processed
the 250 batches in parallel. In this way, the digit descriptors of one experiment using 5000 rotation-non-
invariant COSFIRE filters takes approximately (9.5 seconds ×280 images =) 45 minutes. An experiment
with 5000 partial rotation-invariant COSFIRE filters (five values of the parameter ψ) takes five times as
much.

9Matlab scripts for the configuration and application of COSFIRE filters can be downloaded from
http://matlabserver.cs.rug.nl/.

http://www.rug.nl/cit/hpcv/faciliteiten/HPCCluster/)
http://matlabserver.cs.rug.nl/
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of shape-selective neuron in area V4 of visual cortex (Pasupathy and Connor, 1999,
2001, 2002; Hegde and Van Essen, 2007). The selectivity that is exhibited by a COS-
FIRE filter, which we configured in Section 3.2, to a data set of elementary features
(Fig. 3.6) is qualitatively similar to the selectivity of some V4 neurons studied in
(Pasupathy and Connor, 1999). The way we determine the standard deviation of
the blurring function in Eq. 3.1 is also motivated by neurophysiological evidence
that the average diameter of receptive fields10 of V4 neurons increases with the ec-
centricity (Gattass et al., 1988). Since there is a considerable spread in the behav-
ior across neurons of the concerned type, different computational models may be
needed to adequately cover the diversity of functional properties in that empirical
space. In this respect, the proposed COSFIRE filter can be considered as a computa-
tional model of shape-selective V4 neurons that is complementary to other models
(Riesenhuber and Poggio, 1999; Serre et al., 2005, 2007; Cadieu et al., 2007; Fidler
and Leonardis, 2007).

The specific type of function that we use to combine the responses of afferent
(Gabor) filters for the considered applications is a weighted geometric mean. This
output function proved to give better results than various forms of addition. Fur-
thermore, there is psychophysical evidence that human visual processing of shape
is likely performed by multiplication (Gheorghiu and Kingdom, 2009). In future
work, we plan to experiment with functions other than (weighted) geometric mean.

The proposed COSFIRE filters are particularly useful due to their versatility and
selectiveness, in that a COSFIRE filter can be configured for any given local feature
and is built on top of other - here orientation-selective - simpler filters. Elsewhere,
we have used other type of simple filters (mexican hat operators) to build a contour
operator, which we call CORF (Combination of Receptive Fields) (Azzopardi and
Petkov, 2012). We use the terms COSFIRE and CORF for the same design principle
in an engineering and neuroscience context, respectively.

There are various directions for future research. One direction is to apply the
proposed trainable COSFIRE filters in other computer vision tasks, such as geo-
metric stereo calibration, image retrieval, the recognition of handwritten characters,
architectural symbols, and pedestrians. Another direction is to enrich the properties
of a COSFIRE filter by including information about the color and texture distribu-
tion in a given local prototype pattern. A third direction is to extend the proposed
approach to 3D COSFIRE filters that can be applied, for instance, to tubular organ
registration and bifurcation detection in X-ray computed tomography medical im-
ages or to video sequences.

10In neurophysiology a receptive field refers to an area in the visual field which provides input to a
given neuron. Its mathematical counterpart is the support of an operator.
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3.5 Conclusions

We demonstrated that the proposed COSFIRE filters provide effective machine vi-
sion solutions in two practical applications: the recognition of handwritten digits
(99.48% correct classification) and the detection and recognition of traffic signs in
complex scenes (100% recall and precision). For the first application, the proposed
COSFIRE filters achieve a performance that is close to the performance of the best
application-specific method. For the second, it gives the same performance as an-
other method which has much higher computational complexity.

The novel COSFIRE filters are conceptually simple and easy to implement: the
filter output is computed as the product of blurred and shifted Gabor filter re-
sponses. They are versatile detectors of contour related features as they can be
trained with any given local contour pattern and are subsequently able to detect
identical and similar patterns. The COSFIRE approach is not limited to the combi-
nation of Gabor filter responses: more generally, it can be applied to the responses
of filters that provide information about texture, color, contours and motion.
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Chapter 4

Detection of Vascular Features in Retinal
Images using COSFIRE filters

Abstract

The vascular tree observed in a retinal fundus image can provide clues for cardiovascular
diseases. Its analysis requires the identification of vessel bifurcations and crossovers. We
use a set of trainable keypoint detectors that we call Combination Of Shifted FIlter RE-
sponses or COSFIRE filters to automatically detect vascular bifurcations in segmented
retinal images. We configure a set of COSFIRE filters that are selective for a number
of prototype bifurcations and demonstrate that such filters can be effectively used to de-
tect bifurcations that are similar to the prototypical ones. The automatic configuration
of such a filter selects given channels of a bank of Gabor filters and determines certain
blur and shift parameters. The response of a COSFIRE filter is computed as the weighted
geometric mean of the blurred and shifted responses of the selected Gabor filters. The
COSFIRE approach is inspired by the function of a specific type of shape-selective neu-
ron in area V4 of visual cortex. We ran experiments on three data sets and achieved the
following results: a) recall of 97.88% at precision of 96.94% on 40 manually segmented
images provided in the DRIVE data set, b) a recall of 97.32% at precision of 96.04%

on 20 manually segmented images provided in the STARE data set, and c) a recall of
97.02% at precision of 96.53% on a set of 10 automatically segmented images obtained
from images in the DRIVE data set. The COSFIRE filters that we use are conceptually
simple and easy to implement: the filter output is computed as the weighted geometric
mean of blurred and shifted Gabor filter responses. They are versatile keypoint detectors
as they can be configured with any given local contour pattern and are subsequently able
to detect the same and similar patterns.
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4.1 Introduction

R
etinal fundus images provide a unique possibility to take a non-invasive look
at the eye and the systemic status of the human body. Besides ocular diseases,

such as age-related macular degeneration and glaucoma that are two of the lead-
ing causes of blindness, other systemic diseases are also manifested in the retina.
Complications of such diseases include diabetic retinopathy from diabetes mellitus
(Frank, 2004), hypertension (Tso and Jampol, 1982) and atherosclerosis from cardio-
vascular disease (Chapman et al., 2002), as well as brain diseases and neuropathies,
such as multiple sclerosis (Parisi et al., 1999) and Huntington’s disease (Paulus et al.,
1993). The retina can thus be considered as a mirror of the health status of a person.

Here we focus on retinal image analysis for the diagnosis of cardiovascular dis-
eases. For a thorough review on retinal image analysis we refer to Abramoff et al.
(2010). The vascular geometrical structure in the retina is known to conform to struc-
tural principles that are related to certain physical properties (Zamir et al., 1979;
Sherman, 1981). For instance, the studies of Murray (1926a,b) revealed that the most
efficient blood circulation is achieved when the blood flow is proportional to the
cubed power of the vessel’s radius; this is known as Murray’s law. The branching
angle between the two child vessels is also important to optimize the efficiency of
the entire vascular network (Zamir et al., 1992).

The analysis of the geometrical structure of the vessel tree is thus important as
deviations from the optimal principles may indicate (increased risk of) signs for
vascular pathology; a thorough review is given by Patton et al. (2006). The detection
of junctions in the vessel tree of a retinal fundus image, commonly referred to as
vascular bifurcations and crossovers, is one of the basic steps in this analysis, and
it is typically carried out in a time-consuming manual procedure (Chapman et al.,
2002). The automation of such a tedious process is thus important to improve the
efficiency and to avoid inaccuracies due to human fatigue.

The existing attempts to automate the detection of retinal vascular bifurcations
can be categorized into two classes; geometrical-feature based and model based
approaches. The former methods are highly dependent on the segmentation and
skeletonization techniques. They also involve extensive local pixel processing and
branch point analysis (Martinez-Perez et al., 2002; Chanwimaluang and Guoliang,
2003; Jung and Hong, 2006; Bhuiyan et al., 2007; Ardizzone et al., 2008; Aibinu et al.,
2010; Calvo et al., 2011). Incomplete bifurcations, which are commonly produced
by automatic segmentation techniques, are generally not detected by such skeleton
based approaches. On the other hand, model-based approaches are usually more
adaptive and have smaller computational complexity that makes them more appro-
priate for real-time applications (Ali et al., 1999; Shen et al., 2001; Tsai et al., 2004).
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However, model based approaches suffer from insufficient generalization ability as
they are usually unable to model all the features of interest. Consequently, these
methods may fail to detect atypical bifurcations.

Besides the diagnosis of pathologies, retinal fundus images have also been used
for person verification as the geometrical arrangement of the vascular bifurcations
is an effective biometric (Bevilacqua et al., 2005; Ortega et al., 2009). Moreover, vas-
cular bifurcations may also be used as key features to find correspondences between
the retinal images of the same eye taken from different views, i.e. for registration of
retinal images (Becker et al., 1998; Shen et al., 2003; Tsai et al., 2004; Li Chen et al.,
2011).

We use the COSFIRE (Combination Of Shifted FIlter REsponses) filters, which
we have introduced elsewhere (Azzopardi and Petkov, 2013), for the detection of
bifurcations in segmented retinal images. COSFIRE filters are trainable keypoint
detection operators, which are selective for given local patterns that consist of com-
binations of contour segments. These operators are inspired by the properties of
some neurons in area V4 of visual cortex, which are selective for parts of (curved)
contours or for combinations of line segments (Pasupathy and Connor, 1999, 2002).
In this work we focus on one application and provide more elaborate experiments
to demonstrate the robustness and generalization capability of the COSFIRE filters.

The response of a COSFIRE filter in a given point is computed as a function of
the shifted responses of simpler filters. Using shifted responses of simpler filters
– Gabor filters in the concerned application – corresponds to combining their re-
spective supports at different locations to obtain a more sophisticated filter with a
bigger support. The specific function that we use here to combine the responses
of simpler filters is weighted geometric mean, essentially multiplication, which has
specific advantages regarding shape recognition.

Two-dimensional (2D) Gabor filters (Daugman, 1985) that we use as input to
our COSFIRE filters have been extensively used to detect oriented structures (lines
and/or edges) in many computer vision applications, including retinal image anal-
ysis. For instance, these filters have been found effective in detecting signs of glau-
coma (Bodis-Wollner and Brannan, 1997; Sun et al., 2006; Muramatsu et al., 2009)
detecting the optic nerve head of the retina (Rangayyan et al., 2010), and mostly
for the segmentation of the vessel tree in retinal fundus images (Soares et al., 2006;
Qin Li et al., 2006; Usman Akram et al., 2009; Moin et al., 2010; Xiaojun Du and Bui,
2010; Yavuz and Koumlse, 2010; Fraz et al., 2011; Selvathi and Lalitha Vaishnavi,
2011; Yavuz and Kose, 2011). Apart from Gabor filters, other state-of-the-art meth-
ods have also been found effective for the segmentation of the vessel tree (Chauduri
et al., 1989; Jiang and Mojon, 2003; Staal et al., 2004; Niemeijer et al., 2004; Mendonca
and Campilho, 2006; Ricci and Perfetti, 2007).
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The rest of the chapter is organized as follows: In Section 4.2 we present our
method and demonstrate how it can be used to detect retinal vessel features. In
Section 4.3, we evaluate the effectiveness of the COSFIRE filters on manually and
automatically segmented retinal images from the DRIVE and STARE data sets. In
Section 4.4 we provide a discussion of some aspects of our approach and finally we
draw conclusions in Section 4.5.

4.2 Method

A COSFIRE filter for the detection of local combinations of lines is conceptually
simple and straightforward to implement: it requires the application of selected
Gabor filters, blurring of their responses, shifting the blurred responses by specific,
different vectors, and multiplying the shifted responses. The questions of which
Gabor filters to use, how much to blur them and how far to shift them are answered
in a filter configuration process in which a local pattern of interest that defines a
keypoint is automatically analysed. The configured COSFIRE filter can then detect
the same and similar patterns.

4.2.1 Overview

In Fig. 4.1a we illustrate a typical vascular bifurcation encircled in a segmented reti-
nal fundus image1. We use this feature as a prototype bifurcation, which is shown
enlarged in Fig. 4.1b, to automatically configure a COSFIRE filter that will respond
to the same and similar bifurcations.

(a) (b)

Figure 4.1: (a) The circle indicates a bifurcation that is selected by a user. (b) Enlargement
of the selected feature. The ellipses represent the dominant orientations around the specified
point of interest that is indicated by a cross marker.

1The image used in this example is named 40 manual1.gif in the DRIVE data set (Staal et al., 2004).
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The three ellipses shown in Fig. 4.1b represent the dominant orientations in the
neighbourhood of the specified point of interest. We detect such orientations by
Gabor filters. The central circle represents the overlapping support of a group of
such filters. The response of a COSFIRE filter is computed by combining the re-
sponses of the concerned Gabor filters by a weighted geometric mean. The pre-
ferred orientations of these filters and the locations at which we take their responses
are determined by automatically analysing the local prototype pattern used for the
configuration of the concerned COSFIRE filter. Consequently, the COSFIRE filter is
selective for the presented local spatial arrangement of lines of specific orientations
and widths. Taking the responses of Gabor filters at different locations around a
point can be implemented by shifting the responses of these Gabor filters by dif-
ferent vectors before using them for the pixel-wise evaluation of a function which
gives the COSFIRE filter output.

Such a design is inspired by electrophysiological evidence that some neurons
in area V4 of visual cortex are selective for moderately complex stimuli, such as
curvatures, that receive inputs from a group of orientation-selective cells in areas
V1 and V2 (Pasupathy and Connor, 1999, 2001, 2002). Moreover, in a psychophys-
ical experiment, Gheorghiu and Kingdom (2009) show that curved contour parts
are likely detected by a nonlinear operation that combines the responses of afferent
orientation-selective filters by multiplication. Since a COSFIRE filter makes use of
such multiplication, it produces a response only when all its afferent inputs from
Gabor filters are stimulated; i.e. all constituent parts (in this case lines) of a vascular
bifurcation are present.

In the following sections we explain the automatic configuration process of a
COSFIRE filter that will be selective for the prototype bifurcation shown in Fig. 4.1b.
The configuration process determines which responses of which Gabor filters in
which locations need to be combined in order to obtain the output of the filter.

4.2.2 Detection of Dominant Orientations by 2D Gabor Filters

We build the COSFIRE filter using as input the responses of 2D Gabor filters, which
are known to serve as line and edge detectors.

We denote by hλ,θ(x, y) a Gabor function of preferred wavelength λ and orienta-
tion θ:

hλ,θ(x, y) = exp

(
− x′2 + γ2y′2

2σ2

)
cos

(
2π
x′

λ
+ ζ

)
(4.1)

x′ = x cos θ + y sin θ, y′ = −x sin θ + y cos θ
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Figure 4.2: A 2D Gabor function rendered as (a) a 2D intensity map and (b) a 3D surface, with
the following parameter values: θ = 0, λ = 8, γ = 0.5, σ = 0.31λ and ζ = 0. (c) 1D profile of
the Gabor function along a horizontal cross section. The corresponding filter is selective for
lines with preferred vertical orientation and a preferred width of λ/2 = 4 pixels.

where γ represents the aspect ratio that specifies the ellipticity of the support of the
Gabor function, σ is the standard deviation of the Gaussian envelope and ζ is the
phase offset of the sinusoidal wave function. Here, we set γ = 0.5, as suggested by
Petkov (1995), and we set the other parameters to σ = 0.31λ and ζ = 0.

We denote by gλ,θ(x, y) the response2 of a symmetric Gabor filter to a given
grayscale image I :

gλ,θ(x, y) = I ∗ hλ,θ(x, y) (4.2)

The responses of a symmetrical (ζ ∈ {0, π}) and an antisymmetrical (ζ ∈ {π2 ,
3π
2 })

Gabor filter can be combined in a quadrature filter, commonly referred to as Gabor
energy filter. Moreover, surround suppression can be applied as a post-processing
step to Gabor (energy) filter responses to reduce responses to texture and improve
the detection of object contours. For brevity of presentation we do not consider
all these aspects of Gabor filters here and we refer to Petkov and Kruizinga (1997);
Kruizinga and Petkov (1999); Grigorescu et al. (2002); Petkov and Westenberg (2003);
Grigorescu et al. (2003c,b) for technical details and to our online implementation3.

We re-normalize all Gabor functions that we use in such a way that all positive
values of such a function sum up to 1 while all negative values sum up to -1. Among
other things, this ensures that the response to a line of width w will be largest for a
symmetrical filter of preferred wavelength λ = 2w. It also ensures that the response
to an image of constant intensity is 0. Without re-normalization, this is true only
for antisymmetrical filters. For the specific application at hand, we use symmetrical

2We use * to denote convolution.
3http://matlabserver.cs.rug.nl

http://matlabserver.cs.rug.nl
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Gabor functions (ζ = 0) as they respond best to line structures which makes them
appropriate to detect the presence of vessels in retinal fundus images.

Fig. 4.2 illustrates the area of support of a symmetrical Gabor filter, that is se-
lective for elongated line structures with a preferred vertical orientation and a pre-
ferred width of four pixels.

In our experiments, we apply a bank of Gabor filters with six wavelengths
equidistantly spaced on a logarithmic scale (λ ∈ {2(2

i
2 ) | i = 0 . . . 5}) and eight

equidistant orientations (θ = {π8 i | i = 0 . . . 7}) on segmented retinal fundus images
of size 565×584 pixels and of size 605×700 pixels. In such images, the blood vessels
have widths that vary from 1 to 7 pixels.

We threshold the responses of Gabor filters at a given fraction t1 (0 ≤ t1 ≤ 1)
of the maximum response of gλ,θ(x, y) across all combinations of values (λ, θ) used
and all positions (x, y) in the given image, and denote these thresholded responses
by |gλ,θ(x, y)|t1 . The choice of the threshold value depends on the contrast of the
input images. For the binary segmented images that we use, a threshold value of
t1 = 0.2 proves sufficient to eliminate responses achieved on the background while
preserving responses to features of interest. Fig. 4.3a illustrates the maximum value
superposition of the thresholded responses of the concerned bank of Gabor filters
obtained for the vascular bifurcation shown in Fig. 4.1b.

4.2.3 Configuration of a COSFIRE Filter

A COSFIRE filter uses as input the responses of a number of Gabor filters, each
characterized by a pair of parameter values (λi, θi), around certain positions (ρi, φi)

with respect to the center of the COSFIRE filter. A set of four parameter values
(λi, θi, ρi, φi) characterizes the properties of a contour part that is present in the
specified area of interest (λi/2 represents the width, θi represents the orientation
and (ρi, φi) represents the location in polar coordinates). In the following we ex-
plain how we obtain the parameter values of such contour parts around a given
point of interest.

We consider the responses of the bank of Gabor filters along a circle of a given ra-
dius ρ around a point of interest (x, y) that is specified by a user, Fig. 4.3. In each po-
sition along that circle, we take the maximum of all responses across the possible val-
ues of (λ, θ). The positions that have values greater than the corresponding values
of the neighbouring positions along an arc of angle π/8 are chosen as the points that
characterize the dominant orientations around the point of interest. We determine
the polar coordinates (ρj , φj) for such point with respect to the center of the filter.
For each such location (ρj , φj), we then consider all combinations of (λ, θ) for which
the corresponding thresholded Gabor responses |gλ,θ(x + ρj cosφj , y + ρj sinφj)|t1
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Figure 4.3: (a) The gray-level of a pixel is the maximum value superposition of the thresh-
olded responses (t1 = 0.2) of a bank of Gabor filters at that position, maxλ,θ |gλ,θ(x, y)|t1 .
The cross marker indicates the location of the point of interest selected by a user, while the
bright circle of a given radius ρ (here ρ = 10) indicates the locations considered in the anal-
ysis phase. (b) Values of the maximum value superposition of Gabor filter responses along
the concerned circle. The labeled black dots in (a) mark the positions (relative to the center
of the filter) at which the respective strongest Gabor filter responses are taken. These three
positions correspond to the three local maxima in the plot in (b).

are greater than a fraction t2 = 0.75 of the maximum of |gλ,θ(x′, y′)|t1 across the
different combinations of values (λ, θ) used and across all locations in the given im-
age. The threshold parameter t2 implements a condition that the selected Gabor
responses are significant and comparable to the strongest possible response. For
each value θ that satisfies this condition, we consider a single value of λ, the one for
which |gλ,θ(x+ ρj cosφj , y + ρj sinφj)|t1 is the maximum of all responses across all
values of λ. For each distinct pair of (λ, θ) and location (ρj , φj), we obtain a tuple
(λi, θi, ρi, φi). Multiple tuples can thus be formed for the same location (ρj , φj).

We denote by Sf = {(λi, θi, ρi, φi) | i = 1 . . . nf} the set of parameter value
combinations, where nf represents the number of contour parts which fulfill the
above conditions. The subscript f stands for the prototype bifurcation. Every tuple
in the set Sf specifies the parameters of some contour part in f .

For the point of interest shown in Fig. 4.3a and two given values of the radius ρ
(ρ ∈ {0, 10}), the selection method described above results in the following set:

Sf =



(λ1 = 8
√

2, θ1 = 5π/8, ρ1 = 0, φ1 = 0),
(λ2 = 4

√
2, θ2 = 5π/8, ρ2 = 10, φ2 = 0.3316),

(λ3 = 4, θ3 = π/4, ρ3 = 10, φ3 = 2.4260),
(λ4 = 4, θ4 = 3π/8, ρ4 = 10, φ4 = 2.4260),
(λ5 = 4

√
2, θ5 = 5π/8, ρ5 = 10, φ5 = 3.7001),

(λ6 = 4
√

2, θ6 = 3π/4, ρ6 = 10, φ6 = 3.7001)
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The second tuple in the above set Sf , (λ2 = 4
√

2, θ2 = 5π/8, ρ2 = 10, φ2 =

0.3316), for instance, describes a contour part with a width of λ2/2 = 2.83 pixels and
an orientation of θ2 = 5π/8 that can be detected by a Gabor filter with preferred
wavelength of λ2 = 4

√
2 pixels and preferred orientation of θ2 = 5π/8, at a position

of ρ2 = 10 pixels to the north east, φ2 = 0.3316, of the point of interest; this location
is marked by the label ‘a’ in Fig. 4.3. This selection is the result of the presence of a
diagonally oriented blood vessel to the north east from the center of the prototype
bifurcation that is used for the configuration of the COSFIRE filter.

4.2.4 Blurring and Shifting Gabor Filter Responses

The above analysis of the given prototype bifurcation f indicates that this pattern
produces six strong responses gλi,θi(x, y) of Gabor filters with parameters (λi, θi)

in the corresponding positions with polar coordinates (ρi, φi) with respect to the
center of the COSFIRE filter. Next, we use these responses to compute the output of
the COSFIRE filter. Since the concerned responses are in different positions (ρi, φi)

with respect to the filter center, we first shift them appropriately so that they come
together in the filter center. The COSFIRE filter output can then be evaluated as a
pixel-wise multivariate function of the shifted Gabor filter responses.

Before these shift operations, we blur the Gabor filter responses in order to allow
for some tolerance in the position of the respective contour parts. We define the
blurring operation as the computation of maximum value of the weighted responses
of a Gabor filter. For weighting we use a Gaussian function Gσ̂(x, y), the standard
deviation σ̂ of which is a linear function of the distance ρ from the center of the
COSFIRE filter: σ̂ = σ̂0 + αρ. Here we use σ̂0 = 0.67 and α = 0.1. The choice of
the linear function that we use to determine the standard deviation σ̂ of the blurring
function is explained in Section 4.4.

Next, we shift the blurred responses of each selected Gabor filter (λi, θi) by a
distance ρi in the direction opposite to φi. In polar coordinates, the shift vector
is specified by (ρi, φi + π), while in cartesian coordinates it is (∆xi,∆yi) where
xi = −ρi cosφi and yi = −ρi sinφi. We denote by sλi,θi,ρi,φi(x, y) the blurred and
shifted thresholded response of the Gabor filter that is specified by the i-th tuple
(λi, θi, ρi, φi) in the set Sf :

sλi,θi,ρi,φi(x, y)
def
= max

x′,y′
{|gλi,θi(x− x′ −∆xi, y − y′ −∆yi)|t1Gσ̂(x′, y′)} (4.3)

where −3σ̂ ≤ x′, y′ ≤ 3σ̂.
Fig. 4.4 illustrates the blurring and shifting operations for this COSFIRE filter, for
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si = sλi,θi,ρi,φi (x, y),
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Figure 4.4: (a) Part of the segmented retinal image shown in Fig. 4.1a. The enframed inlay images show (top) the
enlarged bifurcation encircled in the given image and (bottom) the structure of the COSFIRE filter that is configured by
this prototype bifurcation. This COSFIRE filter is trained to detect the local spatial arrangement of six contour parts.
The ellipses illustrate the orientations and wavelengths of the selected Gabor filters, and the bright blobs are intensity
maps of 2D Gaussian functions that are used to blur the responses of the corresponding Gabor filters. The blurred
responses are then shifted by the corresponding vectors. (b) Each contour part of the prototype pattern is detected by
a Gabor filter with a given preferred wavelength λi and orientation θi. Two of these parts (i = {2, 5}) are detected
by the same Gabor filter. (c) We then blur the thresholded response (here at t1 = 0.2) of each concerned Gabor filter
|gλi,θi (x, y)|t1 and subsequently shift the resulting blurred image by a polar coordinate vector (ρi, φi + π). (d)
Finally, we obtain the output of the COSFIRE filter (here t3 = 0) by computing the weighted geometric mean of all the
blurred and shifted Gabor filter responses sλi,θi,ρi,φi (x, y). This COSFIRE filter gives local maximum responses in
four points; the point with the strongest response corresponds to the prototype bifurcation and the other three points
correspond to three bifurcations that are similar to the prototype bifurcation.
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an input pattern that is cropped from the central region of the image in Fig. 4.1a. For
each tuple in the configured set Sf we first compute the thresholded responses of the
corresponding Gabor filters and then we blur and shift these responses accordingly.

4.2.5 COSFIRE Filter Response

We define the response rSf (x, y) of a COSFIRE filter as the weighted geometric mean
of all the blurred and shifted thresholded responses of Gabor filters sλi,θi,ρi,φi(x, y)

that correspond to the properties of the contour parts described by set Sf :

rSf (x, y)
def
=

∣∣∣∣∣∣∣∣
( |Sf |∏
i=1

(
sλi,θi,ρi,φi(x, y)

)ωi)1/
∑|Sf |
i=1 ωi

∣∣∣∣∣∣∣∣
t3

(4.4)

ωi = exp

(
−ρ2

i

2σ́2

)
, σ́ =

√
−ρ2

max

2 ln 0.5
, ρmax = max

i ∈ {1...|Sf |}
{ρi}

where |.|t3 stands for thresholding the response at a fraction t3 (0 ≤ t3 ≤ 1)
of its maximum across all image coordinates (x, y). The input contribution of
s−quantities decreases with an increasing value of the corresponding parameter ρ.
Here, we use a value of the standard deviation σ́ that is computed as a function of
the maximum value ρmax of the given set of ρ values. We make this choice in order
to achieve a maximum value ω = 1 of the weights in the center (for ρ = 0), and a
minimum value ω = 0.5 in the periphery (for ρ = ρmax).

Fig. 4.4 shows the output of a COSFIRE filter, which is defined as the weighted
geometric mean of six blurred and shifted images from the thresholded responses
of five Gabor filters. Here, the maximum response is reached in the center of the
prototype bifurcation that was used to configure this COSFIRE filter and the other
three local maxima points correspond to bifurcations that are similar to the proto-
type bifurcation.

4.2.6 Tolerance to Rotation, Scale and Reflection

In the following we provide details on how we achieve tolerance to rotation, scale
and reflection.

We achieve rotation and scale tolerance by manipulating the set of parameter
values in Sf , rather than by computing them from the responses to rotated and re-
sized versions of the prototype pattern. Using the set Sf that defines the concerned
filter, we form a new set <ψ,υ(Sf ) as follows:
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<ψ,υ(Sf )
def
= {(υλi, θi + ψ, υρi, φi + ψ) | (λi, θi, ρi, φi) ∈ Sf )} (4.5)

For each tuple (λi, θi, ρi, φi) in the original filter Sf that describes a certain local
contour part, we provide a counterpart tuple (υλi, θi + ψ, υρi, φi + ψ) in the new
set <ψ,υ(Sf ). The preferred orientation of the concerned contour part and its polar
angle position with respect to the center of the filter are offset by an angle ψ relative
to the values of the corresponding parameters of the original tuple. Moreover, the
width of the concerned contour part and its distance to the center of the filter are
scaled by a factor υ relative to the values of the corresponding parameters of the
original tuple.

A rotation- and scale-tolerant response is then achieved by taking the maximum
value of the responses of filters that are obtained with different values of the param-
eters ψ and υ:

r̂Sf (x, y)
def
= max

ψ∈Ψ,υ∈Υ
{r<ψ,υ(Sf )(x, y)} (4.6)

where Ψ is a set of nψ equidistant orientations defined as Ψ = { 2π
nψ
i | 0 ≤ i < nψ} and

Υ is a set of υ scale factors equidistant on a logarithmic scale defined as Υ = {2 i
2 | i ∈

Z}. According to Eq. 4.6 a COSFIRE filter will produce the same response for local
patterns that are versions of each other, obtained by rotation at discrete angles ψ ∈ Ψ

and resizing by given scale factors υ ∈ Υ. As to the response of the filter to patterns
that are rotated at angles of intermediate values between those in Ψ, it depends on
the orientation selectivity of the filter that is influenced by the orientation bandwidth
of the involved Gabor filters and by the value of the parameter α, mentioned above.
For α = 0.1 that we use, nψ = 16 equidistant preferred orientations ensure sufficient
response for any orientation of the local prototype pattern that is used to configure
the COSFIRE filter.

As to reflection tolerance, we first form a new set Śf from the set Sf as follows:

Śf
def
= {(λi, π − θi, ρi, π − φi) | ∀ (λi, θi, ρi, φi) ∈ Sf} (4.7)

The new filter, which is defined by the set Śf , is selective for a reflected version
of the prototype pattern f about the y−axis.

Finally, a combined rotation-, scale-, and reflection-tolerant response is com-
puted as the maximum value of the rotation- and scale-tolerant responses of the
filters Sf and Śf that are obtained with different values of the parameters ψ and υ:

r̄Sf (x, y)
def
= max {r̂Sf (x, y), r̂Śf (x, y)} (4.8)
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4.3 Experimental Results

We use the DRIVE (Staal et al., 2004) and the STARE (Hoover et al., 2000) data sets of
retinal fundus images to evaluate the performance of the COSFIRE filters by quan-
tifying their effectiveness in detecting vessel features.

4.3.1 Data Sets and Ground Truth

The DRIVE data set, which was obtained from a screening programme of diabetic
retinopathy in the Netherlands, comprises 40 colour images each of size 565 × 584

pixels. The STARE data set contains 20 retinal colour images each of size 605 × 700

pixels, ten of which are of patients with no pathology and the other ten contain
pathology.

These data sets are mainly used for the evaluation of algorithms for segmenta-
tion of the vessel tree. For this reason, next to the original photographic images the
data sets also include the corresponding manually segmented binary images. The
ground truth4 data, which comprises the coordinates of bifurcations and crossovers
of the manually segmented retinal images5, was defined by the authors of this study.

Fig. 4.5(a-b) show the grayscale version of the colour retinal image with filename
40 training.tif and its segmentation in blood vessels and background, respectively,
which are both taken from the DRIVE data set (Staal et al., 2004). Fig. 4.5b contains
101 blood vessel features, shown encircled, which present Y- or T-form bifurcations
or crossovers. Fig. 4.5d illustrates the superposition of the thresholded superim-
posed responses (t1 = 0.2) of the bank of Gabor filters applied to the manually
segmented image shown in Fig. 4.5b.

4.3.2 Configuration of COSFIRE Filters

We configure COSFIRE filters in an iterative mode. In the first iteration, we use the
prototype bifurcation f1 illustrated in Fig. 4.1 to configure a COSFIRE filter denoted
by Sf1

with three values of the radius parameter ρ (ρ ∈ {0, 4, 10}). Fig. 4.6f illustrates
the structure of the filter Sf1 .

We then apply filter Sf1
to the same training image and show the obtained results

in Fig. 4.7. We set the value of its threshold parameter t3(Sf1
) to a fraction that pro-

duces the largest number of correctly detected bifurcations and no false positives.
For COSFIRE filter Sf1 this criterium is satisfied for t3(Sf1) = 0.39. The encircled re-

4The ground truth data can be downloaded from the following website:
http://www.cs.rug.nl/˜imaging/databases/retina_database

5Named in DRIVE * manual1.gif, and named in STARE *.ah.ppm

http://www.cs.rug.nl/~imaging/databases/retina_database
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(a) (b)

(c) (d)

Figure 4.5: Example of a retinal fundus image from the DRIVE data set. (a) Original image
(of size 565 × 584 pixels) with filename 40 training.tif. (b) The manual binary segmentation
of vessels and background, also available in DRIVE. The typical widths of blood vessels vary
between 1 and 7 pixels. This range of width values determines our choice of the set Λ of
wavelength values used in the bank of Gabor filters. The circles surround Y- and T-formed
vessel bifurcations and crossings. (c-d) Superposition of the responses of a bank of symmetric
Gabor filters with a threshold (c) t1 = 0 and (d) t1 = 0.2.

gions6 are centered on the local maxima of the filter response and if two such regions
overlap by more than 75%, only the one with the stronger response is shown.

Without provisions for rotation and scale tolerance (Ψ = {0}, Υ = {0}) COSFIRE
filter Sf1 detects five vascular bifurcations, one of which is the prototype bifurcation
that was used to configure this filter, Fig. 4.7a. When rotation tolerance is introduced

6The radius of the circle is the sum of the maximum value of the radial parameter ρ and blur radius
used at this value of ρ.
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(a) f1 (b) f2 (c) f3 (d) f4 (e) f5
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Figure 4.6: (a-e, k-o) A set of ten prototype bifurcations and (f-j, p-t) the structures of the
corresponding ten COSFIRE filters. These bifurcations are all taken from the same reti-
nal image with filename 40 training.gif. The following are the learned threshold values:
t3(Sf1) = 0.39, t3(Sf2) = 0.21, t3(Sf3) = 0.36, t3(Sf4) = 0.37, t3(Sf5) = 0.33, t3(Sf6) =
0.19, t3(Sf7) = 0.33, t3(Sf8) = 0.27, t3(Sf9) = 0.34, and t3(Sf10) = 0.32.

(Ψ = {π8 i | i = 0 . . . 15}, Υ = {0}), the number of correctly detected bifurcations
is increased to 38, Fig. 4.7b. With the addition of scale tolerance (Ψ = {π8 i | i =

0 . . . 15}, Υ = {−1, 0, 1}), filter Sf1
correctly detects 62 bifurcations, Fig. 4.7c. Finally,

a total of 85 (out of 101) bifurcations are correctly detected when the filter is applied
in rotation-, scale- and reflection-tolerant mode, Fig. 4.7d.

This high number of detected features illustrates the strong generalization capa-
bility of our approach because 84.16% of the features of interest are detected by a sin-
gle COSFIRE filter. Notable is the fact that for the selected threshold t3(Sf1) = 0.39

the filter does not produce any false positive responses, which means that this result
is achieved at precision of 100%. Fig. 4.8(a-d) show the features that are detected by
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(a) (b)

(c) (d)

Figure 4.7: (a) Results of applying the filter Sf1 to the training retinal image (40 manual1.gif)
in different modes. The number of detected true positive (TP) features increases as the filter
achieves tolerance to geometric transformations: (a,e) non-tolerant (TP = 5), (b,f) rotation-
tolerant (TP = 38), (c,g) rotation- and scale-tolerant (TP = 62), and (d,h) rotation-, scale- and
reflection-tolerant (TP = 85). (e-f) Enlargement of the detected features in the corresponding
retinal images. The gray dots indicate the positions at which the COSFIRE filter achieves
local maximum responses. The surrounding circles correspond to the area of support of the
concerned COSFIRE filter.

the concerned COSFIRE filter rendered as enlarged and isolated patterns. Each gray
dot indicates the location at which filter Sf1

achieves a local maximum response.
Qualitatively, the indicated locations closely match the real branching points of in-
terest.

In the second iteration of the training process, we randomly choose one of the
bifurcations, which we denote by f2, that has not been detected by filter Sf1

and
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(a) (b)

(c) (d)

Figure 4.8: Enlargement of the detected features in the corresponding retinal images shown in
Fig. 4.7. The gray dots indicate the positions at which the COSFIRE filter achieves local max-
imum responses. The surrounding circles correspond to the area of support of the concerned
COSFIRE filter.

use it to configure a second COSFIRE filter Sf2 . With this second filter we detect 82
features of interest of which 70 coincide with the features detected by the first filter
Sf1

and 12 are newly detected features (t3(Sf2
) = 0.21). Merging the responses of

both filters results in the detection of 97 distinct bifurcations.

We repeat this procedure of configuring filters using features that have not been
detected by the previously trained filters until all the vessel features in the train-
ing image are detected. In this case, a set of five filters that are configured by the
prototype bifurcations shown in Fig. 4.6(a-e) proves sufficient to detect all 101 reti-
nal features in the concerned training image. An important aspect of this training



74 4. Detection of Vascular Features in Retinal Images using COSFIRE filters

procedure is that the values of the threshold parameters t3(Sfi) are chosen in such
a way to produce a recall of 100% and a precision of 100%7 for the training retinal
image.

4.3.3 Performance Evaluation

We evaluate the effectiveness of the above five COSFIRE filters, which were con-
figured from bifurcations selected from a single retinal image, on the entire data
set of 40 manually segmented retinal images taken from the DRIVE data set. For
this data set and for the determined values of the threshold parameters t3(Sfi) of
the corresponding filters we achieve a total recall R of 97.38% and a total precision
P of 95.75%. Changing the values of the corresponding parameters t3(Sfi) yields
different performance results: P increases and R decreases with increasing values
of t3(Sfi). For each COSFIRE filter we add to (or subtract from) the corresponding
learned threshold value t3(Sfi) the same offset value in steps of 0.01. With the re-
ferred five COSFIRE filters, the harmonic mean (2PR/(P +R)) of the precision and
recall reaches a maximum at a recall R of 98.26% and a precision P of 94.98% when
each value of the threshold parameter t3(Sfi) is offset by the same value of −0.01

from the corresponding learned threshold value, Fig. 4.9b.

4.3.4 Effects of the Number of COSFIRE Filters

In the above experiments we made no assumptions on the required number of COS-
FIRE filters. The performance results may, however, change with a different number
of such filters. We consider this aspect and configure more COSFIRE filters as fol-
lows. First, we use the same training retinal image and apply to it the above set
of five COSFIRE filters, but this time with the value of their respective threshold
parameters t3(Sfi) offset by +0.1. For this offset value the COSFIRE filters become
more selective and achieve a recall of 81.19% at a precision of 100% for the train-
ing retinal image. Then, we use the iterative training procedure described above to
configure more COSFIRE filters until all the features of interest are detected in the
training retinal image. It turns out that by configuring another five COSFIRE filters,
Fig. 4.6(k-t), and applying them together with the first five filters to the concerned
image we achieve a recall of 100% at a precision of 100%.

We evaluate the effectiveness of the set of 10 COSFIRE filters by executing 10 ex-
periments on the same data set of 40 retinal images. In the first experiment we only
apply the first COSFIRE filter Sf1

and in the subsequent experiments we increment

7Recall is the percentage of true bifurcations or crossovers that are successfully detected. Precision is
the percentage of correct bifurcations or crossovers from all local maximum filter responses that exceed
the corresponding t3 threshold values.
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Figure 4.9: (a) The plot illustrates the maximum harmonic mean achieved by using different
number of COSFIRE filters. The best performance is achieved with only six COSFIRE filters
for a maximum harmonic mean of 97.20%. This point is indicated by the filled-in circle. (b)
Precision-recall plots obtained with five and six COSFIRE filters. For each plot the threshold
values of parameters t3(Sfi) are varied by adding the same offset value, ranging between
−0.05 to +0.05 in intervals of 0.01, to the corresponding learned threshold values. The pre-
cision P increases and the recall R decreases with an increasing offset value. The harmonic
mean of precision and recall reaches a maximum at R = 97.81% and P = 96.60% for six
filters and at R = 98.26% and P = 94.98% for five filters. These points are indicated by a
filled-in circle and a filled-in square marker, respectively.

the number of COSFIRE filters one by one, in the same order that they are config-
ured, Fig. 4.6. For each experiment we compute the maximum harmonic mean and
show it in the plot in Fig. 4.9a. The maximum harmonic mean is achieved with only
six COSFIRE filters for a recall of 97.81% at a precision of 96.60%, Fig. 4.9b. This re-
sult is achieved when the learned value of each threshold parameter t3(Sfi) is offset
by the same value of +0.03. In Fig. 4.9b we show the corresponding precision-recall
plot for these six filters together with the one for five filters.

4.3.5 Effects of the Training Data

We achieve the above performance results by applying six COSFIRE filters that were
configured by using bifurcations that we selected from a single retinal image. Here
we test whether the training retinal image that we use has an effect on the perfor-
mance of the COSFIRE filters. For this purpose we repeat the entire experimental
procedure for another two training retinal images.

For the first of the two new experiments we use the training retinal image with
filename 21 manual1.gif that we randomly choose from the DRIVE data set. In this
case, we achieve a maximum harmonic mean for a recall of 98.46% and a precision
of 96.66% for the entire data set of 40 images with only five COSFIRE filters. For
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Table 4.1: Performance results for separate sets of COSFIRE filters that are configured by
using bifurcations selected from different training retinal images. Although the number of
resulting COSFIRE filters may vary, the random selection of the training retinal image does
not effect the global performance results. The harmonic mean H of recall R and precision P
is comparable across the three experiments.

Exp. Filename of No. of R (%) P (%) H (%)
No. training image COSFIRE filters

1 40 manual1.gif 6 97.81 96.60 97.20
2 21 manual1.gif 5 98.46 96.66 97.58
3 38 manual1.gif 5 97.36 97.57 97.46

Average performance 97.88 96.94 97.41

the second experiment, in which we use the training retinal image with filename
38 manual1.gif, it turns out that the best performance is also achieved with five
COSFIRE filters: recall of 97.36% at a precision of 97.57%.

Our conclusion is that the selection of the training retinal image does not effect
the overall performance of the COSFIRE filters. Table. 4.1 shows the comparable
performance results that we achieve for the three experiments.

4.3.6 Evaluating the Generalization Ability of COSFIRE Filters

We use the STARE data set to evaluate the generalization ability of the six COSFIRE
filters that we configured above. We apply the concerned six filters and evaluate
their performance by varying the originally learned corresponding threshold values
t3(Sfi) by given offsets.

For the 20 manually segmented retinal images of the STARE data set we reach a
maximum harmonic mean at a recall of 97.83% and a precision of 95.64% when the
threshold values t3(Sfi) are offset by +0.02. For the same threshold offset value of
+0.03 which contributed to the maximum harmonic mean that we achieved for the
DRIVE data set, we achieve a recall of 97.32% at a precision of 96.04% for the STARE
data set.

We carry out further experiments on binary retinal images that are automati-
cally segmented by a program. We use the state-of-the-art algorithm8 proposed
by (Soares et al., 2006) to automatically segment the fundus images of the DRIVE
data set. We randomly select 10 binary images9 that are automatically segmented
with the concerned algorithm and use them to evaluate the generalization ability
of the same six COSFIRE filters. Fig. 4.10b illustrates an example of one vessel tree

8The Matlab code of (Soares et al., 2006) can be downloaded from
http://sourceforge.net/apps/mediawiki/retinal/index.php?title=Software

9The segmented images that we use are produced from the color retinal images named: 02 test.tif,
04 test.tif, 07 test.tif, 09 test.tif, 10 test.tif, 12 test.tif, 13 test.tif, 16 test.tif, 18 test.tif, 19 test.tif,

http://sourceforge.net/apps/mediawiki/retinal/index.php?title=Software
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(a) (b) (c)

Figure 4.10: (a) Original retinal fundus image (of size 565×584 pixels) with filename 02 test.tif
that is taken from the DRIVE data set. (b) The corresponding segmented image that is auto-
matically obtained by the algorithm proposed by (Soares et al., 2006). The encircled bifur-
cations that are shown enlarged in (c) are few examples of incomplete bifurcations that are
correctly detected by the COSFIRE filters. The gray dots in (c) indicate the locations at which
the COSFIRE filters achieve local maximum responses.

that is automatically extracted from the original retinal image shown in Fig. 4.10a.
For these 10 images and for the same six COSFIRE filters we achieve a maximum
harmonic mean at a recall of 97.02% and a precision of 96.53% when the threshold
values t3(Sfi) are also offset by a value of +0.03.

Similar to other algorithms, the automatic segmentation technique that we use
suffers from insufficient robustness to preserve the connectedness of certain bifurca-
tions. This problem is typically addressed by applying some morphological opera-
tions, such as closing. However, such enhancements do not consider the orientation
of the involved contours before filling the gaps, and thus they usually introduce
artefacts. Bifurcation detection approaches that are based on the skeleton of the ves-
sel tree, such as the ones proposed in (Martinez-Perez et al., 2002; Chanwimaluang
and Guoliang, 2003; Jung and Hong, 2006; Bhuiyan et al., 2007; Ardizzone et al.,
2008; Aibinu et al., 2010; Calvo et al., 2011) fail to detect incomplete bifurcations.
Here, we do not apply any post-processing techniques to the resulting binary image
that is obtained by the concerned segmentation algorithm because the COSFIRE fil-
ters are robust to such incomplete bifurcations. This robustness is attributable to
the tolerance that we allow in the position of the involved contour parts. Fig. 4.10c
shows few examples of incomplete bifurcations that are nevertheless correctly de-
tected by the COSFIRE filters.

The results that we achieve for the STARE images and for the automatically seg-
mented DRIVE images are similar to the best results that we achieve on the DRIVE
data set of manually segmented images. These results demonstrate the general-
ization ability of the six COSFIRE filters that we configured on a single manually
segmented retinal image that we selected from the DRIVE data set.
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4.4 Discussion

In our work we are concerned with the shape-recognition performance of the pro-
posed COSFIRE approach and we choose to isolate this from low contrast effects
that come with colour/grayscale retinal images. We evaluate the performance of
the COSFIRE filters that we use on manually segmented retinal images provided in
the DRIVE (Staal et al., 2004) and in the STARE (Hoover et al., 2000) data sets but also
on segmented retinal images that are automatically produced by the state-of-the-art
algorithm that was introduced by (Soares et al., 2006).

We showed that by using a single training retinal image we could configure a
small set of COSFIRE filters, in this case six, and subsequently use them to effectively
detect the vessel features in segmented retinal images. We demonstrated that the
training retinal image that we randomly chose did not effect the performance of the
resulting COSFIRE filters. We also showed that the COSFIRE filters have strong
generalization ability as they achieved comparable performance across three data
sets. As to the localization accuracy, we showed some qualitative results but did not
compute it quantitatively because the ground truth was not provided by medical
experts. Nevertheless, the precision and the localization accuracy can be improved
by performing additional analysis of the features that are detected by the COSFIRE
filters.

The performance results (harmonic mean of 97.20%: recall of 97.81% and preci-
sion of 96.60%) that we achieve on the manually segmented images of the DRIVE
data set outperform the ones (harmonic mean of 96.83%: recall of 98.52% and preci-
sion of 95.19%) that we obtained with a preliminary method (Azzopardi and Petkov,
2011). Moreover, the results that we report are comparable to the ones obtained by
other studies but they do not report results for the entire data sets of DRIVE and
STARE. For instance, Bhuiyan et al. (2007) report a recall of 95.82% on a small data
set of five retinal images only. Aibinu et al. (2010) report a total recall of 98.35%
and a total precision of 95.22% on a small set of five retinal images taken from the
STARE data set. Other studies (Ali et al., 1999; Shen et al., 2001; Martinez-Perez
et al., 2002; Chanwimaluang and Guoliang, 2003; Tsai et al., 2004; Jung and Hong,
2006; Ardizzone et al., 2008; Calvo et al., 2011) that also investigated the detection of
vessel features do not provide results on the DRIVE and on the STARE data sets.

In the iterative training process we start by randomly selecting a typical bifurca-
tion to configure the first filter and in every subsequent iteration we configure a filter
by a bifurcation that is randomly selected from the bifurcations that are not detected
by the previously configured filters. The selection of a different order of prototype
bifurcations may yield to more (or less) than six COSFIRE filters to achieve the same
or similar performance. By systematically analysing the orientation and scale statis-
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tics of given training bifurcations one may configure an optimal set of COSFIRE
filters. Such an approach was applied by Wang et al. (2005) to select an optimal
bank of Gabor filters for the recognition of characters.

The configuration of a COSFIRE filter models the spatial arrangement of domi-
nant contour parts that lie along concentric circles of given radii around a specified
point of interest. A COSFIRE filter becomes more selective with an increasing num-
ber of such circles. Here we use vascular bifurcations to configure COSFIRE filters
that receive input from selected channels of a bank of symmetric Gabor filters. The
prototype patterns and Gabor filters are, however, not intrinsic to the method. Else-
where we show that COSFIRE filters can be configured by other types of prototype
patterns (Azzopardi and Petkov, 2013). Moreover, we demonstrated that by using
Mexican hat operators, rather than Gabor filters, we can effectively configure a con-
tour operator that we call CORF (Azzopardi and Petkov, 2012).

We implemented the proposed approach in Matlab10 and ran all experiments on
a personal computer with a 2.3GHz processor. We also made this application avail-
able on the internet11. The number of computations that is required to process a reti-
nal image does not depend on the number of COSFIRE filters used. This is because
multiple COSFIRE filters may share many computations. In practice, the computa-
tion of one blurred and shifted response (for the same values of the parameters λ, θ
and ρ), for instance with sλ,θ,ρ,φ=0(x, y), is sufficient: the result of sλ,θ,ρ,φ(x, y) for
any value of φ can be obtained from the result of the output of sλ,θ,ρ,φ=0(x, y) by ap-
propriate shifting. Therefore, the number of computations required depend on the
total number of combinations of values (λ, θ, ρ) involved in all the COSFIRE filters
used. For six values of λ, eight values of θ and three values of ρ that we use to con-
figure the COSFIRE filters it results in a maximum of 144 blurring operations. The
remaining computations for shifting and computing the responses of the COSFIRE
filters are negligible. The six COSFIRE filters that we use involve a total number of
41 unique combinations of (λ, θ, ρ) and they take less than 50 seconds to process one
retinal image of size 565× 584 pixels. We note that the implementation that we use
here is based on sequential processing. The COSFIRE approach can, however, be
easily implemented in a parallel mode as most of the computations are independent
of each other.

The multivariate function that we use to combine the responses of Gabor filters
is weighted geometric mean. In future work, we plan to experiment with other
functions. The way we determine the standard deviation of the blurring function
is inspired by neurophysiological evidence that the average diameter of receptive

10Matlab scripts for the configuration and application of COSFIRE filters can be downloaded from
http://matlabserver.cs.rug.nl/

11http://matlabserver.cs.rug.nl/RetinalVascularBifurcations

http://matlabserver.cs.rug.nl/
http://matlabserver.cs.rug.nl/RetinalVascularBifurcations
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fields12 of V4 neurons increases with the eccentricity (Gattass et al., 1988).
The COSFIRE filters that we use differ from other bifurcation detection ap-

proaches in two main aspects. First, in comparison to skeleton-based approaches
our method is more robust for the detection of incomplete junctions that are typi-
cally incorrectly produced by automatic segmentation algorithms. Skeleton-based
approaches also involve some pre-processing techniques, such as morphological op-
erations and skeletonization, which are not required by the COSFIRE approach. Sec-
ond, the model-based approaches suggested in the literature (Ali et al., 1999; Shen
et al., 2001; Tsai et al., 2004) design a fixed model with a priori knowledge and pre-
define it in the implementation. This is also the case for skeleton-based approaches
that use a pre-defined set of template kernels. On the contrary, a COSFIRE filter is
trainable as it is configured with any local pattern that is specified by a user. Thus,
the COSFIRE approach is more versatile and can be used to detect patterns other
than bifurcations and crossovers.

In future work we will evaluate the COSFIRE filters on grayscale retinal images
and we will extend this work to create a descriptor of certain properties, such as an-
gle measurement, of the detected bifurcations. Another direction for future research
is to extend this approach to 3D COSFIRE filters that can be applied, for instance, to
tubular organ registration and bifurcation detection in X-ray computed tomography
(CT) medical images.

4.5 Conclusions

We demonstrated that the trainable COSFIRE filters that we use are an effective
means to automatically detect vascular bifurcations in manually and automatically
segmented retinal fundus images. We achieve an average recall of 97.88% at an av-
erage precision of 96.94% on the DRIVE data set of 40 manually segmented retinal
images, a recall of 97.32% at a precision of 96.04% on the STARE data set of 20 man-
ually segmented retinal images, and a recall of 97.02% at a precision of 96.53% on 10
automatically segmented retinal images from the DRIVE data set.

The COSFIRE filters are versatile detectors of contour related features because
they can be trained with any local contour prototype pattern and are subsequently
able to detect patterns that are identical or similar to the prototype pattern. Fur-
thermore, they are conceptually simple and easy to implement: the filter output is
computed as the weighted geometric mean of blurred and shifted Gabor filter re-
sponses.

12In neurophysiology a receptive field refers to an area in the visual field which provides input to a
given neuron. Its mathematical counterpart is the support of an operator.
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Chapter 5

Trainable S-COSFIRE Filters for Shape
Recognition and Localization

Abstract

Recognition and localization of objects embedded in complex scenes is important for
many computer vision applications. Most existing methods require prior segmentation
of the objects from the background which on its turn requires recognition. We propose
trainable shape-selective filters which we call S-COSFIRE and use to recognize and local-
ize objects of interest that are embedded in complex scenes. Such a filter is automatically
configured to be selective for an arrangement of contour-based features that belong to
a prototype shape specified by an example. The configuration comprises selecting rele-
vant vertex detectors and determining certain blur and shift parameters. The response
is computed as the weighted geometric mean of the blurred and shifted responses of the
selected vertex detectors. S-COSFIRE filters share similar properties with some neurons
in inferotemporal cortex, which provided inspiration for this work. We demonstrate the
effectiveness of S-COSFIRE filters in two applications: letter and keyword spotting in
handwritten manuscripts and object spotting in complex scenes for the computer vision
system of a domestic robot. S-COSFIRE filters are effective to recognize and localize
(deformable) objects in images of complex scenes without requiring prior segmentation.
They are versatile trainable shape detectors, conceptually simple and easy to implement.
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5.1 Introduction

Shape is perceptually the most important visual characteristic of an object. Al-
though there is no mathematical definition – as with most perceptual related

concepts – there seems to be an agreement that the two-dimensional shape of an ob-
ject is characterized by the relative spatial positions of a collection of contour-based
features.

Let us consider, for instance, the square in Fig. 5.1a, which we refer to as a refer-
ence or prototype object. From the point of view of visual perception the incomplete
object in Fig. 5.1b is very similar to the prototype even though it is composed of only
25% of the contour pixels of the reference object. On the contrary, the closed polygon
in Fig. 5.1c, which has the bottom half equivalent to that of the prototype is percep-
tually less similar to it. Furthermore, there is little perceptual similarity between the
prototype and its scrambled contour parts shown in Fig. 5.1d.

As a matter of fact, there is neurophysiological evidence that objects, such as
faces, are recognized by detecting certain features that are spatially arranged in a
certain way (Kobatake and Tanaka, 1994). By means of single-cell recordings in
adult monkeys it was, for instance, found that a neuron in inferotemporal cortex
gives similar responses for the two images shown in Fig. 5.2(a-b). The icon presented
in Fig. 5.2b is a simplified version of the monkey’s face shown in Fig. 5.2a. It only
consists of a circle that surrounds a horizontally-aligned pair of spots on top of a
horizontal bar. Removing one of these features, Fig. 5.2(c-d), causes the concerned
cell to give very small response.

Another neurophysiological study (Brincat and Connor, 2004) reveals that some
neurons in inferotemporal cortex integrate information about the curvatures, orien-
tations and positions of multiple (typically two to four) simple contour elements,
such as angles or curved contour segments. Fig. 5.3 shows a few such stimuli. In

(a) (b) (c) (d)

Figure 5.1: (a) A prototype shape. (b) A test pattern that has only 25% similarity (computed
by template matching) to the prototype is perceptually more similar to the prototype than
the polygon in (c) and the set of contour parts in (d), both of which have 50% similarity
(computed by template matching) to the prototype.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 5.2: (a-d) A set of stimuli used in an electrophysiological study (Kobatake and Tanaka,
1994) to test the selectivity of a neuron in inferotemporal cortex. (e-h) The activity of the
concerned neuron for the corresponding stimuli. The neuron gives high response only when
the stimulus contains a detailed or simplified representation of the face boundary that sur-
rounds a pair of eyes on top of a mouth. If any of these features is missing, the neuron gives
negligible response.

that study the authors argue that their findings are in line with other studies that
support parts-based shape representation theories (Marr and Nishihara, 1978; Bie-
derman, 1987; Salinas and Abbott, 1997; Wilson et al., 1997; Mel and Fiser, 2000;
Edelman and Intrator, 2003; Riesenhuber and Poggio, 1999), and suggest that non-
linear integration in the inferotemporal cortex might help to extend sparseness of
shape representation along the ventral stream of the visual system of the brain.

The fact that the visual system of the brain deploys information about the rela-
tive positions of features in shape recognition is in contrast with some approaches
in computer vision which use the presence of certain features but do not take into
account their spatial relations. For instance, in the bag-of-visual words approach
(Fei-Fei et al., 2007), the similarity between two images is computed by comparing
the frequencies of occurrence of certain simple features. This method does not con-
sider the spatial relationships between the features and as a result it may find the
collection of elementary features in Fig. 5.1d similar to the prototype in Fig. 5.1a
to a considerable extent. Furthermore, this approach requires the test object to be
segmented from the background and encounters severe problems with recognizing
objects that are embedded in an environment which contains features of the con-
cerned types.

Existing approaches that consider the spatial relationship of features include the
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Figure 5.3: A subset of systematically designed stimuli that were used in an electrophysi-
ological experiment in (Brincat and Connor, 2004) to study the selectivity of some neurons
in inferotemporal cortex of macaque monkeys. The concerned neurons give high responses
only for stimuli that are composed of a number of (typically two to four) curve segments, the
relative spatial positions of which are in a specific geometrical arrangement.

so-called standard model (Serre et al., 2007), some probabilistic techniques, such
as the generative constellation model (Fergus et al., 2003; Fei-Fei et al., 2007) and
a hierarchical model of object categories (Fidler and Leonardis, 2007; Fidler et al.,
2008). These approaches rely on summation of the responses of elementary feature
detectors and may find the images in Fig. 5.1(c-d) quite similar to the prototype
in Fig. 5.1a. For instance, such a technique may consider a circle with a horizon-
tal line within it as a face even though the representations of the eyes are missing,
Fig.5.2(c-d). Other examples are shown in Fig. 5.4 where a centaur can be mistakenly
classified as a horse or a siren confused with a fish.

In this study we introduce an object detection technique which is motivated by
the shape selectivity of some neurons in inferotemporal cortex. The principal idea
of this approach is to construct a shape-selective filter that combines the responses
of some simpler filters that detect some partial features of the concerned shape in

(a) (b)

Figure 5.4: Object recognition models that sum up the responses of certain filters which are
selective to different parts of an object may confuse (a) a centaur with a horse or a (b) siren
with a fish.
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specific positions that are characteristic of that shape. In Fig. 5.5 we illustrate briefly
this idea by the following example. Let us assume that we have three filters, one of
which detects a circle, another one detects a small disk and the third one detects a
horizontal bar. Applying these three filters to the face icon shown in Fig. 5.2b results
in feature-specific responses in different positions. We then shift these responses in
different directions at different distances in such a way that they meet in some point
that we consider as the center of a composite filter. We compute the output of this
composite filter as the (weighted) geometric mean of the inputs received from the
costituent filters.

We call this approach to the construction of filters Combination Of Shifted FIl-
ter REsponses (COSFIRE). Previously, we successfully applied this approach to the
construction of line and edge detectors (Azzopardi and Petkov, 2012) and sim-
ple contour-related features, such as vascular bifurcations (Azzopardi and Petkov,
2011). In (Azzopardi and Petkov, 2011) we demonstrated how the collective re-
sponses of multiple COSFIRE filters to segmented patterns, such as handwritten
digits, can be used to form a shape descriptor with high discrimination ability. That
descriptor, however, does not take into account the relative spatial arrangement of
the concerned features. Similar to other shape descriptors (Belongie et al., 2002;
Grigorescu et al., 2003a; Sebastian et al., 2004; Latecki et al., 2005; Ghosh and Petkov,
2005; Demirci et al., 2006; Lauer et al., 2007; Ling and Jacobs, 2007; Goh, 2008; Xu
et al., 2009; Almazan et al., 2012) that approach works well with segmented objects,
but it is not effective for the detection of objects embedded in complex scenes. In
order to distinguish the two types of filter, we refer to the composite shape-selective
filter that we propose in this study as S-COSFIRE and to the filter proposed in (Az-
zopardi and Petkov, 2013) as V-COSFIRE (S and V stand for shape and vertex, re-
spectively).

Due to its multiplicative character, a S-COSFIRE filter produces a response only
when all the costituent filters give responses, in spatial positions that are character-
istic for the prototype shape. In order to allow for some tolerance in the relative
positions of the involved object parts we use a smoothing function to blur the re-
sponses of the costituent filters.

There are three aspects in which the S-COSFIRE filters that we propose differ
from the other models that also consider the spatial geometric arrangement of parts.
First, our model is implemented in a filter that gives a response, a scalar value be-
tween 0 and 1, for each position in the image. The higher the value the more similar
the shape around the concerned location is to the prototype shape that was used to
configure that filter. In this regard, a S-COSFIRE filter can be thought of a model of
a shape-selective neuron in inferotemporal cortex of the type studied in (Kobatake
and Tanaka, 1994; Brincat and Connor, 2004), which fires only when a specific ar-
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rangement of contour-based features is present in its receptive field. A S-COSFIRE
filter addresses object recognition and localization as a joint problem, which is in
line with how David Marr (Marr, 1982) defined the sense of seeing: ”... to know
what is where by looking”. In contrast, the other methods referred to above use
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Figure 5.5: The feature-specific (disk-, bar- and circle-selective) filters achieve high responses
in the centers of the eyes, the mouth and the face boundary of the input image. The response
images of the concerned feature-specific filters are then translated by certain shift vectors,
the magnitude and direction of which are automatically determined in a configuration pro-
cess. Finally, the output of the composite shape-selective filter is computed as the (weighted)
geometric mean, which is essentially multiplication, of the shifted responses. The final out-
put indicates the presence of a face which is composed of a circle that surrounds a pair of
horizontally-aligned disks on top of a horizontal bar.
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multiple prototypes and consider several responses from different feature detectors
to form a mixture of probability distributions or a vector of responses. For these
methods, the geometrical spatial arrangement of the concerned prototype defining
parts is achieved by training a supervised classifier and subsequently the similarity
between a test pattern and a prototype is computed by a distance metric. Moreover,
they suffer from insufficient robustness to localization because they treat this matter
at a region level rather than at a pixel level.

Second, since the omission of an object part can radically change shape percep-
tion, we regard every feature (and its relative spatial position) that forms part of
a prototype shape as essential. This aspect is implemented in the multiplicative
character of a S-COSFIRE filter. On the contrary the other models, which rely on
summing up the responses of some elementary feature detectors, may achieve a re-
sponse even when any of the prototype-defining features is missing. These models
may thus match objects that are perceptually different.

Third, while the S-COSFIRE approach that we present achieves invariance to
rotation, scaling and reflection by simply manipulating some model parameters,
the other techniques can only achieve invariance to such geometric transformations
by extending the training set with example objects that are rotated, scaled and/or
reflected versions of a prototype.

The remaining part of this chapter is organized as follows: In Section 5.2 we
present the proposed S-COSFIRE filter and demonstrate how it can be configured
to be selective for a given shape of interest. In Section 5.3, we demonstrate the effec-
tiveness of the proposed approach in two applications: letter and keyword spotting
in handwritten manuscripts and vision for home tidying pickup robot. Section 5.4
contains a discussion on the properties of the S-COSFIRE filters and finally we draw
conclusions in Section 5.5.

5.2 Method

5.2.1 Overview

The following example illustrates the main idea of the method that we propose. We
consider the triangle, shown in Fig. 5.6, as a shape of interest and we call it prototype.
We use this prototype shape to automatically configure a S-COSFIRE filter that will
respond to shapes that are identical with or similar to this prototype.

The shape-selective S-COSFIRE filter that we propose uses input from simpler
filters, in this case filters that are selective for vertices. We use vertex-selective COS-
FIRE filters of the type proposed in (Azzopardi and Petkov, 2013) to detect the ver-
tices of the prototype shape. Such a filter, which we refer to it as V-COSFIRE, com-
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Figure 5.6: The triangle is the prototype shape of interest. The ’+‘ marker indicates the center
of the large circle that is specified by a user to select the triangle. The small circles indicate the
supports of three vertex detectors that are identified as relevant for the concerned prototype
shape. The small ellipses represent the supports of line detectors that are selective for the
contour parts of the corresponding vertices.

bines the responses of line detectors, the areas of support of which are indicated by
the small ellipses in Fig. 5.6.

The response of the proposed S-COSFIRE filter is computed by combining the
responses of the concerned V-COSFIRE filters in the centers of the corresponding
circles by a weighted geometric mean. The preferred orientations and the preferred
apertures of these filters together with the locations at which we take their responses
are determined by analysing the responses of a set of V-COSFIRE filters to the proto-
type shape. Consequently, the S-COSFIRE filter will be selective for the given spatial
arrangement of vertices of specific orientations and apertures. Taking the responses
of V-COSFIRE filters at different locations around a point can be implemented by
shifting the responses appropriately before using them for the pixel-wise evaluation
of a multivariate function which gives the S-COSFIRE filter output.

In the next sub-sections, we explain the automatic configuration process of a
S-COSFIRE filter that will respond to a given prototype shape of interest and to
similar shapes. The configuration process determines which responses of which
V-COSFIRE filters in which locations need to be multiplied in order to obtain the
output of the S-COSFIRE filter.

5.2.2 Detection of Vertex Features by V-COSFIRE Filters

We denote by rVfi (x, y) the response of a V-COSFIRE filter Vfi that is selective for
a vertex fi. We threshold these responses at a given fraction t1 (0 ≤ t1 ≤ 1) of the
maximum response across all image coordinates (x, y) and denote these thresholded
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Figure 5.7: A data set of 60 synthetic vertices, f1, . . . , f60 (left-to-right, top-to-bottom). A
V-COSFIRE filter Vfk is selective for a vertex fk.

responses by |rVfi (x, y)|t1 . We use the publicly available Matlab implementation1 of
V-COSFIRE filters. Such a filter uses as input the responses of given channels of
a bank2 of Gabor filters. For further technical details about the properties of V-
COSFIRE filters we refer to (Azzopardi and Petkov, 2013).

We use a bank of V-COSFIRE filters that are selective for vertices of different
orientations (in intervals of π/6 radians) and different apertures (in intervals of π/6
radians), Fig. 5.7. Fig. 5.8a illustrates the responses of this bank of V-COSFIRE filters
to the prototype shape shown in Fig. 5.6a. The strongest responses are obtained by
three V-COSFIRE filters that are selective for vertices of the types f13, f17, and f21,
shown in Fig. 5.7. The corresponding locations, (x1, y1), (x2, y2), (x3, y3), at which
they obtain the maximum responses are indicated in Fig. 5.9.

5.2.3 Configuration of a S-COSFIRE Filter

A S-COSFIRE filter uses as input the responses of selected V-COSFIRE filters Vfji ,
i = 1 . . . n, each selective for some vertex fji , around a certain position (ρi, φi) with
respect to the center of the S-COSFIRE filter. A 3-tuple (Vfji , ρi, φi) that consists of
a V-COSFIRE filter specification Vfji and two scalar values (ρi, φi) characterizes the
properties of a vertex that is present in the given prototype shape: Vfji represents
a V-COSFIRE filter that is selective for a vertex fji and (ρi, φi) are the polar coordi-
nates of the location at which its response is taken with respect to the center of the
S-COSFIRE filter. In the following we explain how we obtain the parameter values
of such vertices around a given point of interest.

1The Matlab implementation of a V-COSFIRE filter can be downloaded from
http://matlabserver.cs.rug.nl/

2Here we use a bank of Gabor filters with five wavelengths λ = {4, 4
√
2, 8, 8

√
2, 16} and six equidis-

tant orientations θ ∈ {0, π
6
, π
3
, π
2
, 2π

3
, 5π

6
}

http://matlabserver.cs.rug.nl/
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Figure 5.8: (a) Inverted response images (thresholded at t1 = 0) of the V-COSFIRE filters that
are selective for the corresponding vertices shown in Fig. 5.7. The rendering of each response
image overlays the input image. Each bar plot indicates the strength of the maximum re-
sponse of the corresponding V-COSFIRE filter to the input image. (b) The images marked by
the labels ’1‘, ’2‘ and ’3‘ illustrate the responses of three V-COSFIRE filters that achieve the
highest significant responses (t2 = 0.75). The concerned V-COSFIRE filters are selective for
the vertices f13, f17 and f21 in Fig. 5.7, respectively.

For each location in the input image of the prototype shape we take the maxi-
mum value of all responses achieved by the bank of V-COSFIRE filters mentioned
above. The positions that have values greater than those of their corresponding 8-
neighbours3 are chosen as the points that have local maximum responses. For each
such point (xi, yi) we determine the polar coordinates (ρi, φi) with respect to the
center of the S-COSFIRE filter, Fig. 5.9. Then we determine the V-COSFIRE filters,
the responses of which are greater than a fraction t2 = 0.75 of the maximum re-
sponse rVfi (x, y) for all i ∈ {1, . . . nf} where nf is the number of V-COSFIRE filters
used across all locations in the input image. Thus, multiple V-COSFIRE filters can be
significantly activated for the same location (ρi, φi). The selected points characterize
the dominant vertices in the given prototype shape of interest.

We denote by SS = {(Vfji , ρi, φi) | i = 1 . . . nf} the set of parameter value com-
binations, which describes the properties and locations of a number of vertices. The
subscript S stands for the prototype shape of interest. Every tuple in set SS specifies
the parameters of some vertex in prototype S.

For the prototype shape of interest in Fig. 5.6a, the selection method described
above results in three vertices with parameter values specified by the tuples in the
following set:

3We use the function imregionalmax in Matlab to identify the locations that have local maxima re-
sponses
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(x1, y1) (x2, y2)

(x3, y3)

(x′, y′)

φ3

ρ3

Figure 5.9: Configuration of a S-COSFIRE filter. The ’×‘ markers indicate the locations,
(x1, y1), (x2, y2), (x3, y3), where the corresponding three V-COSFIRE filters, Vf13 , Vf17 , Vf21 ,
achieve the maximum responses. These locations correspond to the three vertices of the pro-
totype shape, which is rendered here with low contrast. The Cartesian coordinates of each
point (xi, yi) are converted into the polar coordinates (ρi, φi) with respect to the given point
of interest (x′, y′), indicated by the ’+‘ marker.

SS =


(Vfj1=21

, ρ1 = 50, φ1 = π/2),
(Vfj2=13 , ρ2 = 50, φ2 = 7π/6),
(Vfj3=17

, ρ3 = 50, φ3 = 5π/3)


The first tuple in SS, (Vfj1=21 , ρ1 = 50, φ1 = π/2), for instance, indicates the

presence of vertex f21, at a position of (ρ1 =) 50 pixels to the north (φ1 = π/2) of the
support center of the S-COSFIRE filter at hand.

5.2.4 Blurring and Shifting V-COSFIRE Responses

The above configuration results in a S-COSFIRE filter that is selective for a preferred
spatial arrangement of three vertices forming an equilateral triangle. Next, we use
the responses of the V-COSFIRE filters that are selective for the corresponding ver-
tices to compute the output of the S-COSFIRE filter as follows.

First, we blur the responses of the V-COSFIRE filters in order to allow for some
tolerance in the position of the respective vertices. This increases the generalization
ability of the S-COSFIRE filter under construction. We define the blurring operation
as the computation of maximum value of the weighted thresholded responses of a
V-COSFIRE filter. For weighting we use a Gaussian function Gσ(x, y), the standard
deviation σ of which is a linear function of the distance ρ from the center of the
S-COSFIRE filter:

σ = σ0 + αρ (5.1)

where σ0 and α are constants. The choice of the linear function in Eq. 5.1 is inspired
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by the visual system of the brain for which we provide more detail in Section 5.4. For
α > 0, which we use, the tolerance to the position of the respective vertices increases
with an increasing distance ρ from the support center of the concerned S-COSFIRE
filter.

Second, we shift the blurred responses of each V-COSFIRE filter by a distance
ρi in the direction opposite to φi. With this shifting the concerned V-COSFIRE fil-
ter responses, which are located at different positions (ρi, φi) meet at the support
center of the S-COSFIRE filter. The output of the S-COSFIRE filter can then be eval-
uated as a pixel-wise multivariate function of the shifted and blurred responses of
V-COSFIRE filter responses. In polar coordinates, the shift vector is specified by
(ρi, φi + π), and in Cartesian coordinates, it is (∆xi,∆yi) where ∆xi = −ρi cosφi,
and ∆yi = −ρi sinφi. We denote by sVfji ,ρi,φi(x, y), the blurred and shifted thresh-
olded response of a V-COSFIRE filter that is specified by the i-th tuple (Vfji , ρi, φi)
in the set SS:

sVfji ,ρi,φi
(x, y)

def
= max

x′,y′
{
∣∣∣rVfji (x− x′ −∆xi, y − y′ −∆yi)

∣∣∣
t1
Gσ(x′, y′)} (5.2)

where −3σ ≤ x′, y′ ≤ 3σ.
Fig. 5.10 illustrates the blurring and shifting operations for this S-COSFIRE filter,

applied to the image shown in Fig. 5.10a.

5.2.5 Response of a S-COSFIRE Filter

We define the response rSS(x, y) of a S-COSFIRE filter as the weighted geometric
mean of the blurred and shifted thresholded responses of the selected V-COSFIRE
filters sVfji ,ρi,φi(x, y):

rSS(x, y)
def
=

∣∣∣∣∣∣∣
( |SS|∏
i=1

(
sVfji ,ρi,φi

(x, y)
)ωi)1/

∑|SS|
i=1 ωi

∣∣∣∣∣∣∣
t3

(5.3)

ωi = exp−
ρ2i

2σ′2 , 0 ≤ t3 ≤ 1

where |.|t3 stands for thresholding the response at a fraction t3 of its maximum
across all image coordinates (x, y). For 1/σ′ = 0, the computation of the S-COSFIRE
filter is equivalent to the standard geometric mean, where the s-quantities have the
same contribution. Otherwise, for 1/σ′ > 0, the input contribution of s-quantities
decreases with an increasing value of the corresponding parameter ρ. In our exper-
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Figure 5.10: (a) Input image (of size 512× 512 pixels). The enframed inlay images show (top)
the enlarged prototype shape of interest, which is identical to the equilateral triangle in the
input image and (bottom) the structure of the S-COSFIRE filter that is configured by this pro-
totype. This S-COSFIRE filter is trained to detect the spatial arrangement of three vertices,
each of which is detected by a separate V-COSFIRE filter. The ellipses illustrate the wave-
lengths and orientations of the Gabor filters that are used by the V-COSFIRE filters, and the
dark blobs are intensity maps for Gaussian functions that are used to blur the responses of the
corresponding V-COSFIRE filters. The blurred responses are then shifted by the correspond-
ing vectors. (b) The V-COSFIRE filters that are automatically identified from the prototype
shape and the corresponding response images to the input image. (c) We then blur (here we
use σ0 = 0.1 and α = 0.0853 to compute σi in Eq. 5.1) the thresholded (here at t1 = 0) re-
sponse |rVfi (x, y)|t1 of each concerned V-COSFIRE filter and subsequently shift the resulting
blurred response images by corresponding polar-coordinate vectors (ρi, φi + π). (d) We use
weighted geometric mean (here σ′ = 91.44) of all the blurred and shifted V-COSFIRE filters
to compute (top) the output of the S-COSFIRE filter and show (bottom) the reconstruction
of the detected features. The reconstruction is achieved by superimposing the Gabor filter
responses which contribute to the corresponding V-COSFIRE filters that give input to the S-
COSFIRE filter. The two local maxima in the output of the S-COSFIRE filter correspond to
the triangle and to the perceived one in the input image. For better clarity we use inverted
gray-level rendering to show the images in the right of the columns (b), (c) and (d).
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iments we use a value of the standard deviation σ′ that is computed as a function
of the maximum value of the given set of ρ values: σ′ = (−ρmax

2/2 ln 0.5)1/2, where
ρmax = maxi∈{1...|SS|}{ρi}. We make this choice in order to achieve a maximum
value ω = 1 of the weights in the center (for ρ = 0), and a minimum value ω = 0.5

in the periphery (for ρ = ρmax).

Fig. 5.10d shows the output of a S-COSFIRE filter which is defined as the
weighted geometric mean of three blurred and shifted response images obtained
by the three concerned V-COSFIRE filters. Note that this filter responds in the
middle of a spatial arrangement of three vertices that is identical with or similar
to that of the prototype shape S, which was used for the configuration of the S-
COSFIRE filter. In this example, the S-COSFIRE filter reacts strongly in a given
point that is surrounded by three vertices each having an aperture of π/3 radi-
ans: one northward-pointing, another one south-west-pointing and a south-east-
pointing vertex to the north, south-west and south-east of that point, respectively.
Besides the complete triangle that was used for configuration, the concerned filter
also detects the Kanizsa-type (Kanizsa and Gerbino, 1976) illusory triangle. This is
in line with neurophysiological and psychophysical evidence, in that the visual sys-
tem is capable of detecting a shape with illusory contours, based on its visible salient
parts. A thorough review of this phenomenon is provided in (Roelfsema, 2006).

Fig. 5.11a shows a systematically designed data set of isosceles triangles with
different acute angles and different orientations. For the illustration in Fig. 5.11
we configure a S-COSFIRE filter using the enframed shape in Fig. 5.11a. Fig. 5.11b
shows the responses of this S-COSFIRE filter where the strength of the maximum
filter response to a given shape is rendered as a gray level shading of that image. The
maximum response is reached at or near the center. In this case, the S-COSFIRE filter
achieves the strongest response to the prototype shape that was used to configure
it. However, it also reacts, with less than the maximum response, to triangles, the
vertices of which differ slightly in acuteness. This example illustrates the selectivity
(for triangle shapes) and the generalization ability of the proposed S-COSFIRE filter.

5.2.6 Tolerance to Geometric Transformations

Here we explain how a S-COSFIRE filter can be modified to achieve tolerance to
the following geometric transformations: rotation, scaling and reflection. Similar
to a V-COSFIRE filter, such a tolerance is achieved by manipulating the values of
some parameters rather than by configuring separate filters by rotated, scaled and
reflected versions of the prototype shape of interest.
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Figure 5.11: (a) A systematically designed data set of isosceles triangles that vary in orien-
tation (right-to-left: rotated anticlockwise in intervals of π

6
) as well as in the aperture of the

vertex angle (top-to-bottom: increases in intervals of π
18

). The enframed triangle is used as
a prototype shape for configuring a S-COSFIRE filter. (b) Responses of the configured S-
COSFIRE filter rendered by shading of the shapes. (c) Responses of a rotated version (ψ = π

2
)

of the filter obtained by manipulating the filter parameters and (d) rotation-tolerant responses
for 12 discrete orientations.

Tolerance to Rotation

Using the set SS that defines the concerned S-COSFIRE filter, we form a new set
<ψ(SS) that defines a new filter, which is selective for a version of the prototype
shape S that is rotated by an angle ψ:

<ψ(SS)
def
= {(<ψ(Vfji ), ρi, φi + ψ) | ∀ (Vfji , ρi, φi) ∈ SS} (5.4)

For each tuple (Vfji , ρi, φi) in the original filter SS that describes a certain vertex
of the prototype shape, we provide a counterpart tuple (<ψ(Vfji ), ρi, φi + ψ) in the
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new set <ψ(SS). The set <ψ(Vfji ) defines4 a V-COSFIRE filter that is selective for
vertex fji that is also rotated by an angle ψ. The orientation of the concerned vertex
and its polar angle position φi with respect to the support center of the S-COSFIRE
filter are off-set by an angle ψ relative to the values of the corresponding parameters
of the original vertex.

Fig. 5.11c shows the responses r<ψ(SS) of the S-COSFIRE filter that correspond
to the set <ψ(SS) to the data set of shapes shown in Fig. 5.11a. This filter responds
selectively to a version of the original prototype shape S rotated counterclockwise
at an angle of (ψ =) π/2.

A rotation-invariant response is achieved by taking the maximum value of the
responses of filters that are obtained with different values of the parameter ψ:

r̂SS(x, y)
def
= max

ψ∈Ψ
{r<ψ(SS)(x, y)} (5.5)

where Ψ is a set of nψ equidistant orientations defined as Ψ = { 2π
nψ
i | 0 ≤ i <

nψ}. Fig. 5.11d shows the maximum superposition r̂SS(x, y) for nψ = 12. The filter
according to Eq. 5.5 produces the same response to equilateral triangles that are
versions of each other, obtained by rotation at discrete angles ψ ∈ Ψ.

Tolerance to Scaling

Tolerance to scaling is achieved in a similar way. Using the set SS that defines the
concerned S-COSFIRE filter, we form a new set Tυ(SS) that defines a new filter,
which is selective for a version of the prototype shape S that is scaled in size by a
factor υ:

Tυ(SS)
def
= {(Tυ(Vfji ), υρi, φi) | ∀ (Vfji , ρi, φi) ∈ SS} (5.6)

For each tuple (Vfji , ρi, φi) in the original S-COSFIRE filter SS that de-
scribes a certain vertex of the prototype shape, we provide a counterpart tuple
(Tυ(Vfji ), υρi, φi) in the new set Tυ(SS). The set Tυ(Vfji ) defines4 a V-COSFIRE fil-
ters that responds to a version of the vertex fji scaled by the factor υ. The size of the
concerned vertex and its distance to the center of the filter are scaled by the factor υ
relative to the original values of the corresponding parameters.

A scale-invariant response is achieved by taking the maximum value of the re-
sponses of filters that are obtained with different values of the parameter υ:

r̃SS(x, y)
def
= max

υ∈Υ
{rTυ(SS)(x, y)} (5.7)

4We refer to (Azzopardi and Petkov, 2013) for the technical details about the invariance that is
achieved by a V-COSFIRE filter.
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where Υ is a set of υ values equidistant on a logarithmic scale defined as Υ =

{2 i
2 | i ∈ Z}.

Reflection Invariance

As to reflection invariance we first form a new set ŚS from the set SS as follows:

ŚS
def
= {(V́fji , ρi, π − φi) | ∀ (Vfji , ρi, φi) ∈ SS} (5.8)

The set V́fji defines4 a new V-COSFIRE filter that is selective for the correspond-
ing vertex fji reflected about the y−axis. Similarly, the new S-COSFIRE filter ŚS is
selective for a reflected version of the prototype shape S also about the y−axis. A
reflection-invariant response is achieved by taking the maximum value of the re-
sponses of the filters SS and ŚS:

ŕSS(x, y)
def
= max {rSS(x, y), rŚS

(x, y)} (5.9)

Combined Tolerance to Rotation, Scaling and Reflection

A S-COSFIRE filter achieves tolerance to all the above geometric transformations by
taking the maximum value of the rotation- and scale-tolerant responses of the filters
SS and ŚS that are obtained with different values of the parameters ψ and υ:

r̄SS(x, y)
def
= max

ψ∈Ψ,υ∈Υ
{r̂<ψ(Tυ(SS))(x, y), r̂<ψ(Tυ(ŚS))(x, y)} (5.10)

We use this type of transformation-invariant filter in an application that is pre-
sented in Section 5.3.2 below.

5.3 Applications

In the following we demonstrate the effectiveness of the proposed S-COSFIRE filters
by applying them in two practical applications: the spotting of letters and keywords
in handwritten manuscripts and the spotting of objects in complex scenes for the
computer vision system of a domestic robot.

5.3.1 Spotting Letters and Keywords in Handwritten Manuscripts

The automatic recognition of letters and words in handwritten manuscripts is an
application that has been extensively investigated for several decades (Plamondon
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(a)

0

1

(b) (c)

Figure 5.12: (a) The leftmost image is a prototype letter ’e‘ which is cropped from (b) a hand-
written manuscript taken from the IAM offline database (Marti and Bunke, 2002). The circles
represent the support of V- COSFIRE filters, the locations of which are randomly selected in
a way that their support do not overlap each other. The ’+‘ marker indicates the center of a
S-COSFIRE filter with an area of support that is a combination of those of the V-COSFIRE fil-
ters. The rightmost four images in (a) depict the reconstructions of the local patterns that are
illustrated as a superposition of the thresholded (t1 = 0.3) Gabor filter (inverted) responses
that contribute to the corresponding V-COSFIRE filters. (c) Normalized response of the con-
cerned S-COSFIRE filter to the handwritten manuscript rendered by shading of the letters.
The concerned S-COSFIRE filter responds to 16 out of 24 instances of the letter ’e‘ in the given
manuscript image, of which the strongest response is achieved for the prototype letter that
was used for its configuration.

and Srihari, 2000; Vinciarelli, 2002). Despite this effort the problem has not been
solved completely yet.

Here, we show how the S-COSFIRE filters that we propose can be effectively
used to detect single letters, combinations of letters, as well as complete key-
words. The latter task is commonly referred to as keyword spotting in handwritten
manuscripts and it is an active research area (Saykol et al., 2004; Leydier et al., 2005;
Moghaddam and Cheriet, 2009; Gatos and Pratikakis, 2009; Frinken et al., 2012).

As a demonstration we show how to detect the letters ’e‘ in the handwritten
manuscript4 shown in Fig. 5.12a, which is taken from the IAM offline database5

4The manuscript image is extracted from the file named e01-113.png in the IAM offline database.
5http://www.iam.unibe.ch/fki/databases/iam-handwriting-database.

http://www.iam.unibe.ch/fki/databases/iam-handwriting-database
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Figure 5.13: (a) Three prototype letters ’e‘ that are used to configure three S-COSFIRE filters.
The circles represent the support of the V-COSFIRE filters used and the ’+‘ markers indicate
the support center of the concerned S-COSFIRE filters. (b) The maximum superposition of the
normalized responses of the three S-COSFIRE filters to the handwritten manuscript image
shown in Fig. 5.12b rendered by shading of the letters. In total, the concerned three filters
detect all letters of interest and they do not produce any false positives.

(Marti and Bunke, 2002). We select a prototype letter ’e‘ which we use to configure
an S-COSFIRE filter, Fig. 5.12a. In practice, this selection is done by specifying a re-
gion of appropriate size centered at the concerned letter. The concerned ’e‘-selective
S-COSFIRE filter receives input from four V-COSFIRE filters. The number of V-
COSFIRE filters used is a model parameter that is specified by the user. This value
depends on the shape complexity (as represented by the number of vertex features)
of the concerned prototype. The selectivity of an S-COSFIRE filter increases with
an increasing number of involved V-COSFIRE filters. Here, the non-overlapping
support areas of four V-COSFIRE filters are sufficient to cover the given prototype
letter. We provide more details about this aspect of our method in Section 5.4. The
involved V-COSFIRE filters are not predefined as this was done in Section 5.2. Here
they are configured by using non-overlapping contour parts that are randomly se-
lected by the system, Fig. 5.12a.

We apply the resulting S-COSFIRE filter to the handwritten manuscript image
and show its responses in Fig. 5.12c. The shaded circles are centered on the local
maxima of the filter response and their grayscale values correspond to the response
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(a)

0

1

(b)

Figure 5.14: An example of spotting the combined letters ’to‘. (a) A handwritten manuscript
taken from the IAM offline database (Marti and Bunke, 2002). The indicated enframed two-
letter word ’to‘ is used as a prototype to configure an S-COSFIRE filter. (b) Normalized re-
sponse of the ’to‘-selective S-COSFIRE filter to the handwritten manuscript rendered by shad-
ing of the letters. The concerned S-COSFIRE filter detects all five instances of the combined
letters of interest. The strongest response is achieved for the combined letters that were used
for the configuration of the S-COSFIRE filter.

strength of the filter. This filter detects 16 out of 24 letters ’e‘. The strongest response
is achieved for the letter ’e‘ that was used as a prototype to configure the concerned
filter. This example demonstrates the generalization and discrimination abilities
of the proposed S-COSFIRE filter because it detects 66.67% letters of interest and
it does not produce any false positives. The detection of the double ’e‘ letters in
the word ’between’ in the fourth line also demonstrates the ability to detect closely
adjacent shapes of interest.

As to the remaining letters ’e‘ that are not detected by this S-COSFIRE filter we
proceed as follows: we take one of these letters and train a second S-COSFIRE filter
using it. With this second filter we detect 10 out of 24 letters of interest, three of
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Figure 5.15: An example of spotting the keyword ’Germany’ in (a-b) two handwritten
manuscripts taken from the IAM offline database (Marti and Bunke, 2002). The indicated
enframed keyword ’Germany‘ in (a) is used as a prototype to configure an S-COSFIRE fil-
ter. (c) The circles indicate the support areas of 13 V-COSFIRE filters that are used to pro-
vide input to the concerned S-COSFIRE filter, the support center of which is indicated by
the ’+‘ marker. (d-e) Normalized responses of this S-COSFIRE filter to the two handwrit-
ten manuscripts rendered by shading of the spotted words. The concerned S-COSFIRE filter
detects all six instances of the keywords of interest in the given two images. The strongest
response is achieved for the word that was used for the configuration of the S-COSFIRE filter.

which overlap with letters detected by the first S-COSFIRE filter and seven letters
are newly detected ones. Applying the two filters together results in the detection
of 23 distinct letters ’e‘. By configuring a third S-COSFIRE filter with the remaining
letter ’e‘, we detect all the letters of interest in the given handwritten manuscript,
Fig. 5.13. Notable is the fact that this result is obtained without the need for prior
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segmentation and that no false positives are produced by the filters. We configure
and apply the mentioned three S-COSFIRE filters with the following parameter val-
ues: t1 = 0.3, t2 = 0.75, t3 = 0.3, σ0 = 0.67, and α = 0.1.

Fig. 5.14a shows another handwritten manuscript6 of a different author. We
select the enframed two-letter prototype word ’to‘ and use it to configure an S-
COSFIRE filter. Taking into account the fact that here the prototype ’to‘ has higher
shape complexity than the previous prototype of a single letter ’e‘, we configure an
S-COSFIRE filter that receives input from six V-COSFIRE filters, rather than four.
For this example, one S-COSFIRE filter (t1 = 0.3, t2 = 0.75, t3 = 0.77, σ0 = 0.67,
and α = 0.1) was sufficient to detect all the five words of interest, three of which are
independent words and the other two are parts of other words, Fig. 5.14b.

In Fig. 5.15 we demonstrate an example of keyword spotting. We use the key-
word prototype ’Germany‘ that is shown enframed in Fig. 5.15a to configure an S-
COSFIRE filter that receives input from 13 V-COSFIRE filters, Fig. 5.15c. Fig. 5.15(d-
e) show the responses of the concerned S-COSFIRE filter (t1 = 0.1, t2 = 0.75,
t3 = 0.1, σ0 = 0.67, and α = 0.1.) to the two manuscript images7 in Fig. 5.15(a-
b). It spots all the six instances of the keyword ’Germany‘ and does not produce any
false positives.

The S-COSFIRE filters that are selective for specific words may correspond to
neurons or networks of neurons in a certain area in the posterior lateral-occipital
cortex. This area receives input from V4 and is selective for combinations of vertices.
It has been shown to play a role in the recognition of words and has been named
Visual Word Form Area (Szwed et al., 2011).

5.3.2 Vision for Home Tidying Pickup Robot

Daily service robots that perform routine tasks are becoming popular as household
appliances. Such tedious tasks include, but are not limited to, vacuum cleaning,
setting up and cleaning up a dinner table, tidying up toys, and organizing closets.
The design of domestic robots is a growing research area (Takahama et al., 2004;
Chen et al., 2008; Lee and Park, 2009; Saeedi et al., 2011; Jiang et al., 2012; Kim et al.,
2012; Bandera et al., 2012).

Here, we demonstrate how the S-COSFIRE filters that we propose can be used
by a personal robot to visually recognize objects of interest in indoor environments.
As an illustration we consider a task for a tidying pickup robot to detect shoes in
different rooms of a home that match the prototype shoe shown in Fig. 5.16a.

6This image is extracted from the file named a01-000u.png in the IAM offline database.
7These images in Fig. 5.15(a-b) are extracted from the files named b01-049.png and b01-044.png, re-

spectively, in the IAM offline database.
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(a) (b) (c)

(d) (e) (f)

Figure 5.16: (a) A prototype shoe. Configuration of an S-COSFIRE filter using the manu-
ally segmented prototype shoe. The circles represent the non-overlapping supports of three
V-COSFIRE filters, and the ’+‘ marker indicates the center of support of the concerned S-
COSFIRE filter. (c) The superimposed (inverted) thresholded responses (t1 = 0.3) of a bank
of Gabor energy filters with one wavelength (λ = 4) and 16 orientations in intervals of π/8.
(d-f) Reconstructions of the local patterns for which the three resulting V-COSFIRE filters are
selective. Each reconstruction is illustrated as a superposition of the (inverted) thresholded
Gabor energy responses that contribute to the corresponding V-COSFIRE filter.

We use a segmented prototype image of the shoe to configure an S-COSFIRE fil-
ter, Fig. 5.16b. In a home application, this step can easily be automated by present-
ing the object of interest on a plain background. The concerned S-COSFIRE filter
receives input from three V-COSFIRE filters that are selective for different parts of
the shoe. These parts, which are represented by circles in Fig. 5.16b, are automati-
cally chosen by the system from a circular local neighbourhood of a point of interest
that is indicated by a ’+‘ marker. In practice, the concerned point of interest and
the radius of the corresponding local neighbourhood are manually specified by the
user. The radii of the three circles are automatically computed in such a way that the
circles touch each other. For the configuration of the concerned V-COSFIRE filters
we use a bank of Gabor energy filters8 with one wavelength (λ = 4) and 16 equidis-
tant orientations (θ = {π8 i | 0 . . . 15}), and we threshold the responses with t1 = 0.3.
Within each of the three circles, we consider a number of concentric circles, the radii
of which increment in intervals of 4 pixels starting from 0. For the concerned three

8The response of a Gabor energy filter is computed as the L2-norm of the responses of a symmetric
and anti-symmetric Gabor filters.
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V-COSFIRE filters as well as the S-COSFIRE filter we use the same values of pa-
rameters α (α = 0.67) and σ0 (σ0 = 0.1) in order to allow the same tolerance in the
position of the involved edges and curvatures.

We created a data set that we call RUG-Shoes of 60 color images (of size 256×342

pixels) by taking pictures in different rooms of the same house. Of these images,
39 contain a pair of shoes of interest, another nine contain a single shoe and the
remaining 12 do not contain any shoes. The distance above ground of the digital
camera was varied between 50cm and 1m. All pictures of shoes were taken from
the side view of the corresponding shoes. The shoes were, however, arranged in
different orientations and their distances from the camera varied by at most 25% as
compared to the distance which we used to take the image of the prototype shoe.
We made the RUG-Shoes data set publicly available9.

We use the configured S-COSFIRE filter to detect shoes in the entire data set of
60 images. For each color image, we first convert it to grayscale and subsequently
apply the concerned S-COSFIRE filter in reflection-, scale- (υ ∈ { 3

4 , 1,
5
4}) and par-

tially rotation-invariant (ψ ∈ {−π8 , 0,
π
8 }) mode. The Gabor energy filters that we

use to provide inputs to the V-COSFIRE filters are applied with isotropic suppres-
sion (Grigorescu et al., 2004) in order to reduce responses to texture in these indoor
scenes. We threshold the responses of the concerned S-COSFIRE filter with t3 = 0.1

and for each image we consider only the highest two responses.
We obtain a perfect detection and recognition performance for all the 60 images

in the RUG-Shoes data set. This means that we detect all the shoes in the given
images with no false positives. Fig. 5.17 illustrates the detection of some shoes in
four of the given images. Fig. 5.17b shows the detection of a single shoe that has
a reflected arrangement – about the y-axis – with respect to the prototypical one.
Fig. 5.17d and Fig. 5.17f each show the detection of a pair of shoes at different scales
and at different orientations. Finally, Fig. 5.17g shows one of the 12 input images
that do not contain any shoes. Rightly so, for these 12 images the S-COSFIRE filter
does not respond.

9The RUG-Shoes data set can be downloaded from http://matlabserver.cs.rug.nl/

http://matlabserver.cs.rug.nl/
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(a) (b)
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(e) (f)

(g) (h)

Figure 5.17: Detection of shoes in indoor scenes. (First column) Input images (of size 256×342
pixels) from the RUG-Shoes data set with filenames (a) Shoes03 1.jpg, (c) Shoes17 2.jpg, (e)
Shoes58 2.jpg, and (g) Shoes38 1.jpg. (Second column) Results obtained for the correspond-
ing images with a S-COSFIRE filter that is configured using the prototype shoe shown in
Fig. 5.16a. Here we apply the S-COSFIRE filter in reflection-, scale- (υ ∈ { 3

4
, 1, 5

4
}) and

partially rotation-invariant (ψ ∈ {−π
8
, 0, π

8
}) mode. The ’+‘ markers indicate the locations

where the concerned S-COSFIRE filter achieves local maximum responses. The circular
masks around the detected points correspond to the area of support of the ”shoe”-selective
S-COSFIRE filter. The radius of each mask is computed as follows. We first scale the maxi-
mum value of the parameter ρ by multiplying it with the υ value that contributed to the filter
response at the concerned position. Then we sum the scaled ρ value and blur radius used at
this scaled value of ρ.
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5.4 Discussion

The trainable S-COSFIRE filters that we propose are part of a hierarchical object
recognition approach that shares similarity with the ventral stream of visual cortex.
In the first layer we detect lines and edges by Gabor filters, which are inspired by
the function of orientation-selective cells in primary visual cortex (Daugman, 1985).
Their responses are projected to a second layer and used by V-COSFIRE filters that
detect vertices and curved contour segments. In our previous work (Azzopardi and
Petkov, 2013), we showed that such filters give responses that are qualitatively sim-
ilar to a class of cells in area V4 in visual cortex. Finally, in a third layer we have
S-COSFIRE filters that combine the responses of certain V-COSFIRE filters. Such a
filter is selective for a given spatial configuration of vertices and curved contour seg-
ments that defines a simple to moderately complex shape. S-COSFIRE filters share
similar properties with shape-selective neurons in inferotemporal cortex, which pro-
vided inspiration for this work.

This hierarchical object recognition approach is, however, not restricted to three
layers. The addition of further layers may be more appropriate for prototype objects
of higher deformation complexity. For instance, let us consider a prototype shape
of a simplistic human-body figure that is composed of a head, a pair of eyes, a nose,
a mouth, two arms, two hands, a torso, two legs and two feet. We may configure
a S-COSFIRE filter to be selective for the entire body with its center being at the
center of mass of the body. Such a filter receives input from V-COSFIRE filters that
are selective for distinct body parts. With this type of configuration the tolerance in
the position of the body parts is computed with the same function that depends on
the distance from the center of the S-COSFIRE filter. However, we know that cer-
tain body parts may require more tolerance or may be more correlated than others.
For instance, the positions of the eyes, the nose and the mouth depend more on the
position of the head than on the position of the legs. By taking this aspect in con-
sideration it would be better to construct a hierarchical filter in the following way:
configure a S-COSFIRE filter to be selective for the spatial arrangement of the head
components (eyes, nose, and mouth), a S-COSFIRE filter for a hand and an arm,
another one for a foot and a leg and a fourth one for the torso. Then, the responses
of these four S-COSFIRE filters may be used as inputs to another, more complex
S-COSFIRE filter.

A S-COSFIRE filter achieves a response when all parts of a shape of interest are
present in a specific spatial arrangement around a given point in an image. The
rigidity of this geometrical configuration may vary according to the application at
hand. We use Gaussian functions to blur the responses of V-COSFIRE filters in order
to allow for some tolerance in the position of the involved contour-based parts. The
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standard deviation of such a Gaussian function depends on the distance from the
center of the concerned S-COSFIRE filter: it grows linearly with a rate that is defined
by the parameter α. Small values of α are more appropriate for the selectivity of
rigid objects. Generalization ability increases with an increasing value of α. This
mechanism is inspired by neurophysiological evidence that the average diameter
of receptive fields of some neurons in visual cortex increases with the eccentricity
(Gattass et al., 1988).

We applied the S-COSFIRE filters in reflection-, scale-, and partially rotation-
invariant mode for the spotting of shoes embedded in complex scenes, while for the
spotting of letters and keywords in handwritten manuscripts we did not allow any
tolerance for such geometrical transformations.

The computational cost of the configuration of a S-COSFIRE filter is proportional
to the number of costituent filters it uses. Here, we use V-COSFIRE filters of the type
proposed in (Azzopardi and Petkov, 2013), to provide input to a S-COSFIRE filter.
In general, the number of costituent filters needed grows with the shape complexity
of the prototype object. In practice, for the parameter values that we used in the
two applications, a S-COSFIRE filter is configured in less than half of a second for a
Matlab implementation that runs on a 3GHz processor. Similarly, the computational
cost of the application of a S-COSFIRE filter depends on the computations of the
responses of the V-COSFIRE filters and their blurring and shifting operations. In
practice, in the first application an image of a handwritten manuscript of size 3542×
2479 pixels is processed in less than 30 seconds on a standard 3GHz processor with
a non-invariant S-COSFIRE filter. For the second application, an image of an indoor
scene of size 256 × 342 pixels is processed in less than five seconds by a reflection-,
scale- and partially rotation-invariant S-COSFIRE filter.

The specific type of function that we use to combine the responses of costituent
(V-COSFIRE) filters for the considered applications is a weighted geometric mean.
This output function, which is also used to compute a V-COSFIRE filter response,
proved to give better results than various forms of addition. Furthermore, there is
psychophysical evidence that human visual processing of shape is likely performed
by a nonlinear neural operation that multiplies afferent responses (Gheorghiu and
Kingdom, 2009). In future work, we plan to experiment with functions other than
(weighted) geometric mean.

The proposed S-COSFIRE filters are particularly useful due to their versatility
and selectivity, in that a S-COSFIRE filter can be configured to be selective for any
given deformable object and used to detect other objects embedded in complex
scenes that are perceptually similar to it. This effectiveness is attributable to tak-
ing into account the mutual spatial positions of the responses of certain V-COSFIRE
filters that are selective for simpler object parts. The V-COSFIRE filters which we in-



108 5. Trainable S-COSFIRE Filters for Shape Recognition and Localization

troduced in (Azzopardi and Petkov, 2013) are more appropriate for the detection of
moderately complex – deformable and rigid – features or for the detection of highly-
rigid objects. In that study we showed that the recognition of deformable objects by
V-COSFIRE filters, such as handwritten digits, can be achieved by using a shape
descriptor that is formed by the responses of multiple V-COSFIRE filters without
taking in consideration the positions of these responses. While it is highly effective
in segmented images, such a shape descriptor is not effective for the detection and
recognition of deformable objects in complex scenes.

5.5 Conclusions

The S-COSFIRE filters that we propose are highly effective to detect and recognize
deformable objects that are embedded in complex scenes without prior segmenta-
tion. This effectiveness is due to the deployment of both the presence of certain
object-characteristic features and their mutual spatial arrangement. They are versa-
tile shape detectors as they can be trained to be selective for any given visual pattern
of interest.

A S-COSFIRE filter is conceptually simple and easy to implement: the filter out-
put is computed as the weighted geometric mean of blurred and shifted responses
of simpler V-COSFIRE filters.



Chapter 6

Summary and Outlook

6.1 Summary

This thesis proposes an innovative trainable filter approach to visual pattern recog-
nition. It is inspired by neurophysiological evidence about the visual processing of
contour, curvature and shape in the ventral stream of the brain.

The proposed approach is conceptually simple and easy to implement. The main
idea is to configure a composite filter with an adaptive receptive field (or area of sup-
port) that combines the receptive fields of certain simpler filters at certain locations.
For brevity, the modelling of receptive fields is referred to as CORF (Combination
Of Receptive Fields). The afferent filters that provide input to a CORF model and
the locations of their receptive fields are automatically determined in a single-step
configuration phase that analyses the geometrical arrangement of the dominant re-
sponses of the involved simpler filters to a specified prototype pattern.

The output of a resulting composite filter in a given point is computed as the
(weighted) geometric mean, essentially multiplication, of the responses of afferent
filters at certain relative positions that are learned in the configuration step. Taking
the responses of simpler filters at different locations around a point can be imple-
mented by shifting the responses of the concerned filters by different vectors before
using them for the pixelwise evaluation of the multivariate function. The implemen-
tation of a trainable composite filter is, therefore, called COSFIRE (Combination Of
Shifted Filter Responses). Gaussian functions are used to blur the responses of cos-
tituent filters in order to allow for some tolerance in the relative positions of the
involved input parts.

Due to the AND-type operation (weighted geometric mean) of a COSFIRE filter
output a response is only achieved when all parts of the concerned prototype feature
are present. This computation is mainly motivated by the better results obtained us-
ing multiplication rather than addition. It gets further support by psychophysical
evidence (Gheorghiu and Kingdom, 2009) that some contour patterns are likely de-
tected by a neural mechanism that multiplies the responses of afferent sub-units.

Chapter 2 shows that an orientation-selective filter can be configured by using
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difference-of-Gaussians operators – that are models of LGN cells – as costituent fil-
ters with aligned center-surround receptive fields. The resulting filter is a CORF
model of a simple cell in primary visual cortex. It is also referred to as contour-
selective COSFIRE or C-COSFIRE filter. It is anatomically more realistic than the
Gabor function model as it relies on model LGN input rather than using the inten-
sity pixels of an image as they are projected on the retina. Moreover, it exhibits more
properties than the Gabor function model that are typical of simple cells: contrast
invariant orientation tuning and cross orientation suppression. By means of quan-
titative experiments it is shown that the proposed CORF model outperforms the
Gabor function model in contour detection with high statistical significance.

This concept is extended further in Chapter 3, which shows that a trainable ver-
tex detector can be configured by combining the responses of orientation-selective
filters. Vertex-selective COSFIRE or V-COSFIRE filters are highly effective keypoint
detectors. This ability is demonstrated in the application to the detection of vascular
bifurcations in retinal fundus images in Chapter 4. Further experiments demon-
strated that these filters are not limited to bifurcations only. The application to
the detection and recognition of traffic signs in complex scenes in Chapter 3 is an
example that V-COSFIRE filters are also effective detectors of complex but rather
rigid patterns. Moreover, the application to the recognition of handwritten digits in
Chapter 4 demonstrates that the responses of such filters can be used to form an ef-
fective descriptor for segmented or isolated patterns. V-COSFIRE filters are inspired
by some shape-selective V4 neurons and have been demonstrated to reproduce re-
sponses that are similar to those of the concerned neurons.

Finally, in Chapter 5 it is shown that by using V-COSFIRE filters as afferent
inputs, one can configure more complex filters that are selective for deformable
shapes. These shape-selective COSFIRE or S-COSFIRE filters, are highly effective to
recognize and localize (deformable) objects in images embedded in complex scenes
without requiring prior segmentation. Their effectiveness is demonstrated in two
applications: letter and keyword spotting in handwritten manuscripts and object
spotting in complex scenes for the computer vision system of a domestic robot. S-
COSFIRE filters are inspired by the properties of some TEO neurons.

The work proposed in this thesis contributes to the continuing trend of simulat-
ing biological vision to design more effective and robust computer vision solutions.
The proposed techniques provide a foundation of an innovative trainable filter ap-
proach to visual pattern recognition. This approach is versatile as a filter can be con-
figured with any given prototype pattern and is subsequently able to detect identical
and similar ones.
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6.2 Outlook

The following are ideas on directions how this work can be extended in future re-
search.

The C-COSFIRE filter introduced in Chapter 2 is configured to be selective for a
prototype edge and resulted in an effective contour detection operator. The proto-
type pattern is, however, not intrinsic to the method. If a bar structure is presented
instead of an edge, a C-COSFIRE operator can be configured to be selective for elon-
gated bar-like structures. A bar-selective COSFIRE or B-COSFIRE filter can then
be applied, for instance, to detect blood vessels in medical images, such as retinal
fundus and angiographic images.

There is neurophysiological evidence that simple cells receive strong inhibition
with opposite polarity of their receptive fields (Hubel and Wiesel, 1962; Palmer,
1981; Borg-Graham et al., 1998). This is referred to as push-pull inhibition. One
direction for future research is to incorporate this type of inhibition in the pro-
posed model of a simple cell. It is expected that this enhancement will result in
a C-COSFIRE filter that is more robust to contrast variations and more robust to
noise.

The proposed trainable filter approach has been shown to be effective for the
construction of filters by more complicated patterns other than simple edges. The
recognition of segmented handwritten digits presented in Chapter 3 is one example
of how V-COSFIRE filters can be effectively used to classify patterns that are iso-
lated from the background. Other applications may include the recognition of hand-
written characters of different alphabets, handwritten signatures, musical notes and
sketched architectural symbols, which can, for instance, be applied to digital draw-
ing tablets.

The V-COSFIRE filters that are proposed here take as input responses from
orientation-selective filters that are only concerned with the contours of some pat-
terns. The visual system of the brain, however, processes also color and texture
information. One direction for future research is, therefore, to investigate the con-
struction of V-COSFIRE filters to be tuned for patterns that are characterized by
color or texture. Subsequently, the S-COSFIRE filter approach can be enriched into
a multi-modal one by using various costituent V-COSFIRE filters that respond to
contour, colour and texture. The resulting S-COSFIRE filter would be tuned to a
pattern that is characterized by a combination of texture, color and contour-shape.
As a matter of fact, this seems to be the function of some neurons in the anterior
inferotemporal cortex (Tanaka et al., 1991). Such enhancements would widen the
spectrum of applications where COSFIRE filters can be used.

Besides excitatory contour parts, some shape-selective neurons in area TEO of



112 6. Summary and Outlook

(a) (b)

Figure 6.1: Example of two patterns that differ by a line segment. The diagonal line distin-
guishes the pattern in (b) from the one in (a).

visual cortex are also characterized by inhibitory contour parts (Brincat and Connor,
2004). This aspect instigates another direction for future investigation. In addition
to contour parts which give excitatory input to a S-COSFIRE filter, other contour
parts can be used to suppress the response of the filter. For instance, a S-COSFIRE
filter that is configured to be selective for the square shown in Fig. 6.1a will also give
a strong response to the pattern shown in Fig. 6.1b. By treating the diagonal line as
an inhibitory contour part a S-COSFIRE filter can be constructed to be selective for
squares without diagonal lines (of negative gradient) within them.

While feedforward connections are the main force of neuronal activity, there is
neurophysiological evidence of feedback connections that mostly originate in areas
V4, TEO and IT of visual cortex (Lamme and Roelfsema, 2000; Ungerleider et al.,
2008). Such feedback processing are known to enhance the responses of the afferents
input (Sillito et al., 2006). This is another concept which will be investigated for
extending the properties of COSFIRE filters.

The effectiveness of the techniques that are proposed in this thesis was demon-
strated in applications that involve 2D images. In further future work it will be
studied how the proposed techniques can be extended by including the depth and
time dimensions that will make them effective for the detection of patterns in 3D
images and to track patterns in video sequences, respectively.

The application of the detection and recognition of traffic signs in Chapter 3
demonstrates the effectiveness of V-COSFIRE filters to detect rigid and complex
patterns in natural scenes. In a similar way V- and S-COSFIRE filters may be used
in other content-based image retrieval applications, such as biometric identification,
medicine, crime prevention, historical research, among others.

The trainable COSFIRE approach that is presented here is not restricted to visual
pattern recognition only. It may also be adopted to other signal processing applica-
tions. For instance, the similarity search in time series is an interesting topic with
various applications such as discovering stocks with similar trends in financial mar-
kets or monitoring certain signal activity in sensor systems. In these signal process-
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ing applications, methods such as piecewise linear regression and wavelet analysis,
will be studied as costituent operators that provide input to COSFIRE filters.

As to computational efficiency, the proposed filters are implemented in a sequen-
tial programming scheme. The implementation of the filters can, however, be in a
parallel or distributed mode as most of the computations are independent of each
other. In future work, an implementation in parallel computing platforms, such as
CUDA (NVIDIA, 2012), will be investigated. Parallel implementation will make the
proposed filters effective for real-time applications.

Fig. 6.2 summarizes the above mentioned directions for future research to de-
velop further the trainable COSFIRE filter approach that is proposed in this thesis.

COSFIRE 
Filter Approach

Directions for future 
research

+ color, + texture + time, + depth

+ time series, ...

+ inhibition+ feedback

+ parallel mode 

Figure 6.2: A schematic overview that illustrates six directions to develop further the pro-
posed COSFIRE filter approach. Research directions include various aspects: addition of
color and texture information; addition of time and depth properties, inhibitory pattern parts;
feedback processing; adaptation of the proposed approach to other signal processing appli-
cations such as time series; and an implementation in parallel mode to make the technique
suitable for real-time applications.





Samenvatting

Dit proefschrift draagt een innovatieve trainbare filterbenadering voor visuele pa-
troonherkenning aan. De benadering is geı̈nspireerd door neurofysiologisch bewijs
omtrent de visuele verwerking van contouren, krommingen en vormen in de ven-
trale route van het brein.

De voorgestelde benadering is conceptueel simpel en eenvoudig te imple-
menteren. De hoofdgedachte is om een samengesteld filter te configureren met
een adaptief receptief veld (of ondersteuningsgebied) dat de receptieve velden van
bepaalde eenvoudige filters combineert op bepaalde locaties. Ten behoeve van
beknoptheid wordt het modelleren van receptieve velden aangeduid met CORF
(Combination Of Receptive Fields). De afferente filters die een CORF-model van
invoer, en de locaties van hun receptieve velden voorzien, worden automatisch
bepaald in een èènstapsconfiguratiefase die de geometrische inrichting van de dom-
inante uitvoer van de betrokken simpelere filters analyseert tot een gespecificeerd
prototype-patroon.

De uitvoer van een dergelijk samengesteld filter in een bepaald punt wordt
berekend als het (gewogen) meetkundig gemiddelde, een feitelijke vermenigvuldig-
ing, van de uitvoer van afferente filters op bepaalde relatieve posities die geleerd
worden in de configuratiestap. Het bepalen van de uitvoer van simpelere filters
op verschillende locaties rondom een punt kan geı̈mplementeerd worden door de
uitvoer van de betrokken filters te verschuiven met verschillende vectoren alvorens
ze te gebruiken voor het pixelwijs evalueren van de multivariabele functie. De
implementatie van een trainbaar samengesteld filter wordt daarom een COSFIRE
(Combination Of Shifted Filter Responses) genoemd. Gaussische functies worden
gebruikt om de uitvoer van de inputfilters te vervagen om enige tolerantie in de
relatieve posities van de betrokken invoerdelen toe te staan.

Door de AND-type bewerking (gewogen meetkundig gemiddelde) van een
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COSFIRE-filteruitvoer wordt een niet-nul waarde alleen bereikt wanneer alle on-
derdelen van de desbetreffende prototypefunctie aanwezig zijn. Deze computatie is
voornamelijk gemotiveerd door de betere resultaten die verkregen werden met het
gebruik van vermenigvuldigingen ten opzichte van optellingen. Het wordt verder
ondersteund door psychofysisch bewijs dat sommige contourpatronen waarschijn-
lijk worden gedetecteerd door een neuraal mechanisme dat de reacties van afferente
sub-eenheden vermenigvuldigt.

Hoofdstuk 2 toont aan dat een oriëntatie-selectief filter geconfigureerd kan wor-
den door difference-of-Gaussians operatoren, hetgeen modellen van LGN-cellen
zijn, als invoerfilters met uitgelijnde center-surround receptieve velden. Het resul-
terende filter is een CORF-model van een simpele cel in de primaire visuele cortex,
ook wel aangeduid als een contourselectief COSFIRE- of C-COSFIRE-filter. Het is
anatomisch realistischer dan het Gabor-functiemodel gezien deze op model-LGN-
invoer is gebaseerd in plaats van gebruik te maken van de intensiteitspixels van
een afbeelding wanneer deze op de retina geprojecteerd worden. Bovendien ver-
toont het meer eigenschappen die kenmerkend zijn voor eenvoudige cellen dan het
Gabor-functiemodel: contrast invariant orientation tuning en cross orientation sup-
pression. Door middel van kwantitatieve experimenten wordt aangetoond dat het
voorgestelde CORF-model het Gabor-functiemodel bij contourdetectie overtreft met
hoge statistische significantie.

Dit concept wordt verder uitgebreid in hoofdstuk 3, waar aangetoond wordt
dat een trainbare vertex-detector kan worden geconfigureerd door de uitvoer
van oriëntatie-selectieve filters te combineren. Vertex-selectieve COSFIRE- of V-
COSFIRE-filters zijn zeer effectieve keypoint-detectoren. Dit vermogen wordt
gedemonstreerd door het filter in te zetten om vasculaire bifurcaties in retinale
fundusafbeeldingen te detecteren in hoofdstuk 4. Aanvullende experimenten to-
nen aan dat deze filters niet gelimiteerd zijn tot bifurcaties alleen. De toepassing
om verkeersborden te herkennen en te detecteren in complexe scènes in hoofd-
stuk 3 is een voorbeeld dat V-COSFIRE-filters ook effectieve detectoren zijn van
complexe maar betrekkelijk vaste patronen. Bovendien geeft de toepassing om
handgeschreven getallen te herkennen in hoofdstuk 4 aan dat de uitvoer van
dergelijke filters gebruikt kan worden om een effectieve descriptor van geseg-
menteerde of geı̈soleerde patronen te vormen. V-COSFIRE-filters zijn geı̈nspireerd
door enkele vorm-selectieve V4-neuronen en het is aangetoond dat ze uitvoer re-
produceren die soortgelijk is aan de uitvoer van de neuronen in kwestie.

Tenslotte wordt in hoofdstuk 5 aangetoond dat, door V-COSFIRE-filters te ge-
bruiken als afferente invoer, men complexere filters kan configureren die selec-
tief zijn aangaande deformeerbare vormen. Deze shape-selectieve COSFIRE- of
S-COSFIRE-filters zijn hoogst effectief om (deformeerbare) objecten ingebed in
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complexe scènes te herkennen en te lokaliseren zonder voorafgaande segmen-
tatie te vereisen. De doeltreffendheid wordt aangetoond door middel van twee
toepassingen: letter- en trefwoordherkenning in handgeschreven manuscripten
en objectherkenning in complexe scènes voor het computervisiesysteem van een
huishoudelijke robot. S-COSFIRE filters zijn geı̈nspireerd door de eigenschappen
van enkele TEO-neuronen.

Het werk dat in dit proefschrift voorgesteld wordt draagt bij aan de aan-
houdende trend het biologisch gezichtsvermogen te simuleren om effectievere en
robuustere computervisiesystemen te ontwerpen. De voorgestelde technieken ver-
schaffen de basis voor een innovatieve trainbare filterbenadering voor visuele pa-
troonherkenning. Deze benadering is veelzijdig gezien een filter met ieder gegeven
prototype-patroon geconfigureerd kan worden en vervolgens in staat is identieke
en vergelijkbare patronen te detecteren.
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