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2OPTICOM GmbH, Nägelsbachstrasse 38, D - 91052 Erlangen, Germany

3SwissQual AG, Allmendweg 8, CH-4528 Zuchwil, Switzerland

In two closely related papers we present POLQA (Perceptual Objective Listening Quality
Assessment), the third generation perceptual objective speech quality measurement algorithm,
standardized by the International Telecommunication Union (ITU-T) as Recommendation
P.863 in 2011. The algorithm is composed of two separate parts, a temporal alignment that finds
speech parts that belong together and a perceptual model that builds an internal representation
of the aligned input and output of the device under test. This paper (Part I) provides the basics
of the POLQA approach and outlines the core elements of the underlying temporal alignment.
The newly developed alignment approach allows assessing the latest Voice over IP technology
that often introduces sudden align jumps (mostly in silent intervals) as well as slowly changing
time scalings (mostly during speech activity), either using a pitch preserving technique like
PSOLA (Pitch Synchronous Overlap Add) or a straight forward technique equivalent to sample
rate changes.

0 INTRODUCTION

During the past decades objective speech quality mea-
surement methods have been developed and deployed us-
ing a perceptual measurement approach. In this approach
a perception-based algorithm simulates the behavior of a
subject that rates the quality of an audio fragment in a
listening test. For speech quality one mostly uses the so-
called absolute category rating listening test, where subjects
judge the quality of a degraded speech fragment without
having access to the clean reference speech fragment. Lis-
tening tests carried out within the International Telecom-
munication Union (ITU) mostly use an absolute category
rating (ACR) five-point opinion scale [1], [2] that is conse-
quently also used in the objective speech quality measure-
ment methods that were standardized by the ITU, PSQM
(Perceptual Speech Quality Measure, ITU-T Rec. P.861,
1996) [3], [4], and its follow-up PESQ (Perceptual Evalua-
tion of Speech Quality, ITU-T Rec. P.862, 2000) [5] – [9].
The focus of these measurement standards is on narrow-

band speech quality (audio bandwidth 100–3500 Hz) [3]
– [8], although a wideband extension (50–7000 Hz) was
devised in 2005 [9]. PESQ provides for very good correla-
tions with subjective listening tests on narrowband speech
data and acceptable correlations for wideband data.

As new (wideband) voice services are being rolled out
that often introduce new time warping distortions and other
new (wideband) distortions, prediction of the perceived
quality by PESQ is becoming unreliable [10]. Therefore
ITU-T (ITU-Telecom sector) Study Group 12 initiated the
standardization of a new speech quality assessment algo-
rithm as a technology update of PESQ. In order to be able
to develop a future proof measurement standard, the audio
bandwidth was extended beyond the current 7 kHz wide-
band standard toward 14 kHz (super-wideband speech).
High fidelity reference speech file recordings were made in
a low noise, low reverberation environment using 48 kHz
sample rate with a voice bandwidth of 14 kHz.

Six proponents submitted candidate algorithms to the
ITU-T for benchmarking, from which three were found to
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meet the requirements and were thus selected for the fi-
nal standardization. The benchmark was based on a wide
comparison with data from subjective tests, including an
extensive number of newly designed databases, that were
unknown to the candidate algorithms. The selection was
mainly carried out on the basis of the prediction error in
terms of mean opinion scores (MOS), taking into account
the 95% confidence interval of each MOS score. To provide
for a unique measurement standard, the three selected can-
didate algorithms from OPTICOM, SwissQual, and TNO
were further integrated into a joint model. The joint model
was found to outperform each of the underlying models.
According to the original working title this model is re-
ferred to as POLQA (Perceptual Objective Listening Qual-
ity Assessment), and it was accepted in January 2011 by
ITU-T as the new speech quality measurement standard
Rec. P.863 for narrowband, wideband, and super-wideband
speech quality assessment [11].

It should be noted that although POLQA operates at a
sampling frequency of 48 kHz when run in super-wideband
mode, this should not be misinterpreted that it could be
applied to music signals in general. Due to the absolute cat-
egory rating subjective tests [1], [2] used in the development
of POLQA, where subjects do not get a reference signal,
and due to the focus on speech quality, one would need
to further develop the underlying perceptual and cognitive
model before it can be applied to music. For the assess-
ment of music signals at 48 kHz sampling frequency, the
PEAQ (Perceptual Evaluation of Audio Quality) [12] algo-
rithm according to ITU-R BS.1387 [13] still represents the
state-of-the-art standard of a perceptual objective quality
measure.

This paper (Part I) provides an overview of the tempo-
ral alignment used in the POLQA standard, including the
general requirements, a short introduction to the subjective
test methodology, and basics of the measurement approach
(Sections 1, 2, and 3). The perceptual model, an overview
of the subjective tests and the performance of the standard
in comparison to the performance of PESQ are given in
Part II.

1 REQUIREMENTS FOR THE FOLLOW UP OF
PESQ P.862

A first requirement for the follow up of PESQ P.862
is that it has to be technically compatible with existing
and previously standardized speech quality measures using
the so-called full-reference approach. In this approach an
undisturbed reference signal is compared with the degraded
output signal to be scored and the system under test is
considered as a black box, there is no further information
available besides the reference and degraded speech signal.
The method should predict the speech quality on a five-point
MOS scale as used in absolute category rating listening
tests in order to have the closest possible match between
objective and subjective measurements.

Furthermore, it is clear that the new method should be
more accurate than PESQ and that it should allow as-
sessing degradations introduced by new speech processing

technologies and degradations for which PESQ was not
designed:

� New and advanced coding technologies;
� Voice quality enhancement devices;
� Time stretching and compression techniques;
� Influence of the acoustic coupling devices and the

room acoustics during insertion / recording;
� Influence of the loudness of presentation of the speech

signal;
� Influence of linear distortions and spectral shaping

(“frequency response”);
� Influence of bandwidth (intermediate bandwidth to

common telephony bands).

This requires a huge amount of test data where degraded
speech is scored by subjects using a wide variety of different
types of distortion. Besides the new types of degradation
mentioned, the degradations for which PESQ is known to
provide accurate predictions also have to be included in the
set of POLQA requirements. This leads to the following set
of degradations for which POLQA has to provide accurate
results.

� Single and tandemed speech codecs as used in
telecommunication scenarios today;

� Packet loss and concealment strategies (packet
switched connections);

� Frame- and bit-errors (wireless connections);
� Interruptions (such as unconcealed packet loss or han-

dover in GSM);
� Front-end-clipping (temporal clipping);
� Amplitude clipping (overload, saturation);
� Effects of speech processing systems such as noise re-

duction systems and echo cancellers on clean speech;
� Effects of speech processing systems such as noise

reduction systems (adaptation phase and converged
state) and echo cancellers on pre-noised speech;

� Effects of speech-coding systems on pre-noised
speech;

� Variable delay (Voice-over-IP, video-telephony) and
time warping;

� Gain variations;
� Influence of linear distortions (spectral shaping), also

time variant;
� Non-linear distortions produced by the microphone /

transducer at acoustical interfaces;
� Voice enhancement systems in networks and termi-

nals and their effects on listening quality;
� Reverberations caused by hands-free test setups in

defined acoustical environments.

The new method has to deal with all these types of distor-
tion and has to correctly assess the relative ranking across
different distortion types.

Due to the wide range of different distortion types, spe-
cial requirements on the setup of the subjective experiments
are needed. In order to produce training and validation data
for the model, dedicated subjective tests were set up where
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Table 1. ACR listening quality
opinion scale [1], [2] used in the

development of POLQA. The average
score over a large set of subjects is
called MOS-LQS (Mean Opinion

Score Listening Quality Subjective).

Quality of the speech Score

Excellent 5
Good 4
Fair 3
Poor 2
Bad 1

different distortion types in a well balanced ratio were pre-
sented to human listeners.

The objective measurement method jointly developed by
OPTICOM, SwissQual, and TNO under the name POLQA
(Perceptual Objective Listening Quality Assessment) ful-
fills all the requirements set to the follow up of PESQ P.862
and shows very good performance over a wide range of
distortion types.

2 SUBJECTIVE TEST METHODOLOGY

The development of a good objective speech quality mea-
surement method requires large amounts of reliable subjec-
tive data. These data consist of reference and degraded
speech files with a subjective quality score on each degra-
dation [1], [2]. As the focus of the POLQA development
was on super-wideband speech, whereas most subjective
speech quality tests today are for narrowband or wideband
speech, new experimental procedures were developed. In
addition to extended requirements for the wider bandwidth
and the lower noise floor than usually required for tele-
phony tests, the constraints in the test design were much
more challenging to minimize any context effects in the
subjective experiments. A complete description of the sub-
jective test procedure is beyond the scope of this paper but
the main points are given in the next paragraphs and more
details will be presented in Part II of this paper.

Generally the tests were conducted very similar to P.800,
using at least four different speakers per test. Results are
expressed in terms of Mean Opinion Scores for Listening
Quality Subjective (MOS-LQS) on an absolute category
rating (ACR) five-point opinion scale [1] [2] (see Table 1).
Listening was performed using high quality headphones.
To reduce context effects a relatively large set of common
test conditions was included in every newly conducted ex-
periment.

3 BASICS OF THE POLQA APPROACH

The basic idea behind the POLQA algorithm is the same
as used in the PSQM and PESQ algorithms. They all use the
same full reference approach where a reference input and
degraded output signal are mapped onto an internal repre-
sentation using a model of human perception (see Fig. 1).
The difference between the two internal representations is

used by a cognitive model to predict the perceived speech
quality of the degraded signal. This perceived listening
quality is expressed in terms of MOS-LQO (Mean Opin-
ion Score Listening Quality Objective). The MOS-LQO
obtained by POLQA was shown to have a very high corre-
lation with the MOS-LQS (Mean Opinion Score Listening
Quality Subjective), which is the average quality score over
a large set of votes by human subjects using the five-point
ACR (Absolute Category Rating) opinion scale [1], [2] of
Table 1.

It is important to realize that in ACR type listening ex-
periments, subjects cannot directly compare the degraded
signals to the reference speech signals in order to judge
the quality. They might therefore also experience different
qualities for different original reference voice recordings if
those are presented as if they were degraded signals. This
will lead to the fact that different reference voice record-
ings may get different MOS scores although they are not
degraded by any distortion.

An important improvement in the POLQA approach is
that quality differences in the reference recordings are com-
pensated by a process that the authors have coined as “ideal-
ization.” In this idealization process, the timbre of the voice
is changed toward a global preferred timbre and low levels
of noise that are always present in a recording are sup-
pressed. The internal representations that are used by the
POLQA cognitive model to predict the perceived speech
quality are therefore calculated on the basis of an idealized
input signal representation (see Fig. 2) that uses the psy-
chophysical equivalents of frequency (measured in Barks)
and intensity (loudness measured in Sones).

A consequence of this “idealization” approach is that a
technically transparent system can be judged as being per-
ceptually non-transparent when poor reference recordings
are used. This is a result of using P.800 ACR experiments
for subjective voice quality assessments where subjects do
not use a direct comparison between a reference and de-
graded speech file but only rate a degraded file on the basis
of an unknown internal “ideal.” One should also be aware
of the fact that any perceptual measurement approach does
not directly measure the quality of the system under test but
instead measures the quality of the output signal of the sys-
tem. The quality of the system can thus only be measured
by averaging the quality over a large set of relevant test sig-
nals (speech and/or music). The perceptual measurement
approach is necessary in characterizing modern voice and
audio processing systems since these systems are strongly
time-varying and non-linear.

One distortion type often found in modern voice and
audio systems that is completely out of the scope of PESQ is
global temporal compression and expansion, e.g., as found
in many Voice-over-IP systems (VoIP). This compression
and expansion can be implemented in two very different
methods. One method does preserve the pitch frequency
of human voice, while the other method simply varies the
sample rate and thus also the pitch frequency of the speech
signal. For POLQA in order to be able to deal with non-
pitch preserving time compression and expansion a sample
rate detector was developed, and any global differences in
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Fig. 1. Overview of the basic philosophy used in PSQM and PESQ. A computer model of the subject, consisting of a perceptual and
a cognitive model, is used to compare the degraded output with the original input, using alignment information as derived from the
time signals in the time alignment module. The subjective MOS is referred to as MOS-LQS (Mean Opinion Score Listening Quality
Subjective), the objective score as MOS-LQO (Mean Opinion Score Listening Quality Objective).

sample rate between the reference and the degraded signal
are compensated by a sample rate conversion. In a first
step, the delay variation between the two input signals is
determined and the relative difference between the global
sample rate of the two signals is estimated (see Fig. 3).

The global sample rate estimation is based on the de-
lay information calculated by the temporal alignment. If
the global sample rate differs by more than approximately
0.5%, the signal with the higher sample rate is down sam-
pled. The result is stored together with an average delay
reliability indicator, which is a measure for the quality of
the delay estimation. The delay estimation results after the
global resampling step are compared to the results with-
out resampling and the most reliable one is finally chosen.
Once the correct delay is determined (Section 4) and the
sample rate differences have been compensated, the signals
and the delay information are passed on to the perceptual
model (see Part II of the paper), which calculates the per-
ceptibility as well as the annoyance of the degradations and
maps them to a MOS scale.

4 POLQA TEMPORAL ALIGNMENT OF THE
REFERENCE AND DEGRADED SIGNAL

The temporal alignment is a challenging problem and
we start by describing a number of these challenges

(Section 4.1) while the basic concepts and elements are
given in Section 4.2. In the next section (Section 4.3) the
pre-alignment module is described, which has two different
approaches, a fast pre-alignment for signals with fixed or
at least piecewise fixed delays (Section 4.3.1) and a thor-
ough pre-alignment (Section 4.3.2) for signals with highly
variable delays. The result of the pre-alignment is a rather
rough estimation of the delay for a few sections of the input
signals. This rough estimation is further refined in the sub-
sequent steps coarse alignment (Section 4.4) and fine align-
ment (Section 4.5). Section 4.6 describes how sections with
an almost constant delay are joined together before passing
on the information to the psychoacoustic model.

Finally, Sections 4.7 and 4.8 give a more detailed de-
scription of the resampling that is necessary when the ref-
erence and degraded file show a global time compression
or expansion. This resampling is intertwined with the tem-
poral alignment as explained in Section 3, the basics of the
POLQA approach (see Fig. 3).

4.1 Challenges
The mathematical problem of temporally aligning two

signals can be reduced to the problem of determining the
temporal offset between the two signals at any given point
in time. This very general task is well researched and sim-
ple for almost identical time series. Usually, detecting the
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Fig. 2. Overview of the basic philosophy used in POLQA. A computer model of the subject, consisting of a perceptual and a cognitive
model, is used to compare the degraded output of the device under test with the idealized input, using alignment information as derived
from the time signals in the time alignment module.

maximum of a cross-correlation function between those
signals will be sufficient, since the position of the maxi-
mum is identical to the delay offset. The task gets a little
more difficult if one of the two signals is distorted and
contains, e.g., dropouts. In this case it helps to calculate
several cross-correlation functions at different positions in

the signals, build a histogram of the found positions of the
maxima, and finally search the peak in this histogram.

This method works reliably for signals that have a delay
(= temporal offset) that is at least piecewise constant. Each
section with a constant delay should thereby be at least
as long as the cross-correlation length. Further difficulties

Fig. 3. Overview of the resampling strategy used in POLQA. If the sample rates differ by more than 0.5% a down sampling of the signal
with the higher sample rate is carried out once, and the result with the best average reliability is chosen.
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Fig. 4. The average Pearson correlation as a function of temporal compression or stretching (expressed as sample rate variation from a
nominal frequency of 48 kHz) and correlation length for a typical speech signal without any additional distortions.

arise if the signals that shall be temporally aligned con-
tain periodic sections, which is typically the case for, e.g.,
voiced sounds of speech. In this case the cross-correlation
function will show multiple maxima. The simplest solution
to overcome this is to use rather long cross-correlations,
so that voiced and non-voiced sections are spanned by
one cross-correlation function. A simplified version of this
method is successfully used in, e.g., PESQ P.862 [5] – [9],
where this method is implemented by searching each entire
speech utterance of the reference signal in the degraded
signal. This specific implementation can handle different
delays for each utterance plus, under some circumstances,
a maximum of one delay variation per utterance. As far
as the application to speech signals is concerned, the de-
scribed methods have the two major limitations of requir-
ing fairly long signal sections with constant delay and the
need of calculating cross-correlation functions over rather
long windows. This, however, conflicts severely with the
task of finding the correct delay between two signals that
have non-constant delays, as is typically the case with tem-
porally compressed or stretched signals, where the delay
varies even on a frame by frame basis. Those effects are
described in more detail in the next section.

4.1.1 Temporal Compression / Stretching of the
Degraded Signal (Time Scaling)

In the past, time scaling was a mere technical problem
in measurement equipment that was missing synchroniza-
tion between DA and AD converter clocks and could be
overcome by proper system design. Today, however, time
scaling is frequently used as a method to compensate for
packet losses and to conceal the effects of jitter buffer length

adaptations in the transmission system itself. Also, some
codecs produce slightly varying delay.

Time scaling is applied in two very different flavors. The
first and simpler method is to up- or down sample sections of
the signal. While being relatively simple, this method how-
ever has the big disadvantage that it also modifies the pitch
frequency of the speech signal, which may be perceived
as a distortion. The second flavor, time scaling with pitch
preservation, is more advanced since it achieves the same
signal compression or stretching by preserving the pitch
frequency of human speech. In general this is carried out
by repeating parts of the signal and “gluing them together”
by using an overlap and add algorithm. The disadvantage
of the second method is, however, that it will usually fail
for non-speech signals. From a temporal alignment point
of view those two methods require very different alignment
concepts.

From a signal processing point of view, time scaling
without pitch correction can be modeled as looking at two
signals with slightly differing or varying sample rates. For
simplification it can be assumed that the ratio of the two
sample rates is section-wise constant. To properly align
those signals, it is enough to detect the difference between
the sample rates and to reverse the up or down sampling
accordingly (“resampling”). The challenge here is the de-
tection of the sample rate difference, which is explained
in detail in Section 4.7. Without resampling, the temporal
alignment that is based on the cross-correlation between
two signals is very likely to fail since the signals to be com-
pared have increasingly lower similarity with increasing
amounts of stretching or compression. The longer the sig-
nal windows used for correlation are, the stronger this effect
will be. Fig. 4 illustrates this problem. Here, the correlation
between a reference signal with 48 kHz sample rate and
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resampled versions of the same signal are presented. The
length of the correlation was used as a parameter. It can be
seen that the achievable peak correlation for a certain per-
centage of temporal compression decreases dramatically
with increasing correlation length. If this would be used in
the alignment of a speech quality measurement algorithm,
the probability of misaligned signal sections would increase
significantly.

Time scaling with pitch correction or time scaling intro-
duced by PSOLA (Pitch Synchronous Overlap Add) like
algorithms can be handled much easier. In this case the tem-
poral and spectral structure and especially the envelope of
very short signal sections are mostly preserved. The delay
can therefore be determined by normal correlation-based
temporal alignment routines without major difficulties. Of
course, the alignment routine must still be capable of calcu-
lating different delay values for many, very short signal sec-
tions. Generally, however, the delay variation from frame to
frame caused by time scaling is very small, typically a few
samples only. It is, therefore, not required to resample such
signals; resampling would even skew the measurement re-
sults, since it would again change the pitch frequency of
one signal and thus influence the perceptual model.

4.1.2 Summary of the Requirements
To summarize, the requirements for a delay search

method suitable for a perceptual measurement algorithm
today are thus:

� Correlation lengths must be short;
� The signal section that is searched must be long

enough to avoid problems with periodic signal sec-
tions;

� Delay offsets in the range of a few seconds must be
handled;

� The method must be suitable to handle delays that
vary every few milliseconds;

� The method must be very robust against stationary and
non-stationary background noise, transmission errors
like, e.g., packet loss, and coding distortions;

� In order to cope with time scaling effects, the method
must be able to properly align signals where the sam-
ple rates of the reference and the degraded signal differ
slightly.

To overcome those apparently contradictive require-
ments, POLQA uses some novel concepts. One central point
is to conduct the temporal alignment in several steps, where
the found delay is refined from step to step. This stepwise
refinement permits using fairly short search ranges in each
step, since only the relative offset to the best found delay
so far has to be searched.

This concept is achieved by using down sampled versions
of the signals or feature vectors in the early stages of the
alignment. This reduces the required correlation length at
the cost of accuracy (if 128 samples are down sampled to
one single sample, the alignment can’t be more accurate
than ±128 samples). To gradually improve the accuracy,

Table 2. Macro frame sizes used in the temporal alignment.

Sample rate: 48 kHz 16 kHz 8 kHz

Macro frame size [samples] 1024 512 256

the amount of down sampling is then stepwise reduced and
the delay is refined in each step. While this sounds simple,
the actual implementation is rather complex in order to
make the method robust against transmission errors and
especially high and non-stationary noise levels. The part of
the algorithm that is most important for this robustness is
the pre-alignment (Section 4.3) since it has to deal with the
largest delay search range. The stepwise refinement of the
delay happens mostly in the coarse alignment (Section 4.4)
and the fine alignment (Section 4.5). The latter two steps
only refine the initial delay values that were determined by
the pre-alignment. The main problems for the coarse and
the fine alignment are periodic signal sections and effects
caused by non-stationary noise.

4.2 Basic Concepts and Elements
The global concept of the temporal alignment algorithm

is to limit the search ranges as much as possible and to
stepwise refine the delay estimate. To achieve this, the early
stages of the alignment are operating on heavily down sam-
pled vectors. Each subsequent step uses less down sampling
than the previous one and only needs to search a more accu-
rate delay value around the last found delay. Consequently,
the early stages of this hierarchical alignment approach are
the most critical ones since they permit the longest search
range, which is equivalent to a higher risk of false delay
estimations.

The temporal alignment consists of the major blocks
filtering, pre-alignment, coarse alignment, fine alignment,
and section combination. The input signals are split into
equidistant macro frames, the length of which is dependent
on the input sample rate (see Table 2) and not necessarily
the same as the ones used in the perceptual model. The
delay is determined for each macro frame. The calculated
delay is defined as the delay of the reference signal relative
to the degraded signal.

The pre-alignment determines the active speech sections
of the signals, calculates an initial delay estimate per macro
frame, and an estimated search range required for the de-
lay of each macro frame (i.e., a theoretical minimum and
maximum variation of the detected initial delay). This pre-
alignment exists in two versions, one that is optimized for
speed and is generally sufficient to solve simple alignment
problems (e.g., those without time scaling), and one version
that performs a more thorough delay search in multiple di-
mensions and at the cost of computational efficiency. The
choice between the two pre-alignments is made on the basis
of a reliability estimation (see Fig. 5).

After the pre-alignment a coarse alignment is carried
out with an iterative refinement of the delay per macro
frame, using a multidimensional search and a Viterbi-
like backtracking algorithm to filter the detected delays
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Fig. 5: Overview of temporal alignment modules in POLQA.

(Section 4.4.2). The resolution of the coarse alignment is
increased from step to step in order to keep the required
correlation lengths and search ranges small.

The fine alignment finally determines the sample ex-
act delay of each macro frame directly on the input signals.
Again, a backtracking algorithm is used to smooth out short
extreme delay variations. The search range of the fine align-
ment is determined by the accuracy of the last iteration of
the coarse alignment. In a final step, all sections with al-
most identical delays are combined to form the so-called
“Section Information.”

4.2.1 General Delay Search Method and Delay
Reliability Measure

Most of the modules related to the temporal alignment
use the same method to find the lag (= delay, offset) be-
tween two signal sections. This method is based on the anal-
ysis of a histogram that is created by calculating the cross-
correlation function between two windows taken from the
signal sections, entering the found peak value into the his-
togram, shifting both windows by a small amount, and re-
peating this step again. Once the histogram contains enough
values, it is filtered and the peak is determined. The posi-
tion of this peak in the histogram is equivalent to the delay
offset between the two signal sections.

In most steps of the alignment a vector indicating the reli-
ability of the best so far found delay for each signal section
is maintained. Typically the Pearson correlation between
the associated reference and degraded signal is used as the
reliability measure.

4.2.2 Bandpass Filter
In order to minimize the impact of noise on the align-

ment both the reference and degraded signal are bandpass
filtered. As most speech energy lies in the range of 300 to
3500 Hz this part of the signal will provide the most reliable
delay estimation. Background noise often has a 1/x-shaped
energy distribution along the frequency axis in which case
the filtering out of frequencies below 300 Hz significantly
reduces the impact of this noise. The final filter shape de-
pends on the operating mode of the model (narrowband or
super-wideband). In the super-wideband operating mode,
the signals are bandpass filtered to 320 Hz up to 3400 Hz.
In the narrowband operating mode, the signals are bandpass
filtered to 290 Hz up to 3300 Hz. This filtering ensures that
the alignment operates on the speech signals and not on the
background noise, etc. The exact values were optimized to
provide optimal performance of the model.

4.3 Pre-Alignment
4.3.1 Fast Pre-Alignment for Fixed or Piecewise
Fixed Delays

In many cases, the delay in the degraded signal is fixed
or piecewise fixed. In case of local distortions, like tempo-
ral clipping or concealed frame loss, a temporal alignment
module designed to detect very small delay changes may
be too sensitive and incorrectly measure variable delay. A
delay estimation with assumed fixed or piecewise fixed de-
lays is therefore attempted first. The assumed simple delay
characteristic allows for a computationally inexpensive de-
lay estimation.
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The fast pre-alignment module runs once at the begin-
ning of the temporal alignment procedure. It uses sequential
cross-correlation to subdivide the degraded speech signal
into segments with constant delay (“matched segments”),
and thus allows constraining the delay search range for these
segments in subsequent modules of the temporal align-
ment. Larger delay search ranges will only be used in seg-
ments for which no sufficient cross-correlation maximum
(“match reliability”) was found. To prevent misaligning sig-
nals that feature continuous variable delay or resampling,
POLQA reverts to thorough pre-alignment (see Fig. 5) if
less than 75% of active speech can be matched reliably, or
if the determined piecewise constant delays change contin-
uously throughout the signal. If resampling was detected,
POLQA directly applies thorough pre-alignment when tem-
poral alignment is re-entered (see Fig. 3), since the ba-
sic assumption of a simple delay characteristic no longer
holds.

The fast pre-alignment consists of the following steps:

� Down sample a copy of the input signals to 8 kHz for
further processing, apply a 700–3000 Hz bandpass
filter and rescale the digital active speech level (ASL)
to –26 dBov (Section 4.3.1.1);

� Compute an estimate of the average signal delay
by calculating the cross-correlation of the signal en-
velopes (Section 4.3.1.2);

� Further process the input signals by normalizing the
power of active speech portions using a sliding win-
dow, and thresholding the remaining inactive signal
portions to zero (Section 4.3.1.3);

� Subdivide the reference speech signal into smaller
segments. Determine the delay of each corresponding
segment in the degraded speech signal by means of
a weighted cross-correlation of the power-normalized
signals (Section 4.3.1.4);

� Set the delay search range of each segment based
on the obtained cross-correlation maximum. The de-
lay search range of speech pauses is inferred from
the search ranges of neighboring active speech (Sec-
tion 4.3.1.6);

� Detect possible outliers in the measured segment de-
lays through statistical analysis and avoid misalign-
ments by extending the delay search range for those
segments (Section 4.3.1.5).

4.3.1.1 Preprocessing The average energy distribution
of speech is highly skewed toward low frequencies, it is thus
important to avoid an excessive bias of the calculated cross-
correlations by these frequencies. On the other hand, the
perceptually relevant parts of voiced sounds are located in
the frequency range below 5 kHz, while unvoiced sounds
are spectrally flat for the most part (and less critical to
perceptual speech quality estimation).

A 700–3000 Hz bandpass filter is used as a middle ground
between these two considerations. This is in addition to
the bandpass filter of Section 4.2.2. Both input signals are
rescaled to a digital active speech level (ASL) of –26 dBov
after filtering.

As part of preprocessing, a common active speech thresh-
old thr for both input signals is estimated:

thr = min

×
(

−26 + 3 · max
(
noiseLevre f , noiseLevdeg

)
4

,−29

)

[d Bov] (1)

where noiseLev denotes the average noise level in dBov of
the respective signal. This threshold will be used to exclude
signal parts with insufficient signal-to-noise ratio (SNR)
from the cross-correlation process.

4.3.1.2 Average Delay Estimation An envelope-based
delay estimation is first used to determine the average sig-
nal delay. The RMS power envelope is computed in inter-
vals of 180 ms frames with a 50% overlap between frames
for both filtered signals. The previously determined active
speech threshold thr is then subtracted from the envelope
values (also measured in dBov), resulting in positive val-
ues for speech active parts. The remaining negative en-
velope values for non-active speech are clipped to zero.
Level variations, e.g., due to active gain control systems,
are compensated through sliding window power normal-
ization of the processed envelopes using a window length
of 450 ms.

The location of the cross-correlation maximum of the
processed envelopes is used as a first estimation of the av-
erage signal delay. This first estimation already reduces the
number of cross-correlation lags to compute in the follow-
ing calculations.

4.3.1.3 Sliding Window Power Normalization As in
the envelope-based delay estimate, sliding window power
normalization is used to reduce the influence of level vari-
ations on the cross-correlation of both signals. The nor-
malization is carried out by calculating the RMS of the
signal amplitudes in a sliding window of 26.625 ms length
and normalizing (i.e., dividing) the sample in the center
of the current window position by this RMS value. Sig-
nal samples with a window RMS value below the active
speech threshold thr are clipped to zero amplitude (digital
silence). The signal level of speech often decreases gradu-
ally at the end of an utterance; therefore a threshold hystere-
sis is used to continue normalization for an additional 70 ms
of speech even after the window RMS has dropped below
thr.

4.3.1.4 Segment-Wise Delay Estimation This step de-
termines the delay and delay search range for each ac-
tive speech segment in the reference, i.e., the segments are
“matched” with corresponding portions in the degraded sig-
nal. The approach for this step is based on the following
considerations:

� There is no guarantee that the reference speech con-
tent is present in its entirety in the degraded signal. In
particular, some speech may have been muted, cov-
ered by noise, or simply lost. However it is safe to
assume that the monotonicity of the speech content
is preserved, i.e., the position in time of an earlier
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Fig. 6. Example of a preprocessed speech signal before (left) and after sliding window power normalization (right). Note the almost flat
signal envelope of active speech after normalization.

speech portion in the reference signal remains earlier
in the degraded signal.

� In case of consecutive frame losses, error conceal-
ment strategies usually consist in repeating the last
decoded frame while gradually decreasing the signal
level. Thus the level of concealed lost frames will
tend to drop faster below the cross-correlation thresh-
old thr if the original level of the affected utterance
was already low.

� Similarly, voice activity-switched processing like
noise suppression and discontinuous transmission
(DTX) are largely based on the level of the speech
signal. Such processing is triggered by quiet speech
parts (especially in case of strong background noise)
that are thus more likely to suffer degradations by
such systems.

The consequence of these considerations is that segments
are matched in decreasing order of signal level in the refer-
ence. In other words, the fast pre-alignment starts with the
signal segments that are thought to result in the most reli-
able match. Each successful match divides the remaining
signal portions. Because of the assumed monotonicity, the
range of possible delays for these portions is limited by the
delays of surrounding matched segments.

Therefore the range of possible delays (and hence the
risk of misalignments) is decreased as the matching pro-
cess gradually progresses toward more degradation-prone
segments.

The signal envelope of the preprocessed reference signal
and a signal level threshold curThr, which is about 6 dB
greater than thr, are used to select a segment. The algo-
rithm looks for a continuous unmatched piece of the refer-
ence signal of 64 ms to 1.5 s length with an envelope level
greater than curThr and where the sum of the envelope
frame levels is the highest (the “loudest unmatched seg-
ment”). This segment in the power-normalized reference is
cross-correlated with available (i.e., not yet matched) por-
tions of the power-normalized degraded signal. Depending
on the value of the obtained cross-correlation maximum,
the matched segment will be categorized as either assigned
or unsure. If no unmatched portions are available in the
degraded signal anymore, the segment will be categorized
as missing. One-hundred-eighty degree phase shifts in the
degraded signal are handled by using the absolute values
of the cross-correlation vectors. After matching all seg-
ments with an envelope level above curThr, the matching

procedure continues with the segments with envelope lev-
els above the active speech threshold thr. Fig. 7 pro-
vides a schematic overview of the segment-wise matching
process.

When the matching process starts, segments with an in-
sufficient cross-correlation maximum are ignored and kept
for later matching. This is in line with the aforementioned
approach of avoiding misalignments by starting with the
most reliable matches. Once the matching process has pro-
gressed to segments of envelope levels below curThr, these
skipped segments are matched using the delays of surround-
ing segments and marked as unsure for possible later cor-
rection. Any remaining unmatched parts of the reference
signal, including speech pauses, are matched as unsure seg-
ments using the same method as well.

The cross-correlation calculation step in the flowchart of
Fig. 7 is kept computationally inexpensive by not using the
method of accumulating multiple cross-correlation maxima
in a histogram described in Section 4.2.1. Rather, it applies
a simple bell-shaped weighting on the cross-correlation re-
sults before searching for the maximum absolute value. The
location of the weighting function maximum corresponds
to the expected delay for the current segment, inferred from
the averaged delays of the two nearest surrounding matched
segments. The measured delay is thus biased by the delays
of previously matched segments.

The amplitude of the weighting function (strength of
bias) is increased when the distance of the surrounding seg-
ments to the current one is small (as there is less room
for delay changes to occur), or when the delay difference
between these two segments is small (better agreement of
averaged delays). As the number of matched segments in-
creases, the delay calculation for later, more error-prone
segments is therefore influenced more and more by previ-
ously matched segments.

4.3.1.5 Statistical Post-Processing of Calculated Seg-
ment Delays The fast pre-alignment works by first match-
ing signal segments that are assumed to have the lowest risk
of misalignment. A post-processing step at the end of the
segment-wise matching process is used to detect and correct
misalignments in the first matched segments, for which a
cross-correlation weighting using previously matched seg-
ments is not possible. This post-processing uses simple
descriptive statistics to detect outliers in the delays of seg-
ments. The reference signal is split into two halves at the
position of the longest speech pause and the first and third
quartiles Q1 and Q3 of all assigned segment delays within
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Fig. 7. Flowchart of the segment-wise matching process.

each half are computed. The statistical lower and upper
outer fences of the delay values are then given by

lower f ence = Q1 − 3 (Q3 − Q1)
upper f ence = Q3 + 3 (Q3 − Q1)

(2)

for each half. Segments of type assigned or unsure with
delays outside these fences are flagged as misalignments.
Adjacent segments of type missing, typically a by-product
of misaligned speech segments, are flagged as well. Each
group of consecutive flagged segments is replaced by a sin-
gle segment of type unsure with a new delay value inferred
from surrounding matched segments.

4.3.1.6 Creation of Per Macro Frame Information The
determined assigned, unsure, and missing segments are
used to generate the per macro frame delay information vec-
tors needed for the subsequent temporal alignment modules
in POLQA. The degraded signal is traversed in increments
of the macro frame length and the segment corresponding
to each macro frame is determined.

� For macro frames that fall within segments of type
assigned, the delay search range is set to zero. Cor-
respondingly, the delay reliability measure for these
frames is set to 1.0.

� If the corresponding segment is of type unsure, the
closest surrounding assigned segments are searched.
Differences between the estimated delay of these seg-
ments and the current unsure delay set the delay search

range, while the delay reliability measure is set to the
cross-correlation maximum that was obtained during
the segment-wise matching process.

The following modules of the POLQA temporal align-
ment only search the reference for correspondences of the
degraded signal, thus segments of type missing are not
needed for generating the per macro frame delay infor-
mation vectors. They are merely used as auxiliaries during
the segment-wise matching process.

The degraded signal may also contain inserted parts (e.g.,
extended speech pauses), which do not correspond to any
segment. For macro frames in such parts of the degraded
signal, the averaged delay of the closest surrounding as-
signed segments is used, and the delay search range is set
to about half the macro frame size. Finally, the delay relia-
bility measure for these frames is set to zero.

4.3.2 Thorough Pre-Alignment
The thorough pre-alignment calculates the same informa-

tion as the fast pre-alignment does. However, the thorough
version uses a significantly more robust algorithm—at the
cost of significantly higher processing requirements. This
part of the algorithm is only used if the delay estimation
from the fast pre-alignment was not considered sufficiently
reliable, as described in Section 4.3.1.

The key element is the determination of an initial de-
lay estimate at so-called reparse points. Reparse points are
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the start of continuous signal sections that are expected to
contain no significant delay variation (significant meaning
more than approximately 400 ms). Typically these points
are located where the signal transits from pause to active
speech. The signal sections following a reparse point are
called reparse sections.

For each reparse point the reparse section information is
calculated. This section information stores the position of
the beginning and end of the section, an initial value for
the delay of said section as well as an indication of the
reliability of the estimated delay and its accuracy, i.e., an
upper and lower bound within which the accurate delay is
expected to be found. The general process is depicted in Fig.
1. The details of each step are explained in the subsequent
subsections.

The robustness of thorough pre-alignment is mostly
achieved by a “brute force” method. The delays are deter-
mined by trying to correlate several feature vectors (fractal
dimension and signal energy) using different correlation
lengths at varying positions within the sections and finally
choosing the version that resulted in the highest delay reli-
ability. In order to save processing time, some processing
steps are skipped as soon as a sufficiently reliable delay has
been found.

If the initial assumption that no major delay variations oc-
cur within a reparse section is violated, then the subsequent
alignment steps will most likely not be able to correctly
refine the delay, and the resulting MOS values will be very
pessimistic. However, in general such gross delay jumps
during active speech are also very annoying degradations
and the resulting subjective scores will be very poor as well.

4.3.2.1 Determination of the Delay Limits. This sim-
ple step tries to identify some reasonable upper and lower
limit for the overall delay search range. The decision is
based on the following assumptions:

� The reference file has at least 40% activity and con-
sists of at least two sentences;

� The total amount of silence is split into at least two
sections (typically three);

� Not more than 50% of the silence fall before the start
or after the end of active speech;

� The active speech part is not cut off at either end due
to the delay.

This results in a search range according to the following
formulae:

Delay High = max

(
2.5s,

StartsampleI ndexRef

SampleRate

)

DelayLow = max(−2.5s,−(Flen,Ref ∗ 0.2
+Flen,Deg − Flen,Ref) ∗ 0.8)

(3)

With Flen,Ref being the length of the reference signal and
Flen, Deg being the length of the degraded signal in seconds.
StartsampleIndex is the index of the detected start of the
reference signal; this is usually 0, but may be a later point
in the signal if it starts with a very long silent period.

4.3.2.2 Overall Delay Estimation. The overall delay
is estimated in three steps. First, an attempt is made to
match entire signals by calculating the logarithmic power
of the signals, averaged over frames with a length that is
half the macro frame length, and determining the delay be-
tween those vectors using the method described in Section
4.2.1. This results in a first estimate of the overall delay
and the overall reliability. The best achievable accuracy of
the delay estimate in samples is defined by the window
size used to average the signal energies. In a second and
third step, the same method is applied to the first and the
second half of the signals independently, which results in
two more estimates for delay and reliability. If all three
delays are of the same range, then the overall delay is ac-
cepted and marked as reliable. The tolerance for accept-
able delays is reduced for long signals with poor reliability
values.

4.3.2.3 Identification of Reparse Points. In this step a
voice activity detection algorithm (VAD) is used to de-
termine for each macro frame of the reference and the
degraded signal whether it contains active speech or si-
lence. The beginning of sections of consecutive active
macro frames is called a reparse point, since those resemble
the points at which the delay measurement is completely
restarted. The so-called reparse section information con-
tains for each reparse point the position of the active sec-
tion’s start point, the length of the active section, a coarse
delay estimate, a reliability indicator for the detected delay,
and an estimated range within which the exact delay can
most likely be found. The delay determined in this step is
simply the difference of the detected reparse section start
in the degraded signal minus the start point of the corre-
sponding section in the reference signal and may be very
unreliable.

For the reference signal the active frame detection works
very reliably; but especially for degraded noisy signals, the
detected active sections may be very inaccurate. Therefore,
the plain VAD information is by far not sufficient in order
to allocate combinations of reference and degraded active
sections. Instead, a rather complex method is used. Up to
three sets of potential allocations are therefore investigated
for each reparse point:

� VAD1: A matched set of allocations plainly based on
the VAD information. If the length of the next ref-
erence and degraded section does not differ by more
than 120 ms for signals with an SNR below 35 dB,
or if the length differs by less than 480 ms for signals
with better SNR, then the VAD1 section information
is marked as valid. This potential allocation calcula-
tion does not use correlation.

� Corr1: The reference section is searched in the de-
graded signal by using the VAD information of the
reference signal only and the overall delay estimate
as a hint on where to search. The search uses cross-
correlation and is performed twice, once at the begin-
ning of the active section and once slightly delayed.
The better of the two results is stored. If the sections
were long enough and a reasonable match could be
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found, then the Corr1 information is marked as the
valid allocation set.

� Corr2: The reference section is searched in the de-
graded signal by using the VAD information of the
reference signal and the VAD information of the de-
graded signal as hints on where to search. Again, this
search uses two times a cross-correlation, once at the
beginning of the active section and once slightly de-
layed. The better of the two results is stored. If the
sections were long enough and a reasonable match
could be found, then the Corr2 information is marked
as the valid allocation set.

Now, the best of VAD1, Corr1, and Corr2 is chosen. If
the found match is very reliable and the found degraded
section is much longer than the reference section, it will
be split and a new degraded section is added to the list of
sections to be allocated.

All operations in this section are performed on the power
of the signals, using frames of the same size as in the overall
delay estimation in Section 4.3.2.2.

4.3.2.4 Initial Delay Calculation at Each Reparse Point
So far, the delay of each reparse section is very coarse only
since it is mostly based on the information retrieved from
the VAD. For each active section this delay is now refined
by a multidimensional search. The dimensions used are the
logarithmic power and fractal dimension. For each dimen-
sion the search is performed over two segments from each
reparse section and using two different frame sizes. This
results in eight estimates for the delay of each section. The
estimate with the highest reliability is chosen. If the relia-
bility of a section as it was determined by the reparse point
identification is already very high, the search is skipped
entirely for this section.

4.3.2.5 Determination of Active Macro Frame Flags
from the Reparse Section Information In principle, the
VAD information of the degraded signal is used directly in
order to mark individual macro frames as active or pause.
In addition, however, all macro frames that are outside any
detected reparse section are set to pause, regardless of the
VAD information. This avoids the wrong treatment of such
sections for very noisy signals, where the VAD information
might be misleading. The result is a vector that contains for
each macro frame a flag that is set when the macro frame
is active and is cleared when the macro frame is a speech
pause.

4.3.2.6 Creation of Per Macro Frame Information from
the Reparse Section Information This process is rather
simple. All it does is to copy the information from the
reparse section information to the corresponding per macro
frame information, making sure that delay changes occur in
the middle of the pause between two active sections. This
step generates the following vectors:

� DelayPerMacroFrame, which contains the estimated
initial delay for each macro frame;

� ReliabilityPerMacroFrame, which contains an indi-
cation of the reliability of the delay estimate for each
macro frame;

� SearchRangeLow, which contains for each macro
frame the lower bound of the range in which the exact
delay is expected;

� SearchRangeHigh, which contains for each macro
frame the upper bound of the range in which the exact
delay is expected.

This is exactly the same information as calculated by the
fast pre-alignment method and all subsequent alignment
operations, starting with the coarse alignment, will work
on those vectors.

4.4 Coarse Alignment
The coarse alignment performs a stepwise refinement

of the delay per macro frame. This is implemented by
subdividing each signal into smaller subsections (“feature
frames”) and by calculating one characteristic value (“fea-
ture”) for each of those subsections. The resulting vectors
are called feature vectors. Feature frames are again equidis-
tant and their length is reduced from iteration to iteration.
The length of the feature frames is independent from the
macro frame length. Feature frames are generally much
shorter. Due to the iterative length reduction, the accuracy
of the estimated delay increases with each iteration, but at
the same time the explored search range is reduced. Multi-
ple feature vectors are calculated and for each macro frame
the most suitable feature is used to determine the delay
value for that macro frame.

The result of the coarse alignment is a vector with the
delay per macro frame, expressed in samples, with an ac-
curacy that depends on the feature frame length used in the
final iteration.

In more detail, the coarse alignment works as follows:
Starting with the lowest resolution (i.e., the longest fea-

ture frame length), all feature vectors are calculated for
the active sections of both the reference and the degraded
signal. The features used are the energy per feature frame
and the fractal dimension per feature frame (see Section
4.4.1). Now, the so-called correlation matrix is computed
for each feature. This matrix is organized in correlation
vectors per macro frame. The correlation vectors contain
for each macro frame the correlation between the reference
and the degraded feature vector for all possible time lags
between SearchRangeLow and SearchRangeHigh around
the best delay per macro frame computed so far. In the first
iteration, SearchRangeLow and SearchRangeHigh are re-
sults from the pre-alignment. In subsequent iterations, the
search range is determined by the feature frame length of
the previous iteration. The resolution of the correlation vec-
tors is identical to the resolution of the feature vectors, i.e.,
the resolution of the correlation vectors is increased with
each iteration and thus a more accurate delay estimate can
be determined. The resulting matrix is of the format Ncv ×
Nm f , with Ncv being the number of possible lags tested in
each correlation vector and Nm f being the number of macro
frames. Next, the correlation matrices for all features are
combined by selecting for each macro frame the correla-
tion vector from the feature, which yields the maximum
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correlation for this macro frame. The position of the max-
imum correlation in the correlation vectors is equivalent
to the optimum correction of the delay per macro frame
required to achieve a better match between the two signals.

A problem in searching the position of the maximum
correlation in this manner is that it often leads to wild delay
variations since speech signals are frequently periodic and
in some cases, e.g., when packet loss occurs, a wrong delay
would lead to a better correlation than the correct delay.
Therefore, a backtracking algorithm similar to Viterbi’s al-
gorithm is used to find the best possible path through the
resulting combined correlation matrix (see Section 4.4.2).
This algorithm starts with the last macro frame and traces
the ideal path back to the first macro frame. For each macro
frame, the correlations for all lags are weighted with a
penalty factor, which depends on the history of the back-
tracking. This penalty factor is used to penalize larger delay
variations.

The coarse alignment is the step requiring the high-
est computing power of the entire temporal alignment.
Therefore, an efficient implementation is essential. In or-
der to speed up the processing, calculations are often
skipped for sections with reliable delays or for sections
for which the delay can be extrapolated from the previous
iteration.

4.4.1 Fractal Dimension
The fractal dimension of a signal can be seen as a measure

of the signal’s complexity. Very noisy signals will show a
high fractal dimension FD per frame, while a sine tone will
result in a very low FD value per frame.

In POLQA Sevcik’s formula [14] is used to calculate the
FD f of each feature frame f:

Disti = (Samplei − Samplei+1)2

L f =
N∑

i=0

√
Disti +

(
1

N − 1

)2

F D f = 1 + ln(L f ) + ln(2)

ln(2 ∗ (N − 1))

(4)

where N is the number of samples in the feature frame f and
Samplei is the value of the i’th sample of the signal (ranging
from –32768 to 32767). The final feature vectors, which are
based on the fractal dimension, are DC filtered in order to
avoid problems with the subsequent computations [14].

4.4.2 Backtracking Algorithm
The backtracking algorithm, which is used to determine

the optimal path through the correlation matrix, is very
similar to Viterbi’s algorithm. In POLQA, it is assumed
that the correlation in each element Rm, f of the correla-
tion vector is similar to the probability of a delay-offset f
of the macro frame m. All elements of the correlation ma-
trix are first converted to a value, which can be interpreted
as the logarithmic probability that macro frame m shows
a delay offset of f feature frames. The result of this cal-
culation is for each macro frame a probability vector pm

with f elements:

pm, f = − log10(1 − Rm, f )

The challenge is now to find the optimal path through
that matrix that yields the highest overall probability, with-
out having to try all possible combinations. To do so, the
algorithm starts with the probability vector of the last macro
frame m and searches the index of the element with the high-
est probability, pm, f , giving a first path probability ppm .
Next, a penalty is added to all elements of the probabil-
ity vector Pm−1. This penalty is weakest for delay offsets,
which would result in the same absolute delay as that for
macro frame m and it is strongest for large delay variations.
This penalty reduces the likelihood of larger delay varia-
tions. Now, the element from Pm−1 resulting in the highest
combined probability ppm−1 is chosen:

ppm−1 = ppm + pm−1, f + Penalty( f )

For each step, the index f of the chosen optimum is stored.
This index is equivalent to the offset of the best delay at the
current feature resolution that has to be added to the last
optimal delay value for each macro frame [15].

4.5 Fine Alignment
The fine alignment operates directly on both the reference

and the degraded signal at the maximum possible resolu-
tion and determines the exact delay of each macro frame
expressed in samples. The required search range is drasti-
cally limited due to the previous alignment steps. Therefore,
it is possible to predict the accurate delay values using very
short correlations without compromising the accuracy of
the prediction.

The result of the fine alignment is the sample accurate
delay value of each macro frame.

4.6 Joining Sections with Constant Delay
In this step all sections with identical delay are combined,

which means one set of information (delay, reliability, start,
stop, speech activity) is stored for the entire section.

In a second step, each section n+1 is combined with
section n

� If section n+1 contains active speech and if the delay
for both sections differs by less than 0.3 ms

or

� If section n+1 consists of a speech pause and if the
delay for both sections differs by less than 15 ms.

The resulting section information is passed on to the
psychoacoustic model.

4.7. Sample Rate Ratio Detection
The sample rate ratio detection is required to compensate

for perceptually irrelevant differences in the playout speed
between the reference and the degraded signal. Such dif-
ferences may have various reasons and may be intentional
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(e.g., time scaling due to jitter buffer adaptation) or uninten-
tional (e.g., due to unsynchronized A/D or D/A converters
in partly analog equipment). The resulting effect in any case
is the same and can be described as a difference in the sam-
ple rate of two signals in the range of very few percent. It is
important to note that this is not about the nominal sample
rate but about the effective sample rate relative to another
signal.

The detection of this effect as implemented in POLQA is
based on the delay per macro frame vector and the detected
active sections of the speech signals, as determined by the
temporal alignment. The theory behind the algorithm is that
sample rate differences will lead to delay changes, which
are proportional to the ratio of the effective sample rates.
The sophisticated part is to separate delay variations caused
by sample rate differences from those caused by distortions
like packet loss or jitter buffer adjustments. POLQA per-
forms this by calculating a histogram of all delay variations
that might be caused by a sample rate difference. Con-
sequently, since sample rate differences cause many short
delay variations rather than few large delay variations, only
results of relatively small delay changes are used to build
the histogram. The calculated histogram describes the dis-
tribution of delay variations per macro frame, which means
that each detected delay variation is divided by the dura-
tion of the preceding section during which no delay change
was detected. After filtering out unreliable peaks from the
histogram, the position of the remaining peak value indi-
cates the ratio of the sample rates. In order to calculate the
exact value, the number of samples NumAvg stored in the
histogram is counted; the weighted average AvgBin of all
values is calculated, and the sample rate ratio SRRatio is
derived from this value:

Num Avg =
Num Bins∑

i=0
Bini

AvgBin = 1

Num Avg

Num Bins∑
i=0

Bini ∗ i

S R Ratio = 1

1 − AvgBin + Center BinI ndex

(5)

With NumBins being the number of bins in the histogram
and Bini representing the frequency of occurrence of de-
lay step i. CenterBinIndex is the index of the bin, which
corresponds to a delay of zero.

The resulting sample rate ratio is only valid if enough
values were counted in the histogram. In all other cases, a
ratio of 1.0 is reported.

4.8 Resampling
If the detected absolute sample rate difference is larger

than 0.5%, the signal with the higher sample rate will be
down sampled and the entire processing starts from the
beginning. This happens at most once to avoid excessive
looping in case of signals for which the sample rate ratio
cannot be determined in a reliable manner.

Determine delay limits

Estimate the overall delay

Identify reparse points

Get the initial delay at each 
reparse point

Calculate the per macro frame 
information

Determine delay limits

Estimate the overall delay

Identify reparse points

Get the initial delay at each 
reparse point

Calculate the per macro frame 
information

Fig. 8. Overview of the thorough pre-alignment.

Even if the sample rate determination cannot be made
with perfect accuracy, e.g., in case of signals with additional
variable delay, the detected sample rate ratio is still accurate
enough to bring the signals back to the safe operating range
of the temporal alignment.

5 VALIDATION OF THE TEMPORAL ALIGNMENT

In order to validate the temporal alignment, a measure
for the “fitness” of two aligned signals had to be found.
Simple methods, like, e.g., calculating the RMSE between
the two aligned signals are not sufficient, since the algo-
rithm had to be tested with file pairs where one signal is
severely distorted. To assess the POLQA alignment, its own
perceptual model was used as a measure for the similarity
of the two input signals after the alignment. This perceptual
model is fairly tolerant toward, e.g., speech coding, as long
as the two compared signals sound similar, and it is thus an
excellent measure for signal similarity. The next consider-
ation is then how to make the assessment of the temporal
alignment independent from the absolute accuracy of the
perceptual model. By looking at the structure of the align-
ment algorithm it becomes obvious that the sample rate
detection is not only a central element, but also the last step
in the processing chain of the alignment. If the sample rate
detection worked correctly, then most likely the temporal
alignment itself also worked. The idea was now to measure
each signal pair 60 times and to slightly vary the sample
rate of the degraded signal for each run. If the entire align-
ment process worked well, the resulting MOS-LQO values
should all be in the same range.

The result of this procedure can be seen in Fig. 9. The
lines in this chart were derived by processing 21567 file
pairs (POLQA Set 2, narrowband, wideband, and super-
wideband databases with a very large variety of distortions).
Each file pair was processed 60 times while the degraded
signal was resampled to +/–3% around its nominal sample
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Fig. 9. Validation of the ability of the POLQA temporal alignment to handle time scaling effects.

rate in steps of 0.1%. For each measurement point the rel-
ative deviation of the resulting MOS-LQO compared from
the MOS-LQO measured at the nominal sample rate was
calculated. For each sample rate ratio this relative deviation
was averaged and this average is shown as one line in Fig.
9. The different lines were derived from different align-
ment versions. The dark solid line applies the resampling
to the degraded signal when the measured sample rate dif-
ference exceeds 0.5%. This is the version of the alignment
that conforms to P.863. For comparison we also give the
same results for the POLQA alignment without resampling
(dashed line). Also shown in this chart are the same results
for PESQ (dotted line), though one must clearly state that
this test is far from anything for which PESQ has been
designed. It only serves as a comparison to an alignment
algorithm that expects piecewise constant delays.

Our conclusion from this comparison is that algorithms
like PESQ can handle sample rate deviations of at most +/–
1%. The temporal alignment of POLQA instead can handle
sample rate deviations up to +/–3% using the resampling
strategy. Tests outside of this range have not yet been per-
formed, since 3% time scaling without pitch correction are
already slightly perceivable. The numbers presented here
hide a lot of information since they are the result of averag-
ing 1,294,020 data points down to only 60 data points, but
they are a very clear indication that the temporal alignment
of POLQA works as expected. However, when looking at
the chart, some open questions remain. It is unclear yet
why a higher sample rate of the degraded signal has a much
stronger effect on the MOS deviation than a lower sample
rate. Our current assumption is that we are seeing some
interaction between the perceptual model and the temporal
alignment here. Especially the frame size used may be of
influence on this. Also not yet sufficiently explained is the
relatively strong variation as soon as any modification of
the sample rate happens. We assume that this is caused by

the sample rate conversion of the degraded signal as such
and therefore due to the test setup.

6 CONCLUSIONS FOR PART I, POLQA
TEMPORAL ALIGNMENT

The new temporal alignment that forms an integral part
of the third generation objective speech quality assessment
method POLQA, standardized by the ITU-T (International
Telecommunication Union, Telecom sector) as Rec. P.863
is significantly more complex than the second generation,
PESQ (Rec. P.862). However, it could be shown that the
new algorithm allows for the alignment of a wide variety
of complex distortions for which PESQ is known to fail,
such as multiple delay variations within utterances as well
as temporal stretching and compression of the degraded
signal.

When this new alignment is used in combination with
the new advanced perceptual model as described in Part II,
it provides a new measurement standard that outperforms
PESQ in assessing any kind of speech quality degradation
making it the ideal tool for all speech quality measurements,
from low end to HD voice communication in today’s and
future Voice-over-IP based and mobile networks.
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